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Abstract—Many mobile applications retrieve content from remote servers via user generated queries. Processing these queries is
often needed before the desired content can be identified. Processing the request on the mobile devices can quickly sap the limited
battery resources. Conversely, processing user-queries at remote servers can have slow response times due communication latency
incurred during transmission of the potentially large query. We evaluate a network-assisted mobile computing scenario where mid-
network nodes with “leasing” capabilities are deployed by a service provider. Leasing computation power can reduce battery usage on
the mobile devices and improve response times. However, borrowing processing power from mid-network nodes comes at a leasing
cost which must be accounted for when making the decision of where processing should occur. We study the tradeoff between battery
usage, processing and transmission latency, and mid-network leasing. We use the dynamic programming framework to solve for the
optimal processing policies that suggest the amount of processing to be done at each mid-network node in order to minimize the
processing and communication latency and processing costs. Through numerical studies, we examine the properties of the optimal
processing policy and the core tradeoffs in such systems.

Index Terms—Dynamic Programming (DP), Network-Assisted Mobile Computing, Network Optimization
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1 INTRODUCTION mobile device while driving or text extraction from pictgris

The processing and storage capabilities of mobile consun§@mputationally and battery intensive.

devices are becoming increasingly powerful. A gamut of new Alternatively, the raw data could be transmitted to the ap-
mobile applications has thus emerged for providing a pettelication server where the processing could be done. Howeve
quality of experience for the end users. A class of such apptipis would increase the bandwidth demand over the network
cations commonly referred to as mobile augmented realjty [1With several users using such an application and competing
[3] includes ones that enable delivery of content in responf! spectrum along with voice and data traffic generated by
to the user-generated queries for enhancing user's experieUsers of the wireless network. The first-hop wireless link
of the environment. Text to speech conversion and optici%\eptween the mobile device and base station is often banikwidt
character recognition (OCR) based applications for mobit@nstrained and backhaul connections in mobile networks ha
devices follow a similar paradigm. Several interestinggesahigh capital and operation expenditures per bit. Severs-wi
scenarios thus arise. A user clicks a picture or shoots apvidgSS carriers have also reported a staggering increasetan da
of a desired object—a building, painting in a museum, a ciraffic over mobile networks because of unprecedented use of
cover, or a movie poster—through a camera phone. The vidégbile data applications [11], [12]. Backhaul links thatrga

or image is then processed and sent over the network to tBR traffic from edges to the core using copper, fiber or nale
application server hosting a database of images. The ¢atradinks are associated with significant cost for the carrid@,[
query image is then matched with a suitable entry and thk#]- Moreover, the transmission latency on the uplink
resulting content—object information, location, titlengofrom ~ higher as larger query data is transmitted through the nétwo

a CD, or movie trailer—is then streamed back to the usdius there is an inherent tradeoff between battery usage and
A number of existing commercial product provide this typ@tency. As mobile devices become more sophisticated with
of service [4]-[6]. The processing of query image or videBigher resolution image and video capabilities, the querad
on the phone often involves computationally demanding pr¥ill continue to grow resulting in more demand for intellige
cesses like pattern recognition, background extractieatufe navigation of this tradeoff.

extraction, and feature matching [7]-[10], which when done Consider the scenario in Fig. 1. A user request originates at
often can diminish the battery lifetime of the mobile devicdhe Mobile Station (MS). In order to be completed, the regues
Similarly running a text to speech conversion applicatioap  Must be transmitted upstream to a remote Application Server

OCR engine for usage scenarios such as listening to a bookl6®) Vvia a Base Station (BS) and a series of relay nodes.
We refer to the node at the first hop as the base station, but
e C. W Chan isat Columbia Business School, New York, NY 10023. E-mail:  €mphasize that the links between the BS, relay nodes, and
cwchan@columbia.edu o . AS may be wired or wireless. If the request processing is
* B" Bambos is at Stanford University, Sanford, CA. Email: bam-  aniirely done at the MS, the limited battery power can be
os@stanford.edu . . L
e J. Sngh is at the Palo Alto Research Center, Palo Alto, CA. Email:  drained. On the other hand, if the processing is done at the AS
jatinder @stanford.edu communication latency can be high due to limited bandwidth

of the wireless access link and large query size.




There are a number of systems which enable distributéd. Related Work
processing across multiple nodes [15]-[24]. We considef sy . o .
tems with leasing servers which are deployed at mid-netwdh® mpb|le applications become more sophisticated and.de-
nodes to offer processing capability for the user queriésrbe Manding, system operators are utilizing the network to im-
they reach the AS. Deployment of servers by Akamai [25/OV€ Service. A substant_lal amount of work h_as (_axgml_ned
constitutes an instance of server leasing capabilitieshén tNEWOrk-Assisted Computing. However, the main distinetio
network, where uplink queries requesting content are praetween the previous works and ours is that we focus on
cessed without these uplink data having to travel all the wa'JOW'”g processing power to b? .Ieaged from_ mid-network
to backend servers. Content Centric Networking (CCN) [2 des and how to make this decision in an optimal manner.
promulgates an architecture that optimizes uplink bantwid N [27]-[29], Network-Assisted Computing has been exam-
by aggregating data interest queries on the uplink via intdf€d in the case of cache management. The focus of these
mediate CCN-compliant node processing using name-badeefks is to determine how to pre-fetch information from a
addressing internet data. An offshoot of the architectsre lemote server in order to maximize quality of service. Due
deployment of intermediate node caches that process gueke the varying quality of the wireless channel, data may not
for data and respond with content if they have it. Simildpe able to be retrieved at the precise instant it is needed. If
methodologies like transparent caching where intermedidfat data is not available to the wireless device when ngeded

nodes in the network respond to queries to data, fall in tif@e processor will idle until it can be fetched. Pre-fetchis
intermediate leasing paradigms. done in a manner to minimize service latency. These works
focus on the downlink transmission to make data availabte an

We consider how to utilize network assisted computing > . . | h L
alleviate the processing burden on the MS thereby reduciﬁ%n'm'ze processing times. In contrast, there are appdmat
where the data necessary to complete a request is too large

its battery consumption and extending its operationatifife. h bile devi bil q i
Leasing processing power from mid-network nodes can hd st.ore. att € mooile device. In Mobile Augmented Reality
applications, it is infeasible to store even part of the darg

lower communication latency because rather than trarismittd b red. In th licati id
the entire, large request message over multiple congeastexd | atabase required. In the applications we consider, werassu

to the AS, mid-network processing will reduce the messagéat the_ requestust be transm_itt(_ed uplink to an AppIicatio_n
size. Introducing the ability to lease processing powemfro erver in order to be fully satlsflgd. We focus on the uplink
mid-network nodes brings in the tradeoff of leasing cost. aheduling of how much processing to perform at each node
discussed, battery consumption and latency can be redulfbg"der to minimize latency, battery usage, and leasingscos
by leasing processing power. However, if leasing is costly Even without the ability to lease processing power from
because of scarce processing capability available at tde nifid-network nodes, limited battery resources present a sub
network nodes or if the users are averse to their data beif{gntial challenge. For a survey of energy efficient prafm
accessed by the leasing servers, then battery usage ancylaté/ireless networks, see [30] and the references thereinlewhi
will increase. Depending on the relative costs betweerehatt batteries are becoming more efficient, the growing sopfaisti
usage, latency, and leasing, it may or may not be benefici@n and abundance of appllcatpns makes power saving neces
to lease. We examine these tradeoffs in this paper. Using &fY- There has_ been an extensive body of research on rgducin
dynamic programming framework, we solve for the optimdlOWer usage via hardware (see [31]-[34]) and software (see
processing policies that suggest amount of processing to [Bel [36]) design. These designs can significantly redinee t
done at a node in the network. The optimization objective finount of battery resources required to process a request.
to minimize the processing and communication latency aftPWever, a hardware design optimized for one application
processing costs. We consider cases where the proces§i@y be highly inefficient for another. A single device may
times and leasing costs have linear or concave variatiom witave & Mobile Augmented Reality application which requires
the amount of processing and assess the properties of $R§ech processing, while another application requiresovid
optimal processing policy and the core tradeoffs betwe&HhOCESSING. As the number of mobile applications increase,

leasing cost, latency, batter power, and communication owll options to save battery resources will prove to be useful
the wireless access link. In most standard Mobile Augmented Reality systems, pro-

cessing is performed either entirely at the Mobile Station,
quickly draining its limited battery resource, or entirelythe

Application Server, leading to large communication delays
Most closely to our work is [31], [37]-[41]. These works ex-

é/g D D D—» AS amine load splitting where processing is split between Néobi

- Station and Application Server. In [37], [38], the potehtia
battery savings by splitting processing between Mobil¢i@ia
and Application Server are examined experimentally. Ir],[42

Fig. 1. System Model: Mobile Stations (MS) transmit data  the tradeoff between battery usage and latency is closely

to the Application Server (AS) via the Base Station (BS) examined. (_Sirod eF. aI._ provide an overview of these types of
and relay nodes. The requested data is transmitted back ~challenges in mobile visual search [43]. Over a 3G network,
to the mobile device. Links may be wired or wireless. the transmission of a 50kB image would timeout more than

10% of the time while the transmission of a small 3-4kB query

MS BS Relay Nodes




vector never timed-out. As the sophistication of mobileides /\Cl/ /SE, /\Cf, CAN;l /Sﬁ
increase, the tradeoff between latency and energy usage wil g g g I
become more critical. A developer at oMoby stated that hig o

latency is the main reason for the use of 50kB queries, but ] _ o
they hope to eventually include high definition images arfd9: 2- System Diagram: A request originates at the

videos on the order to 1-2MB In these works, the decisionMobile Station (MS) and it transmitted over a multihop
is between local and remote execution of processing tasREMWOTk to the Application Server (AS). Once the request
The networks considered are single-hop while we consid&tS reached the Application Server and has been fully
multi-hop networks. The main distinction between our worRrocessed, it can be satisfied.
and these works is the idea of cooperating with the mid-
network nodes in order to improve the battery versus latency
tradeoff. Rather than relying solely on the Mobile Statiowla streaming a desired video or audio stream to the mobile devic
Application Server to process a request, we allow for mid®®ne of the main technical difficulties of MAR is matching
network processing. In this work, an extension to [44], whe original picture to the desired media content. A serfes o
introduce the idea of “leasing” processing power from midmage processing techniques are used to do this. The fimal ste
network nodes in order to improve quality of service to usemrequires matching the processed image to the requesteehntont
There has been a steady stream of work on developiimga large database. It is often the case that this database is
systems which allow leasing of processing power which wss large it cannot feasibly be stored on the limited memory
require. These works focus on the software/OS implements#-the mobile device. Therefore, a request must be transahitt
tion of an "Active Network” where intermediary nodes carplink to the Application Server. Once the request has been
be used to perform computations [15]-[19]. As applicatiorfslly processed, the desired content can be streamed ddwnli
become more demanding and sophisticated, use of such Activéhe requesting handheld device. There has been an exdensi
Networks will significantly improve system performance. Ibody of work focusing on the problem of downlink streaming
contrast to this body of work which is primarily centeredf media content (see [45] and references therein). In this
around system design and deployment, our work focuses hpaper, we focus on the uplink transmission and processing
to use such system in an efficient manner. Our work aims @6 a single original request.
develop a systematic framework to utilize the capabilités  The uplink pathway from Mobile Station (MS) to Appli-
intermediary nodes in such systems. cation Server (AS) is shown in Fig. 2. A request originates
There has also been some work considering energy and de-the Mobile Station. In order to locate and stream the
lay sensitive scheduling and partitioning of tasks in dodiea- desired content, a request message must traverse muliigfle m
tive networks [20]-[24]. However, the tradeoffs consideire network hops before arriving at the Application Server. Due
these works is quite different from ours. The communicationio the large file sizes (video/audio streams) which the rsigue
saving due to reducing the number of nodes to communicatioorrespond to, as well as the vast number of these files, it
with comes at the cost of reducing the lifetime of the network infeasible to store them all on a memory limited mobile
by draining battery power at each additional node requioed fdevice. As such, they are stored in a large database at the
communication and processing. In contrast, we do not affeeimote Application Server and the request must be traresinitt
the number of nodes to transmit to, but are able to vary thipstream in order to be satisfied. The request message must
amount of information that is required to be transmitted bye processed (i.e., speech processing or image processing,
utilizing mid-network processing. feature extraction, feature matching, etc.) before theianed
The rest of the paper proceeds as follows. In Section &ream can be transmitted downstream. See Girod et. al. for
we formally introduce the system model and the idea @i overview of this process [43]. Some tasks are quite simple
Network-Assisted Mobile Computing via leasing. In Sectiowhile others are more complex. There are also a number of
3, we formulated the optimal processing problem as a shortesalable media standards which allow simple transcoding by
path problem and use Dynamic Programming to solve for tisémply discarding bits [46], [47]. In current systems, afl o
optimal policy. While the optimal processing policy can béhis processing is either done at the MS or the AS. The
difficult to solve in general, we identify a number of inteieg  original request message can be a very large image file and
and useful properties of the optimal policy in Section 4. Itransmitting it over multiple congested links to the AS will
Section 5, we examine some of these properties via numericadult in large delays. If the request were processed poior t

analysis. Finally, we conclude in Section 6. transmission, the information needed to be transmitted may
be smaller, significantly reducing the communication delay
2 PROBLEM FORMULATION However, limited computation power and battery resources

A typical application where Network-Assisted Mobile Commakes it uqde§irable to process th_e entire request at thg MS.
puting would be useful is in media applications such as Mobil Thg motivation of Ngtwork-Ass_lsted M9b|le Compqtmg
Augmented Reality. Many mobile devices are equipped wif © improve the Quality of Service of clients subscribing
a small camera. In Mobile Augmented Reality, a pictur@ mobile applications which are often computationally and

captured by a mobile device corresponds to a request, sucATEENOTY intensive. As the request message traverses network
hops, we propose to allow for some processing to be performed

1. private communications with developers at oMoby [6] at these mid-network nodes. This will mitigate the poweirdra



at the Mobile Station by alleviating the amount of procegsinThis allows us to utilize mid-network nodes without unnec-
required to be executed on the mobile device. Addition#ly, essarily complicating the approach with routing decisjons
large communication delays may be reduced as processing tteough our framework can be extended to incorporate them.
reduce the message size. The use of Network-Assisted Molileerefore, our system may reside in a much more complex
Computing removes some of the processing burden off thetwork with arbitrary topology; however, we will assumatth
Mobile Station while reducing the size of the request messaghe route from Mobile Station to Application Server is known
and in turn, reducing the communication delays. Certainlgnce the request is made. This is equivalent to assuming the
“leasing” the processing power at the mid-network nodesdoutes are fixed.

not come for free, and we examine how to balance the batteryBecause routes are fixed, we can model the network as an
life, latency, and leasing costs. In order to study thes#ew#, upstream path ofV + 1 network processing nodes in tandem.
we must begin by defining the system which we are studyinghe request originates at the wireless Mobile Station anstmu
traverseN links to reach the Application Server. The first few
hops may be wireless prior to reaching the Base Station&scce
Point that connects to the Internet and the next series o hop
A request originates at the Mobile Station. Each requegle wired along the Internet path to the Application Server.
consists ofM stages of processing before the desired contegf minimum, there is one wireless link between the Mobile
can begin streaming to the MS. For instant£ can represent station and Base Station, but there may be others over wirele
the amount of time required to fully process the requestat the|ays/sensors/etc. Also, at minimum, there is no wireline
MS. Because the processing power at the MS may differ frofik; for instance, the Application Server is co-locatectze

that at the AS due to different processor types and lo&fi& Base Station. However, in general the wireline path to the
not the amount of time required to fully process the request Application Server could be multihop.

the Application Server. Therefor@/ is a normalized quantity Each link, n (connecting thent” and (n + 1)t nodes),
which represents the total amount of processing requiredié0 characterized by the capacity of this link,, in bits
satisfy the request. Certainly/ will depend on the particular per second. Therefore, if a message with volufriebits
request and type of data that requires processing. is transmitted along the' link, it requiresV/c,, seconds.

If = stages of processing have been perforniéd; » stages Hence, the latency incurred on thé" link after » stages of
remain. At each nodep, in the network, some processingprocessing has been performed is:

0 < 6z < M—z can be executed. The processing time required v
to do this is given by: Te(z,n) = V(z)
Cn

2.1 Request Size and Processing Model

7p(0z, 1) It is easy to see that. is decreasing inc, as the link

which is dependent on the amount of processing perform@gcomes less congested. It is also decreasingsimce V()
as well at the node at which it is executed. In generaan is decreasing ir: as mentioned in Section 2.1.
take on any functional form. However, we assume that for Due to varying path loss, interference, and fading, a wale
fixed n, 7,(dz,n) is increasing indz, which corresponds to channel may be highly varied and randomly varying over time.
larger processing times as more processing is done. A wired channel may also be varied due to random congestion
As more processing is completed, the request message/qd@r)ﬁhe network. In order to account for this unavoidable
data will decrease in size. For instance, the original imag&ysical phenomenon, we assume that the capacity of link
may be reduced to a compressed image or an image with thés a random variable with known distribution. We make
background extracted after some processing is done. In bBthassumptions on this distribution other than its expeotat
cases, processing reduces the amount of information thstt méi[cx], exists and is finite. Therefore, the communication time
be relayed to the Application Server to complete the requeist @ random variable with expectation:

Given thatz stages of processing have been completed, the Vi(z)
size of the request message is given by Elre(z,n)] = Elca]
V(z)

which is decreasing im and is strictly positive. The positivity 2.3 Leasing Model

is required because, even if all processing is completed ( Utilizing the processing power of intermediary nodes is
M), a small message must be transmitted to the Applicatiéie main idea behind Network-Assisted Mobile Computing.
Server so that it knows what content to begin streamingasing processing power from mid-network nodes can be

downlink. Without the reception of a request message, tB&tremely beneficial to reduce latency and to extend theityatt
Application Server cannot satisfy a request. life of a mobile device. However, it comes with a cost. These

costs can capture the fee required to lease CPU power from
, the mid-network nodes. Additionally, these costs may aaptu
2.2 Networking Model potential security risks by giving access of client datahtese
We now describe the network topology of the system weodes. Some operations, such as transcoding, can be done on
consider. In order to emphasize the benefits of Networkncrypted data, while other would require decrypting theada
Assisted Mobile Computing, we assume a tandem netwofKk8], [49]. We represent these leasing costs by the follgwin



function which is dependent on the amount of processing doisebsequently little, if any, processing should be done at th

0z, and the node at which it is performed, MS. If « = 0, leasing comes for free and we are mostly
5 concerned with latency. Conversely,df — oo, then we are
¢(0z,n) not concerned with latency and processing should be done at

On a given nodey, ¢ is increasing inz, as it is more costly the node with the lowest leasing costs.

to process more stages. More client data is available to theMe can solve the constrained optimization in (1) problem

processing node which could be undesirable. Also, proegssusing Dynamic Programming. To begin, we define the state of

more stages requires more processing time so that more potier system as:

is expended and more congestion is clogging the processors (z,n)

at the mid-network node. I = 1, ¢ represents the cost of _ i

processing on the Mobile Station. So rather than encorrmgiss\f\’hereo < z < Mis the amount of processing that has al_ready

leasing costs, which there are none, it represents the ¢osP8€” completed ande.{1,2, -, N+1} is the node at which

draining battery power as well as tying up the MS processBle "eduest message is currently located.

and preventing the use of other applications. Similarly, £ At each state(z,n), the control that needs to be selected

N + 1, ¢ represents the cost of processing at the Applicatidh 6z € [0, M — 2], the amount of processing to perform at

Server. These costs do not represent leasing costs, asgea@pden prior to transmitting the message uplink along tHé

cannot be done at the AS, but can represent the computatifk to the (n +1)** node. This decision results in processing

power required to process the request which prevents rejuéatency, 7,, processing costsj, and communication latency,

from other clients from being completed in a timely mannef.. We can group these into latency, (+ 7.) and processing
The control dilemma we examine is how much processiff@sts ¢. Executing this control changes the system state to

should be done at each node given the processing Iate,ncy,(z +0z,n+1).

communication latencys., and leasing costg. Note that we  Define the total expected cost-to-go under poficgtarting

make no restrictions on the relationships between delay andstate(z,n) by:

costs. These relationships should be adjusted accorditigeto

types of customers of a particular application and networkx _ [ {

system. For instance, for customers with strong aversion (tko(z’n) b Z To(m(z, 1), 1) F end(m(a, 1), )

delay and are willing to pay extra for fast service, the legsi

l=n

costs¢ will be small compared to any delay, andr.. The + To(z + (2, 0), l)}
goal is to determine a computing and transmission control to + 7p(M — 25, N + 1)

minimize delay and costs.
+ ans16(M — zy, N + 1)}

3 OPTIMAL COMPUTING/TRANSMISSION
CONTROL =3 {0 ) + andlr(z,0), 1)

l=n

In order to determine the optimal computing and transmissio
control, we cast this as a shortest path problem and use + E[Tc(Zz + (21, 1), l)]}
Dynamic Programming to find the optimal control [50]. + (M — 25, N + 1) + anyt16(M — 2y, N + 1)

The optimization problem we are trying to solve is to find 2
0zn, the amount of processing to do at nodegiven z,
stages have already been processed in order to minimize th&hen we can defineg/*(z,n) as the minimum cost-to-go
total latency and processing costs. The total cost is giyen 8iven thatz stages of processing have already been completed
the processing latency, processing costs, and commumicafind the request resides at nadeJ*(z,n) is given by:
latency. The goal is to minimize the expected costs to pmcef*(z n)

= Ogéxzngule{iz {Tp((sz, n) + E[Tc(z + 0z, n)} 4

the entire request.
NAl ozngb(dz,n)—i—J*(z—i-dz,n—i-l)}
Izlilzl? { 7;1 {TP (62717 n) + an¢(6znv n)] (3)
N Once the request reaches the Application Server, the rémgain
+ Z Elre(V(zn + 5%))]} (1) processing stages must be completed. Therefore, it is easy t
n=1 see that

N+1 * _ _ —
Sty Oz =M J(z,N+1)=7(M -2z N+1)+anp¢(M -2, N +(i;
n=1

In order to study the core tradeoffs we introduce a scalefactThe optimal policy can be calculated via backward recursion
o, to weigh the processing costs at each node. For instan@ed using Eqn. 3 and 4.

we can havey; = 8, ay+1 = 1, anda,, = aforn # 1, N+1. The total cost for servicing a request is given B¥0, 1)

For 5 = 0, there is no cost for draining battery at the M$&is a request originates at the Mobile Station, nbdand no

and for 5 — oo battery costs are extremely expensive angrocessing has been performed on it yet. This can be broken



into the different components of cost: V(z) is decreasing irz, the communication latency is less.
. . Therefore,J™(z,n) < J*(z/,n). The result follows by the
J7(0,1) = Claency ™ Clatency+ @Cleasing+ Cattery optimality of J*, J*(z,n) < J™(z,n). O

= Clatency + aCleasingt 5CBattery (5)  While one may expect a similar monotonicity result to hold

Where latency can be split into processing and commulfﬁ’-r increasingn, in general it does not hold. It is easy to see
. RO i

cations latency. The tradeoff factors, and 3 shown here S if the processing tlm/e_a_nd costs at nodec n' is very

demonstrate the competing objectives. For lafgdattery is small and at nodes: > ' it is very large. Then, not being

very limited at the Mobile Station, and little processingstu able to process any stagesrabecomes very costly for the

H /
be executed there. Conversely, if largecorresponds to large system starting a(L.Z’ "_)' ) ) ]
leasing costs and little, if any, processing power should beAS the communication link between the Mobile Station and

leased from mid-network nodes. the first network node degrades, communication latency will

Define 62 as the amount of processing done at stageincrease. By proce_ssing more stages at the Mobile S_tation,
under the optimal policyr*. Define =* as the amount of the request size will decrease, subsequently decreaseng th

processing that has been completed prior to arrival at nog@mmunication latency. Defing:}, s as the number of stages
n. So completed at the Mobile Station.

Proposition 2: (Monotonicity inc;) For fixed costsgzy, o
is decreasing as the expected capacity of the first lik; ],
increases.
Proof: This is shown via a proof by contradiction.
(6) Consider two systems with identica[ parameters and cost
structures, except; < ¢j. Let J* andJ* denote the optimal
value function for ther; and ¢} systems, respectively. Define
g/l}*ws and 6z, as the number of stages processed at the
0

=
s

T = Y [m@zn) + and(@z)m)]

3
Il
-

Vi(zi +6z2))

Cn

E

M=

_|_

n=1

In general, it is difficult to determine the optimal processi
policy in closed form. In Section 4, we discuss properties
the optimal control under different scenarios. For any c
functions, the optimal solution can be found using numérica
analysis. In Section 5, we study the core tradeoffs in Networ J*(2,1) = 1,(623 g, 1) + a16(6237g, 1
Assisted Mobile Computing through numerical analysis. VE[r(z + 8%y, 1)

< (02575, 1) + a16(8257, 1
+E[r(2 + 85, 1)

obile Station in each system. Assume that, s < 6z}/g-
By the optimality ofdz},:

= ~—

+J(2 + 035, 2)

~—

4 PROPERTIES OF OPTIMAL CONTROL

The optimal solution of where to process the request, and
how much processing to do, is highly dependent on thehich implies:
functional form of the processing times,§, leasing costs«), . W . o
message volumel{), as well as communication bandwidth®(9hs> 1) = TP(fSZMS’ 1)+ 1¢(0z)ys,1) — a1¢(dzps,1)
(c,,). However, we can identify some key structural properties < E[7c(z + dysg,1)] — E[7e(2 + 039, 1)]

of the thimal policy. Thes_e properties allpw us to deteemin ST (2 4 5?\;572) T (24 86, 2)
the optimal processing policy under certain circumstances

+ T (2 + 645, 2)

()
_ . . where the second inequality comes from the monotonicity of
We begin by shown some monotonicity results of the optimat 4 7+ (Proposition 1) and recalling that, ; < 6z,

vallute ftl_mcltmp and optimal _proc;assmgi:]ra{]smlss_m? VSI'C Now let 7 be the policy for the”; system that uses;, ¢ at
ntuitively, fewer processing stages that remain to be co % 1) and the optimak*’ after. Then:

pleted will correspond to lower costs. The following propos
tion formalizes this idea. J* (2,1) = J™(2,1)
Proposition 1: (Monotonicity of J*) For fixedn, J*(z,n) 52" *
. T ’ = 1) — 7, (0239, 1
is decreasing ir. (075, 1) *,T”( 2hrss 1) )
Proof: Suppose: < 2. Let7* correspond to the optimal ta1d(zprg,1) — (6279, 1)
policy starting in state(z’,n). Now suppose in statéz, n), +E[r.(z + 527\;57 1)] — Elre(z + 6254, 1)]
we use a policyr which mimics7* as long asz < M. . Y . .
While z < M, the processing time and costs for tfe (2 02, 2) = J7(2 + O2us, 1)

4.1 Monotonicity

policy are equal to that of the* policy and0 afterwards. > Elr.(z+ 527\;5, 1)] = Elre(z 4 02349, 1))
Likewise, .the communication costs for ttfe pqlicy for z +J*(2+527»}s,2) — T2+ 02lyg, 1)
system will be less than those under the policy for the >0

z' system. This is because at each node, the total amount of = 8
processing completed for the system is less than that of )

the 2’ system sincez: < 2’ and the additional amount of where the first inequality comes from (7) and the second
processing at each node is equal in each system. Becansguality comes for the monotonicity df and J*. This



implies that under the”] sSystem, processingz;,s Stages of stages processed, such thdt:) = V—hz. Letdz;, denote
results in lower costs than processihgfs, which contradicts the optimal amount of processing done at stagender the

the optimality ofézj\;s. Thereforedzy,q < 023g- O optimal policy starting from staté, 1). Then, there exists one
nodem such thatdz, = M and for all other nodes # m,
0z =0.

4.2 Linear Processing and Leasing Costs Proof: We begin by showing that at any stae n), J*

Let's consider that case of linear processing times andngasis |inear in the number of stages processedThat is, there
costs. Therefore, we can define: exists 5, and \,,, such that:

7p(0z,n) = kpdz J*(z,n) = Bnz + M\ )

And(02,n) = gndz We show this by induction on. This is clearly true ifn = N

for somek, and g, Recall that the communication time isbecause costs are linear, so:
already linear in the volume of data that must be transmitted

However,V(z) is not necessarily linear. S N) = (M =2 N)+ané(M =z N)
For a general function foV' (), it is possible to determine = (M —2)
if the processing power at an upstream node will never be = fBynz+ AN (20)
Ir(]a:dssg.isl_:etyn k, + g» SO that the total processing cost a\t/vhereﬁN — v and), = M.
Now, we assume thal*(z,n + 1) is linear inz and show
CP(6z,n) = mp(02,n) + and(dz,n) that it holds forJ*(z,n).
= (7]:61 s J*(z,n) = n;in{Tp(dz,n)—|—E[Tc(z+5z,n)} +
= n T gn)0Z z
v, is the incremental cost of completing one processing stage an(0z,n) + J*(2 + z,n + 1)}
at noden. Because processing reduces the size of data that . Vo —h(z+62)
must be transmittedl{(z) is decreasing in), there is already e {%52 + Elcy]
a propensity to process at earlier nodes. So if there is a node (11)
m < n where the processing costs are cheapgr< v, then Bna(z +02) + /\”“}
no processing will be done at node — min {agﬁgz talzy ai}
Proposition 3: (Linear Costs) Suppose processing costs are oz
linear, such tha€?(0z,n) = v,0z. Letdz}; denote the optimal _ { a,z +ag, ap, > 0;
amount of processing done at stagender the optimal policy an(M —2) +apz+ay, a)) <0,

starting from statg0, 1). For alln, if there existsn < n such ¢, <ome constants? . «!. anda2. We can see that* (z, n)
* ny “n? n- )
thaty,, < s, thendgzy, = 0. o _is clearly linear inz. Due to the linear dependence erand
Proof: The proof is by contradiction. Suppo_se there exists, a® < 0 then it is optimal to procesall remaining
m < n such thaty,, <, anddz, > 0. Now consider a policy stages at node; otherwise, it is optimal to process none.

7 that mimics ﬂ;'e"* policy, excep:E at node: anf’”' Instead g immediately yields the desired result. If there exsts
of processing)z,, at noden anddz,, at nodem,  processes poqe, wherea? < 0, then all processing will be performed

0z, + 0z, at nodem and 0 at noden. BeCauseyn < Yn, gt that node. If there are multiple nodes wih < 0, then all
the processing costs under thepolicy are less than that of o cessing will be performed at the earliest one. Now, iféhe

the ™ policy. Note also that the communication latency undefio no nodes with? < 0, then no processing will be done at
the 7 policy is lower than that of ther* policy since more "

any noden < N + 1. Since all processing must be completed

processing is done earlier, making the size of the traneditt, | ger o process the request, all processing must be done
message smaller. Therefore, the total cost undef thelicy is at nodeN + 1, the Application Server 0

less than that of the* policy, which contradicts the optimality Linear costs are reasonable when processing is charged on

of the 7" policy. Hencedz; = 0. _ a per-stage basis. However, it is sometimes that case that
Even with the communication latency decreasing as mar,

et e ) ) ﬁ’rocessing in bulk” may reduce costs. We now turn our

processing is done, it isot the case that all processing will e ntion to this scenario where costs are concave.
necessarily be done at the Mobile Station. This is because pr
cessing costs may decrease as the message traverses network _ _ _
hops and so the increase in communication latency is badan@3 Concave Processing Times and Leasing Costs
by the decrease in processing costs (both latency and ¢gasihet us consider the case where processing times and leasing

If the message volume is a linear function of the number obsts are concave functions in the number of stages pratesse
processing stages completed, tlabihprocessing will be done So that ) )
at one node. 0" <0 and 0%¢ <0.

Proposition 4: (Linear Costs and Volume) Suppose pro- 962* 96z*
cessing costs are linear, such tii@#t(6z,n) = v,0z. Addi- For notational simplicity, lef,,(dz) = 7,(0z, n)+a,¢(dz, n).
tionally, assume that the message size is linear in the numkbes easy to see thaf, is also concave inz.
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Now suppose that the benefit of processing in bulk
diminishing inn. That is, 3507
300¢
max % min 82fn+1 %
T P A P + 29
zZ=z zZ=z — 2007
and
8fn 8fn+1 150+
—— 12
06z 0oz (12) 1007
2=0 z2=0
An example of these types of cost functions can be seen in F S0
3 wheret(6z,n) + an$(dz,n) are quadratic functions afz. % 10

Each solid thick line corresponds to the cost of processii.,
on that node and the lighter lines correspond to the cq_slt
of processing on earlier nodes. We can see that the c 'rsq
function for later node dominates that of the earlier nodes.
Under examination of these functions, the increasing co%%
of processing suggest that most processing is performed a
the first node. In fact, under conditions (12), it is optimal t

5
oz

. 3. Cost functions which exhibit diminishing benefits
processing in bulk. Each solid thick line corresponds
the cost of processing on that node. The lighter lines
[respond to the cost of processing on prior nodes.

process all stages at the Mobile Station.

Proposition 5: (Concave Costs) If the first and secon
derivatives of concavg,, satisfies (12), thedz;,¢ = M and
foralln > 1, 6z} = 0.

Proof: The proof of this claim is via by contradiction.
Assume there exists some intermediary node 1 such that
dz%, > 0. Now consider a policyr suchdz, = §z* for all
n # 1,m, while 6z, = 6z + 6z*,, anddz,, = 0. That is
instead of following the optimal policy precisely, processes
the stages for node: at the Mobile Station. leg,, and z

denote the number of stages processed prior to mode

J*(0,1)

Cn

a6 + 3 [t Sonly

Cn

(1) + 3 [t 8oy

Cn

[£1(620) = fa(023,m)

TO+ 3 [faz) = fal62)]

n=1m

<

< J*(0,1) (13)

The first inequality comes from the fact thatis decreasing

Jve can show the following proposition

Proposition 6: (Increasing Costs) If the first derivative of
concavef,, satisfies (14), thedz}, 4 = M and for alln > 1,
0zF =0.

Proof: The proof of this claim is via a proof by contra-
diction, similar to the proof of Proposition 5. Under corimfit
(14), Egn. 13 still holds. O

If all processing costs and times are equal and concave, then
fn = f,Vn. In this case,f, clearly satisfies (12).

Proposition 7: (ldentical Concave Costs) If,(6z,n) =
7p(62) and ¢(6z,n) = ¢(dz) for all n and 7,(-) and ¢(-)
are concave, thediz;, ¢ = M and for alln > 1, 6z = 0.

Proof: This is a direct consequence of Proposition[5.

Now suppose that instead of all nodes satisfying (12), there
exists a series of nodes, m + 1, ..., m,, which satisfy (12).
Then if any processing is done on these nodes, dliglone
at nodem.

Proposition 8: (Series of Concave Costs) If there exists
m,m + 1,...,m, whose f,, are concave and satisfy (12),
thendz: =0 and foralln € {m+1,m+2,...,my}.

Proof: This can be shown via a proof similar to that of
Proposition 5. We omit the details to avoid repetition and fo
the sake of space. O
A scenario where this may apply is if all intermediate networ
nodes are identical. If the processing times and leasing cos
these nodes are concave and equal, thea 2 andm,, = N.

If any processing is leased, all of it is leased from the first
intermediary nodeim = 2. The remaining processing is done
at the Mobile Station and Application Server.

All of the preceding results corresponding to concave cost
functions are independent of the volume functidn(z). It

in z and z, < z*. The last inequality comes from the conmay very well be the case that processing times are concave

cavity property, (12), which implies th@nzlym[fn(&zn) -
fn(022)] < 0. This contradicts the optimality of*, hence

0zF =0. O
Using a similar argument, if
8fn . 8fnJrl
962 = N 05, (14)

z=z'

since processing multiple stages at once can eliminate some
file input/output overhead. It is also likely that the midmetk
nodes will be identical, so that Proposition 8 will apply.

4.4 Constant Communication Times

In some cases, communication times may be independent of
the message size. This may occur if the original message size



(before processing) fits into the size of a single networlkpac Proof: This can be shown via a proof by contradiction.

Often, a single packet is the finest granularity with whichet's suppose that the claim does not hold true. Then, there

information can be transmitted. So, while further proaegsi existsm andm’ such that:

may reduce the message size, the amount of information A1y + and)

transmitted must be placed into a standard network packet A = 95,

with padding if the message is very small. Hence, no matter

how much processing is done, the transmission times are give Define @ as the policy which mimics_the optimal policy

by the size of a network packet. Therefore, communicatioii . except at nodes: andm’. Thereforez, = 6*z, for all

latency will be constant and independent of the policy and we# m, m’ and 0z = 0" zm + € aNd 02,y = 6%z, — € fOr

can ignore communication times in the optimization. some smalle > 0. For notational simplicity letf(dz,n) =
We can also ignore communication times if processing dogg02; n) + and(dz,n).

not affect the query data size. For instance, if processing

- O(1p + an®d)

- )\* ’
6z%, 06z oz* o m

corresponds to linear transformations of the original im@Q- JH0,1) — JT0,1)
tation, wavelet decomposition, etc.) so that processiggires ’ N1 ’
time and computation power, but does not modify the amount _ [f(éz* n) — f(gzn n)}
of information that needs to be transmitted, then we canrgno = " '
communication times. This is because the total communicati .
latency will be independent of how much processing is done = - [f(ézm +e,m) — f(6zm,m)}
and at which node it is performed. lr@a, m) = f627, — € m/)}
Here we will assume that, — oo so that7.(z,n) — 0. m mew
As we have mentioned, if.(z,n) = K, is some constant _ Ot aong) n N1 + ang)
independent of:, then we can ignore it in the optimization 9oz 8z, d6z 82r,
problem, so it is similar to assuming(z,n) = 0 . We can = A=A
rewrite the optimization problem in (1) as: >~ 0 (19)
N+1 N
. This contradicts the optimality of*. Therefore, there does
%1;?{ z_:l {Tp(dz’n) N angb((;z,n)} N ;K”} not existm, m’ such that\, < \*,. O
Na1 (15) The lack of affect on communication delays generates a very
s.t. Z §2n = M interesting contrast to the optimal policies defined by ewec

costs given in Section 4.3. Consider a system Withodes, a

which results in the samé:* as the following Constrained Mobile Station, a Base Station, and an Application Server as

minimization problem without communication costs: n Fig. 4. i ,
Suppose that costs are identical on each node so that for all
e 5 5 n, 7p(dz,n) = 1,(62) and e, ¢(dz,n) = ap(dz). Therefore,
o Z {TP( 251) + ang(dz,n) the cost function at each node f§6z) = 7,(62) + ag(dz).
7\;11 (16) Let's consider the case where there @grocessing stages and
st Z 5o — f(dz) is concave, as in Fig. 5. For this example, we consider
w " the case off (6z) = 205z — 622, for 6z € [0,9)].

’ ] ) Under variable communication costs,> 0, by Proposition
Bellman’s equations can be rewritten as: 7, all processing is done at the Mobile Station, and no psaces
X - . ing is done on other stages. Conversely, when communication
JHzm) = 0<82S M2 {Tp(&’n) +ang(dz,n) + costs are constant, = k, Proposition 9 implies that equal
J*(z 4 0z,n + 1)} processing is done at the MS, BS, and AS. This is because
the cost functions are identical, and so th¢ which achieves
(17) derivative A* are identical. The two policies are compared
Again, once the request reaches the Application Server, the
remaining processing stages must be completed.

J(zN+1)=1(M-2,N+1)+an1¢(M —z,N+1)
(18) i Z& o AS
1
If 4z, € [0, M — z] can be fractional, the minimization MS

problem in (16) can be solved using Lagrangian techniques. BS
Proposition 9: (Constant Communication Costs) If forFig. 4. Simple System Diagram: A request originates at
some constank > 0, 7.(z,n) = k for all z andn, there the Mobile Station (MS) and is transmitted over one hop to

exists \* such thatyz; satisfies for alln: the Base Station (BS) and finally to the Application Server
(AS). Once the request has reached the AS and has been
a(TP + an¢) * H -
957 lo = A fully processed, it can be satisfied.

n
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as:
ANy +and)| s
80! D6z §zx "
. Proof: This can be shown via a proof by contradiction
[ 60¢ - AR similar to the proof for Proposition 9. Let's suppose tha th
= claim does not hold true. Then, there exisisand m’ such
40" | that,m < m’ and:
o= AN1p + and) < IN1p + ang) =\
20+ 06z 6z, 06z 6z:n,
Again 7= mimics the optimal policyr*, except at nodes:
0 ‘ ‘ : ‘ andm’. Thereforey,, = 4, for alln # m,m” ando,, = 0,,+e¢
0 2 4 52 6 8 andoé,,, = ¢, —e for some smalk > 0. Definez,, andz;; as

the amount of processing that has been completed up to and
Fig. 5. Cost Function: total processing latency and costs including node: under policyr andz*, respectively. Note that
as a function of amount of processing completed. by the definition oft and=*, Z, < z* because processing is
done earlier under th& policy. Again, letf = 7, + a¢.

in Fig. 6. Because of latency due to communication of the J*(0,1) — J7(0,1)
request message, there is a propensity to process stages at N+1 N
earlier nodes. This will reduce the message size and, in turn — { Z f(6zF,n) + ZTC(ZZ,H)}
the amount of latency. However, when communication latency n—0 n—0
is not a factor, the location of each node is irrelevant-the Ntl o N
influencing factor is the difference in incremental cost of —{ Z f(0zp,n) +Z¢c(2n,n)}
processing at each node. n=0 n=0
. B(Tp + an¢) + a(TP + an¢)
100 / n 06z 6z, 06z 6z:n,
sol 0T N . .
t;/ ol —|—HZ:0 {Tc(zn, n) — Tc(zn,n)]
- — AL A
a0+t m m
N
20+ 52 I + ZO {TC(Z:;, n) — Te(Zn, n)}
n—
s > N = A
100 > 0 (20)
B The first inequality comes becausg < z* and because. is
g§ sol | | | | | decreasing it as described in Section 2.2. This contradicts
= the optimality of J*. Therefore, there does not exist < m’
4or \(52}‘ 1T \525‘ ] \6,2; | such that\;, < A’ .. 0
>0l ] i ] i ] The communication latency has a significant affect on the
optimal processing policy which we saw in our example with
% 58 guadratic processing costs in Fig. 5. It is easy to see in Fig.

6 that with non-negligible communication times, > 0, \*
Fig. 6. Optimal processing policy for 7. > 0 varying (top) is non-decreasing in, which seems to contradict Proposition
and 7, = k constant (bottom) 10. However, it does not becausg = 9 = M and 5 =
03 = 0. These boundary cases make it impossible to use the
interchange to policyr because we cannot increagenor can
we decrease; or J;.

4.5 General Costs

In general, communication latency will depend on the regju
message size which depends on the amount of processing com-

NUMERICAL ANALYSIS

pleted. In this case, communication costs are not negéigibtl In the previous section we identified special propertieshef t

optimality condition in Proposition 9 must be relaxed. optimal processing policy under various scenarios. We now
Proposition 10: (Non-Negligible Communication Costs) If examine some of these properties through numerical studies

0k # 0, M, then)\’ is non-increasing im where)? is defined with example cost functions and systems. Latency, battery
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usage, and leasing costs have a tightly woven relationgip. 10

creasing battery usage will decrease latency and leasstg,co —o=0
but also limits the lifetime of the mobile device. Conveysel -e-q=.25|
the lifetime of the device can be extended by increasingrigas e =1

costs which will decrease latency and battery usage.

For our studies, we assume a request requifestages of P
processing. The size of the original request@® kilobytes =
(roughly the size of a JPEG image) and after completing all ,58
stages of processing, it 1900 bytes, for a reduction in size by
a factor of500. Note that this query may be a JPEG image,

short video or audio clip, or some other type of data. The i o ]
decrease in request size is quadratic in the number of stages b
that have been completed, so thatV (z) = 5(z — 10)? + 1 0 ‘ ‘ ‘ e
kilobytes. The processing time is linear in the number ajasa 0 0.2 0.4 0.6 0.8 1

completed and is dependent on the node it is being processed ¢4 (Mbps)

on, so thatr,(dz,n) = k,dz for some set ofc,,.

We consider a network with0 nodes, including the Mo-
bile Station and Application Server. Therefore there &are
intermediary nodes where processing power can be leas®gd Latency.
Each mid-network is identical in that the processing timd an
leasing costs are identical. We also assume they are linear i
the number of stages processed so that,sfog 1, N + 1,
Tp(dz,n) = kdz, and¢(dz,n) = gdz,. In this case, Proposi-
tion 8 applies to the series of mid-network nodes. Therefo
if any processing is leased, then it walll be leased from the

Fig. 8. Battery Usage vs. c;, throughput of first network
hop. For various tradeoff levels between Leasing costs

time in seconds, for different amounts of battery usage, in
jgrms of number of stages processed on the Mobile Station.
As expected, as the battery usage increases, leasing andyat
first intermediary node, node — 2. both decrease. D_esp|te the slow processing tmes at theléobi
: . Station, processing stages at the MS can still reduce katenc
We examine the case where the leasing costs1 for all . o
. . . because of the decrease in communication latency that comes
n. Therefore, the resulting leasing cost is equal to the numbe

. N with reducing the message size. In this case, the reduation i
of processing stages leased. The processing time for oge sta

at the Mobile Station i$00 milliseconds, while it is a constantCommumcatlon latency is larger than the increase in psiogs

ratio less, 120 < 100ms, at the intermediary nodes, aﬁ@ms latency. It's interesting to note that for extremely delans

at the Appﬁcation Server. The bandwidth of the wireles&din sitive apphcapons where response times must- be around one
second, leasing should be done very aggressively. In fict, a

is uniformly distributed betweefi — 10 Mbits/second. maining processing should be leased from the intermgdiar

. N r
In Fig. 7, we see the_tradeoff between leasing, n terms 0l 4es in order to avoid high delays due to communication
the number of processing stages performed on m|d—netwc%)rver the potentially congested wireless links.

nodes, and latency, in terms of processing and communicatio . o ,
In some instances, the first link may be highly congested

and processing at the Mobile Station becomes imperative

10 otherwise large delays will ensue. This particularly maguc
if the Base Station is also the Access Point to the wired
network. Therefore, the connection between MS and first node
is wireless, while the rest of the links are wired with much
larger capacity. In Fig. 8, we see how the amount of procgssin
done on the MS varies with the average throughput of the
first hop between MS and intermediary nodes. As given by
Proposition 2, the number of stages processed on the Mobile
1 Station, and subsequently the amount of battery energy that
is drained, decreases as the quality of the first communpitati
link improves. As the channel improves, even large messages
can be transmitted without incurring large communicatien d
lays. Therefore, in order to save battery power, less peitgs
is done at the MS while communication latency is not vastly
6 affected. When the channel quality is very high, no processi

will be performed at the MS. Each line corresponds to difiere

Fig. 7. Leasing vs. Latency for different number of stages @ values to weight the importance between leasing costs and

(b) processed on the battery limited Mobile Station, i.e. |atency. For larger, leasing becomes more expensive and
b = 0 means no stages are processed at the MS. less desirable. Therefore, to avoid lengthy delays due ¢o th

transmission of such a large file, more processing must be

1
O -_2NWPH

Leasing (# stages)

Latency (sec)
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-‘-°-jV=500kB done at the MS. It is interesting to note that when jumping
—u-\V=250kB fromr = 1 to » = 2 the decrease in latency is much more
-~ —\/=100kB significant than the jump from = 4 to » = 20. Despite the
8 6 |~—=V=50kB || fact that the increase in corresponds to a decrease in delay,
E’ : for very larger, the delay is mostly due to communication of
g the request message rather than processing times.
;4 - | We now consider nonlinear processing costs in the case
- L} o 1 of 4 network nodes,2 from which processing power can
B & i : be leased. The following experimental setup is identical as
=20 O before; however, nows(6z,n) = &,(206z — 62°) where
Y o G =16=1 & =1 andg = 4. Fig. 12 and 13
i B ™y shows the optimal leasing versus latency tradeoff for wario
00 9 3 T4 battery usages for the first and second mid-network nodes,

Latency (sec) respectively. Becausg < ¢&», the leasing costs on the second
mid-network node is less than that for the first mid-network
node. However, due to communications latency, the first mid-
network may still be used. We can see that in order to
decrease latency, more processing should be performee at th
done at the MS to reduce the size of the request messagefirSt mid-network node. _C(_)nversel_y,_ i Iea_sing COSt.S areemor
important than latency, it is beneficial to incur an increase

Query sizes may vary due to the diversity in mobile deviceg,mmunication latency in order to process at the second mid-
and applications. We explore how the tradeoff betweenteasiyatwork node for lower costs.

and latency and the battery usage versus throughput of th
first network hop changes with the size of the original quer
request. We consider the same scenario as before; however,
vary the size of the original request varies from 500 kil@syt
to 50 kilobytes. There are still 10 stages of processing al
after completing all stages, the request is reduced to 10
bytes. Hence, after stages have been completdd(z) =

V(2—10)2+1 for V = 500, 250, 100, 50. Fig. 9 is analogous to
Fig. 7 with battery usagé = 2 and varying file sizes. We ca
see that even with smaller initial file sizes, leasing id eg8kd
sometimes, though much less frequently than when the fiie s

Is large. F|g._10 IS an_alogous to Fig. 8 W'th tradeoff faw. constraints and extend battery life. From a network adminis
.25 and varying file sizes. As expected, with smaller file SiZ€3tor's perspective, one must determine how much to charge

there is less battery usage for the same throughput of the ch?r leasing processing power in order to encourage users to
hop link. We see that even for the smallest original file size,

50 kilobytes, some processing may be done at the base station
when the throughput is very low and communication latency

Fig. 9. Leasing vs. Latency for different files sizes (V).

fve have seen that battery usage, latency (both due to
rocessing and communication), and leasing costs areyhighl
iftertwined. These costs are also highly dependent on sys-
tem parameters such as communication bandwidth; processor
ﬂgeds at the MS, AS, and intermediary nodes; as well as
uest message size as a function of the number of stages
processed. By studying these tradeoffs, we can gain a better
understanding of the relationships between each cost. This
nknowledge will help future system design. From a user’s
erspective, one must determine how much processing power
lease from mid-network nodes in order to satisfy delay

is high. Despite the quantitative differences which arise f
varying query sizes, we can see that the fundamental tresdeof
which we have discussed in this paper are irrespective of the
specific file size. For all subsequent numerical experiments
we assume that” = 500 so that the original query size is 500
kilobytes, recognizing that the qualitative results witll¢h for
other query sizes.

Processing times on the nodes vary due to the different types
of processors they may have. For instance, the processor in
the Mobile Station may be very limited compared to that of
the remote Application Server which may have access to a
high powered rack of CPUs. Becausgdz, 1) = 1006zms,
m(0z,n) = 1862ms (@ # 1,N + 1) and7,(6z, N + 1) =
%&:ms, r captures the variance between these processing
times. The larger the value of, the more disparate the
processing times on each node. Because the processing timas

8

10 v

-+-V=500kB
o V=250KkB

——V=50kB

-=\/=100kB|

0.6
c, (Mbps)

10. Battery Usage vs. ¢1, throughput of first network

per stage improve from the MS to the intermediary nodes {y, For various tradeoff levels between Leasing costs
the AS, one suspects that aincreases, latency will decrease,,q Latency.

significantly. Fig. 11 shows this trend when no processing is
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Leasing (# stages)

Latency (sec)

Fig. 11. Leasing vs. Latency for various values of the ratio
between processing times on each node, %
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Fig. 12. Concave costs: Leasing of 1st mid-network node
vs. Latency for different number of stages (b) processed
on the battery limited Mobile Station, i.e. b = 0 means no
stages are processed at the MS.

use the new feature while generating revenue.

6 CONCLUSION
The popularity of mobile applications is steadily increasi
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Fig. 13. Concave costs: Leasing of 2nd mid-network node
vs. Latency for different number of stages (b) processed
on the battery limited Mobile Station, i.e. b = 0 means no
stages are processed at the MS.

policy. We identified some important properties of the optim
policy which can be used to guide future system design.
Through numerical studies we examine the core tradeoffs and
relationships between battery usage, latency, and leasistg.

A number of factors must be considered for deployment of
such a network-assisted mobile computing system. Whilethe
exist technology for collaborative networks, one must abers
the amount of processing and data that will be permitted to
be shared at mid-network nodes. If high security is required
there may be additional costs required to handle mid-nétwor
processing. The design challenges will be application and
system dependent. For instance, if the processing onlynesju
transcoding, this can be done on fully encrypted data bylgimp
dropping packets, making mid-network processing simpte an
secure [48], [49]. However, it is certainly the case thatrgue
partitioning will be limited if the data must remain encrggt
during the whole query processing. Much as transcoding
encrypted media has been an interesting area of researeh, on

may want to consider developing processes which allow for
other query processing on encrypted data.
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