Center for Financial Engineering, Columbia University
Histogram Models for Robust Portfolio Optimization
Daniel Bienstock

January 2007, revised July 2007

Abstract

We present experimental results on portfolio optimization problems with return errors under
the robust optimization framework. We use several a histogram-like model for return deviations,
and a model that allows correlation among errors, together with a cutting-plane algorithm which
proves effective for large, real-life data sets.

1 Introduction

This paper presents numerical experiments solving complex robust portfolio optimization problems.
The models we study are motivated by realistic considerations, and are in principle combinatorially
difficult; however we show that using modern optimization methodology one can solve large, real-life
cases quite efficiently.

We consider classical mean-variance problems [M52], [M59] and closely related variants (see
Section 1.2 for background). These problems require, as inputs, estimates of expectations and
variances of asset returns. These estimates are computed from inherently noisy time series, possibly
leading to nontrivial errors. Furthermore, and possibly more critically, a portfolio construction
technique that hews too closely to previously observed data patterns may result in portfolios that
are dangerously exposed to unexpected data behavior, such as a suddenly realized correlation
pattern among certain assets. Such considerations naturally lead to a desire for “robustness”,
albeit in an informal sense.

Stochastic Programming (see [BL97], and [ZM98] for applications to portfolio optimization) is
an approach for handling uncertainty that has received a significant amount of attention; typically a
stochastic programming approach proceeds by constructing an explicit probability distribution for
data and optimizing some stochastic variant of the a priori objective function, e.g. expected value,
or value-at-risk. From an informal robustness standpoint the reliance on an explicit probability
distribution may be problematic.

In contrast, Robust Optimization is a formal approach for optimization under uncertainty that
does not rely on a stochastic model of the distribution of data. Often one can view a robust
optimization model as a two-stage game; in the first stage the decision maker chooses values for
decision variables, while in the second stage an adversary (or “nature”) picks values for data
parameters from a given uncertainty set — the process is adversarial in that the worst-case data
distribution will be chosen.

Robust optimization is sometimes criticized for being overly conservative. At the same time, a
robust optimization approach only guards against data realizations that are allowed by the given
uncertainty model, while potentially becoming very vulnerable to realizations outside of the realm
of the model. One can guard against this particular problem by (in some sense) enlarging the
uncertainty set, but this of course may make us even more conservative, possibly in an unexpected
way. Furthermore, in an abstract sense, a robust optimization model tends to give the same weight
to all possible data realizations, which may be unrealistic in practice. This difficulty is reduced in
so-called ambiguous chance-constrained models, but not completely removed.

1.0.1 This paper

The difficulties described in the previous section, argue, in our view, for developing robust models
that address uncertainty patterns ’of interest’, together with algorithms that are sufficiently flexible



to allow a modeler the possibility of experimenting with the structure and numerical parameters of
the models.

In this paper we focus on two types of uncertainty sets. The first type allows a modeler to
specify rough frequencies of return shortfalls (from nominal values) as a function of the magnitude
of the deviation; essentially outlining an approximate histogram of shortfalls. The second type is
also based on an approximate histogram of the data, but it models correlation among deviations
and gives rise to value-at-risk and conditional value-at-risk problems. Both types of uncertainty
sets explicitly include non-convexities observed from prior data.

We present cutting-plane algorithms for both problems. The algorithms run a sequence of
two-step iterations; in the first step we solve an implementor problem which picks values for the
decision variables, while the second step solves an adversarial problem which finds the worst-case
data corresponding to the decision variables just selected by the implementor problem. The ad-
versarial problem, in both cases, is a mixed-integer program. We present theoretical evidence and
computational experience using large, real-life data, to show that, in fact, the adversarial problem
is not at all difficult in spite of its being NP-hard.

In the case of the histogram model, our cutting-plane algorithms find near-optimal solutions
in a few minutes of computation, and frequently in just a few seconds. In the case of our VaR
and CVaR models, our algorithms are always fast and accurate, often only requiring seconds of
computation.

The focus of this paper is restricted to the methodology, implementation and experimental test-
ing of the performance of our algorithms. Of course, the real-life asset management implications
are of interest. But the practical deployment of any portfolio management approach necessarily
includes a strategy for rebalancing positions; in our context such a strategy would clearly need to
incorporate a flavor of robustness (i.e., we need a dynamic scheme for trading and settling trades
that hedges against prediction errors) for otherwise the overall approach is short-changed, and any
experiments that fail to account for this fact would be inaccurate. The laboratory testing of such
dynamic schemes, using asset prices from past observations, is problematic, because it is difficult to
properly estimate the so-called market impact of trades resulting from managing a robust portfolio.
Nevertheless, this is clearly a worthwhile topic.

This paper is organized as follows. Section 1.1 provides a brief introduction to robust optimiza-
tion, followed in Section 1.2 by a review of previous robust portfolio optimization models. Section
2 begins with a general description of our modeling approach, and a discussion of the use of non-
convexities in the modeling. Section 2.1 presents our first model, the Histogram model. Section 2.2
presents a general outline of the algorithms that we use to solve the robust optimization problems.
In Sections 2.3, 2.3.1 and 2.3.2 we show how to apply this methodology to the Histogram model,
and how we go about enhancing the algorithms. Finally, in Section 2.4 we present our numerical
tests involving the histogram models. Similarly, Sections 3-4 describe and our second model, the
Random model.

1.1 Robust Optimization

The general Robust Optimization approach is due to Ben-Tal and Nemirovski, see for example
[BN98]-[BNOO]. A similar approach has been developed in [EGL97], [EGOL98]. By now a large
body of elegant work exists; the approach has been refined, extended and used in many applications,
see [AZ05], [BGGNO04], [BGNV05], [BS03], [BPS03], [BT06]. [BBNO6] presents a framework for
compensating for errors that fall outside of the uncertainty region being considered.

Some similar elements can be found in the literature on adversarial queueing theory [BKRSW96]
and in economics.

It is useful to consider an example extracted from [BN99]. Suppose we want to solve a linear
program with n variables and m constraints where the constraint matrix is uncertain, i.e. we are
given a set A containing all possible realizations of the constraint matrix. The canonical problem
considered in [BN99] is of the form:



min L

st. Az >b VAe€ A, (1)

(2)

in other words, we want to find a solution of minimum cost which is feasible for all realizations of
the constraint matrix — the constraints are viewed as “hard”. A case considered in [BN99] considers

the case of row-wise uncertainty. In this model, we are given, for 1 < ¢ < m, an n-vector 7; and an
p(i) X n matrix E* (for some p(i) > 0). We say that an m X n matrix A is in A, if

for 1 <i<m, (ai1,ap,...am) = 7 + ulE', for someu; € RP® with || u; [|< 1. (3)

Each condition (3) applies independently to each row; the f;f can be interpreted as vector “means”
for the rows, the matrices E’ give the scale and geometry of the deviations, and the condition
| u; ||< 1 describes how the adversary is constrained. Note that the deviations from the nominal
values are row-wise, i.e. the adversary can affect different rows of the matrix independently.

It is seen that under condition (3) the robust LP (1) can be rewritten as

min '
s.t. (4)
> Fjxy > bi+ | E'z |, for 1<i<m. (5)
J
This problem, in turn, can be solved using conic programming techniques.
Bertsimas and Sim [BS03] present a different model of robustness in linear programming, and
an elegant theoretical analysis of its behavior. In the main model in [BS03], for each entry (i, j) of

the constraint matrix we are given quantities a;; and d;; > 0, and for each row 7 of the matrix, we
are given an integer I'; > 0. The uncertainty model is as follows: every entry a;; of A satisfies

a;j — 0;5 < az; < Gy + 045, (6)

and for every row ¢ of A, at most I'; entries satisfy a;; # @;;. In other words, the values a;; can
be viewed as estimates of the a;;, the J;; are maximum deviations from the estimates, and the I';
indicate how many deviations can occur in any row. It is shown in [BS03] that the robust LP (1)
can be formulated as a linear program, albeit a larger one. It can also be seen that the uncertainty
model is equivalent to the following:

(a) every entry a;; equals one of a;; — ;5 a;j, ai; + 0ij,
b) in every row ¢, exactly I'; entries satisfy a;; # a;;,
J J
(c) if e.g. « > 0 then (a) can be sharpened; every entry a;; equals either a;; — 6;; or a;;.

A final point regarding the approach in [BS03] is that the robust formulation can be large. If, on
average, in each row k coefficients are uncertain (d;; > 0) then the robust formulation will have
more than km variables and constraints.

These examples contain an ingredient frequently found in the Robust Optimization literature
— the robust problem is formulated as a single, comprehensive convex optimization problem, in
particular, a second-order cone program or a linear program. The benefit of this approach is that
we obtain a problem that is theoretically “tractable”, i.e. it can be solved in polynomial time.

A disadvantage of this comprehensive approach is that the convex optimization problem may
nevertheless prove difficult to solve in practice. Certainly there exist real-world families of linear
programs which in nominal (certain) form are already difficult enough; the robust versions of
such linear programs should prove even more difficult. Another disadvantage is that not every
uncertainty model is amenable to this approach. This is significant in that from a user’s standpoint,
a non-convex uncertainty model may be justifiable in terms of observed data. Additionally the
choice of an uncertainty model (in particular, which kind of data deviations are viewed as relevant)
may reflect that user’s risk aversion level; this argues against axiomatic definitions of uncertainty.



1.2 Robust Models for Portfolio Optimization

Portfolio allocation problems have been of interest to optimizers since their initial development by
Markowitz [M52], [M59]. The typical problem to be solved is of the form

min = k2’ Qr — gz (7)

st. Az >b. (8)

Here, x is an n-vector of asset weights, @) is an n X n symmetric, positive-semidefinite matrix (the
covariance of returns matrix) and f is an n-vector (the vector of expected asset returns). The
linear inequalities Az > b generally (but not always) include the constraints >jzj=1land z >0,
and may also include other portfolio construction requirements. In addition, x > 0 is the so-called
risk-aversion multiplier, a quantity that must be picked by the user. The solution to (7-8) is a
set of asset allocations, with (hopefully) high overall expected return (the quantity 7”7 z) and low
variance of return (the quantity z7Qx).

The quantity k is a risk aversion parameter. For k£ = 0 we obtain a solution of maximum
return, while as k — +o00 we converge to a minimum variance solution. Frequently, users of
portfolio optimization choose x using idiosyncratic criteria.

These two extreme cases can be refined. On the one hand, we have the problem

max ﬁT:E
st. Az >b, 9)
2T Qr < O,
(10)

where © > 0 is a given constant, and on the other hand we have
min 2T Qu
st. Az >b, (11)
/_LTI‘ > HO-

where pg is given. All three variants occur in practice, although in our experience (8) is the most
common. A different approach is that of maximizing the Sharpe ratio, i.e. solving

VT Qx
st. Az >b, (12)

where 7 is a reference value (the risk-free return). It can be seen that if Az > b includes the
constraint Zj xj =1, (12) reduces to a convex quadratic program.

Factor models are widely used in practice to describe the structure of the matrix Q). In brief, a
factor model will give rise to a decomposition

Q = vmMvl + D (13)

where for some value k (typically k << n), V is n x k and M is k x k (and symmetric, positive-
semidefinite), and D is a diagonal matrix with nonnegative entries. Using (13), (8) becomes

min K Zdﬂ? + w'Mw | — @z (14)
J

st. Az >0, (15)

VIiz —w=0. (16)



Here, w is an r-vector of additional variables.

There have been many research efforts applying robust optimization techniques to portfolio
problem; here we will only review a short list. One of the earliest examples appears in [LVBL85].
Goldfarb and Iyengar [GI04] give a robust optimization approach for portfolio optimization using
factor models. They give robust versions problems (9), (11), and (12), using an uncertainty model
where the matrices V' and D belong to ellipsoids, and each entry fi; belongs to some interval I; of
the reals.

Their model makes the standard statistical assumption that returns have a multivariate normal
distribution. Their procedure can be viewed as a methodology for immunizing the statistical
estimation procedure that gives rise to the estimates F' and i against idiosyncrasies of the observed
data — still assuming, of course, that the observed data is drawn from the underlying multivariate
normal distribution. In all cases, their robust optimization models give rise to SOCPs (second-order
cone programs).

Titlincti and Koenig [TK04] consider interval sets describing the uncertainty in returns and
variance. Ceria and Stubbs [CS06] consider a model where returns are uncertain lie in a known
ellipsoid, and furthermore the sum of deviations of returns from their expected values is assumed
to be zero; i.e. the adversary “gives back” exactly the same as is taken away.

A final point regarding all of the above models is that they abound with parameters that must
be chosen by the modeler, e.g. confidence levels for estimates in estimation procedures. The choice
of parameter values can also be seen as a reflection of one’s risk aversion levels.

1.2.1 Critique

A salient feature of the above models is their reliance on convex and smooth uncertainty sets. This
modeling assumption is at least partly necessitated by the use of convex optimization techniques
(frequently, conic optimization methods) — convexity results in so-called “tractable” models. Gen-
erally speaking, the term “tractable” is used as a synonym for “polynomial-time”. In other words,
as the number of assets plus portfolio constraints grows to infinity, the worst-case computational
workload of the algorithms (when solving problems to optimality) remains bounded by some poly-
nomial in the number of assets. Here, “solving to optimality” refers to numerical solution, e.g. a
computing an optimal solution to 6 digits of accuracy. This notion of tractability is seen as a major
positive attribute; and certainly, when a model is indeed relevant, then ease of solution should be
a worthwhile goal.

But a critique to this approach is, to put it rather harshly, that solution methodology is often
chosen at the expense of the richness and flexibility of the uncertainty model. In a robustness
setting this could turn out to be too expensive a tradeoff. Further, the underlying assumptions
that are used to justify the convex uncertainty sets (such as normally distributed asset returns)
potentially expose the user to a structural lack of robustness — what if a data realization does not
satisfy the assumption?

Even though the polynomial-time metric is entirely laudable from a theoretical standpoint, it
is not clear to us that it is necessarily the best, or only, relevant metric in a practical setting, or
even that practitioners would be entirely acquainted with the precise meaning and limitations of
the metric. A practitioner might prefer algorithms that prove practicable even if not proved to be
polynomial-time, and even if an approximate solution is produced. We stress here that we are not
arguing for, in the vernacular sense, “cheap” algorithms that do not rely on a strong foundation —
instead, one could argue for using a broader mathematical toolset than that provided by complexity
theory.

A final fly in the ointment is that even though there is a rich and elegant literature on conic
optimization methods, from a practical point of view the currently available software is not nearly
as mature as that available for (say) convex quadratic programming. Experimentation with large,
real-life data sets shows that popular packages may not infrequently fail to solve problems, and
may fall short of producing solutions with the target accuracy.



Our view is that it is preferable to rank risk modeling flexibility higher than theoretical algorith-
mic performance. As argued above, a choice of an uncertainty model (and underlying parameters)
amounts to a choice of risk aversion stance. A less axiomatic model, coupled with practicable
solution methodology (even if approximate) would allow a hypothetical user more flexibility to
experiment with multiple risk outlooks, including structurally different scenarios, in order to find
his or her desired tradeoff level while avoiding excessive conservatism.

2 Owur work

In this paper we consider two uncertainty models for shortfalls in asset returns and solve correspond-
ing robust versions of the mean-variance problem (7)-(8) using, broadly, a common algorithmic idea
that will be described in Section 2.2.

In constructing our models, we assume that a time series is available from which expected returns
(and variances thereof) are computed. The time series is then used to construct a rough distribution
of return shortfalls (relative to their expectations). The uncertainty models are obtained by allowing
the adversary to deviate from the distribution in a constrained manner. Thus, our models are data-
driven rather than axiomatic; we view this as a strength. In particular, we do not assume that
returns are normally distributed.

In one of our models adversarial returns are segmented into a fixed number of categories, or
bands, according to the magnitude of each shortfall; the distribution is obtained by employing an
approximate count of the number of assets in each band. In the other model the adversary chooses
a probability distribution for the shortfalls; the adversary is constrained in this choice — thus, this
is a so-called ambiguous chance-constrained model [EI04].

Continuing with the discussion at the end of the previous section, we point out that in both
of our models, the use of an arbitrary approximate distribution (whether explicit or not) directly
gives rise to non-convexities.

But we believe that this is well-worth the price: the use of non-convexities allows us to focus
on a precise set of return shortfall patterns that we see as important, thereby, at face value, trying
to avoid excessive conservatism. We refer the reader to Section 2.4.3 where in the context of Table
11 we describe an example where switching to any smooth, convex uncertainty setting would most
likely significantly change the model and outcome.

We will use the following notation. As before, we denote by f the estimate for the expected
returns vector, which is an input to our problem. On the other hand, we denote by u the vector of
actual returns — i.e. the returns that occur when data is realized.

In order to simplify the exposition, we will make the following
Assumption 2.1 For 1 < j <n, we have fi; >0 and p; > 0,

although our algorithms can be simply extended in case the assumption does not hold.

2.1 Histogram model

A key ingredient in our first model is motivated by an approach to uncertainty that we have
observed among professionals in the asset management industry, namely the discretization of risk
obtained by constructing uncertainty “bands” around a parameter estimate.

As a fictitious example assume that there is an uncertain parameter « for which a time series
is available, and from which we compute an estimate of the mean value &. Then an observation &
of a can be classified into a finite set of categories according to the percentage deviation relative to

@, i.e. & — 1. Thus, an observation might fall in the 0% to 10% band, or in the 10% to 20% band,
and so on, or, symmetrically, in the 0% to —10% band, or the —10% to —20% band, etc.



Alternatively, if 0 is an estimate for the standard deviation of «, then the bands would corre-
sponds to different multiples of J, e.g. we would have those observations that are within 0 and 0.5
standard deviations away from &, those between 0.5 and 1 standard deviations away from &, and
so on. The bands, of course, need not have uniform width.

The observations that fall in a common band are viewed as representing a similar amount of
risk. A decision-making algorithm that approaches risk in this fashion would arguably be less
sensitive to low magnitude, pervasive noise in observations, and would probably also be less likely
to exhibit hair-trigger behavior as a function of the observations. Typically, the number of bands
would be small — the use of a large number of bands would be regarded as pernicious form of data
mining and as quintessentially non-robust.

Having constructed a set of bands, one can then roughly estimate the probability that an obser-
vation will fall in any given band. For example, using bootstrapping methods, one can produce an
estimate for the mean and the standard deviation for the fraction of observations in any given band.

We will now outline how we use these ideas in constructing our first uncertainty model for
return shortfalls, the histogram model. To fix ideas, suppose we classify return shortfalls into three
percentile bands: those (positive) shortfalls of magnitude between 0 and 5%, those between 5% and
10%, and those between 10% and 20%. Then using past observations we can obtain an estimate of
the average number of assets whose shortfalls fall into each of the bands. Say that these averages
are, respectively, 100, 80 and 40.

We can then construct an uncertainty model by allowing the adversary to produce arbitrary
return shortfall patterns whose participation in the three percentile bands is “near” the 100, 80
and 40 pattern; possibly subject to additional constraints.

As a concrete example, we obtain a histogram model by allowing the adversary to produce any
pattern of shortfalls such that

The number of assets whose shortfall is in the first category is between 95 and 115,

(a
(

b) The number of assets whose shortfall is in the second category is between 76 and 84,

)
)
(¢) The number of assets whose shortfall is in the third category is between 38 and 42,

(d) No shortfalls other than those in (a)-(c) occur, and the sum of all shortfalls does not exceed
5% of the sum of all returns.

Here, we have constructed a range for the number of occurrences in each category by using the
expected number plus or minus 5%. Alternatively, if an estimate of the standard deviation of the
number of occurrences in each category is available, then we can construct ranges using multiples
of the standard deviations.

In either case, note that even though the 100, 80 and 40 estimates are obtained by looking at
all assets, the adversary may selectively “target” the more desirable assets. In other words, the
histogram model potentially allows the adversary to shift risk. This risk shift is an integral part of
all robust portfolio optimization models — at least those we are aware of. One might expect that
this feature would result in overtly conservative robust portfolios (e.g. a “flight away from the top”
pattern) but our computational experiments using real data do not reveal this pattern.

Probing further, how should one go about constructing a histogram model? We have argued
above that the number of bands should be small, but how do we pick the bands themselves? Our
answer is that the choice would partially be a function of the prevailing risk outlook, but that,
especially, it depends on one’s desired target of risk protection. More precisely, the scale of the
deviations that we want to immunize against reflect the risk exposure that we are concerned about.
So, for example, we might choose the four bands 0 — 0.1%, 0.1% —0.2%, 0.2% —0.5% and 0.5% —1%.
Or, if we are more risk averse, we might choose the bands 0—1%, 1% — 2%, 2% — 5% and 5% — 10%.
In summary, we view the choice of the v; as a task for the modeler; and it should furthermore be
the subject of experimentation.



We will now formally present the histogram model. Further comments will be presented later.

In the histogram model the adversary produces a vector 17 which embodies the main structural
features of the return shortfalls we consider, plus another vector w > 0, used to handle small,
idiosyncratic errors. As before, n indicates the number of assets, i.e. the number of x variables in
(7-8). Our model uses the following parameters:

(H.1) Integers K >0 and H > 0,

(H.2) Values 0 =y <71 <72 < ... < yx < 1. For 1 <i < K, integers n;, N;, with 0 < n; <

(H.3) For each 1 < h < H, a value A, > 0 and a set T}, of assets.

(H4) Avalue 0 <Q <1

The uncertainty model is given by the conditions:

H.5) The random returns vector, u, is computed as pu; = 1, — fgjw;. We impose p > 0. The
J j J Wi
vectors u, n and w are such that:

(H.6) For 2 <1i < K, the number of assets j satisfying (1 —v;)i; < 1; < (1 —~5-1)f1; is at least
n; and at most NN;. At least ny assets j satisfy (1 —v1)i; < n; < fij, and at most N assets
satisfy (1 —~y1)f; < n; < fij. No assets j satisfy n; < (1 — v )fi;.

(H?) Zj Wy < Q,

2.1.1 Comments on the model

(i) (H.6) describes the core of our model. Suppose, for the time being, that we use @ = 0. Then
u = n, and (H.6) amounts to an approximate histogram description of return shortfalls. In
general, we would expect that K would be rather small (say, K < 10). The case i = 1 is
handled separately in (H.6) so that the number of assets j with n; = fi; (i.e., no shortfall,
modulo wj) is unlimited. This feature is needed because, for example, we might have >>; N; <
n (this could be avoided by e.g. setting N1 = n, but then we would allow many assets to lose
a fraction 71 of their return).

(ii) (H.7) can be used to accommodate further (smaller) idiosyncratic errors in the returns. In
addition, we will primarily use this feature to test the sensitivity of our model to variations
in parameters.

(iii) (H.8) represents a means for limiting the power of the adversary. A simple case of this
constraint is that where T}, is the set of all assets. More generally, we could use (H.7) to limit
the decrease in returns in the top deciles (suggested to us by R. Tutiincii [T06]).

(iv) Likewise, the constraints in the model imply that the adversarial return vector, p, is nonneg-
ative. This is not a requirement and we only include it to avoid being overly conservative;
nevertheless we can allow negative returns through simple modifications of the algorithms
given below.

We will refer to the sets T}, as tiers, and we will say that asset j is in band i, 2 < 1 < K, if
(I—v)p; <nj < (1 —=r-1)fj,and in band 1 if (1 —v1); < n; < (1 —~0)fi; = [ij. Note that
if j is in no band then 7n; = fi;. Also note that for 7+ > 1, the number of assets in band ¢ between
n; and N;; and the number of assets in band 1 is at most N7 but may be smaller than n;.

In order to construct a histogram model, the following procedure can be applied:



(a) Fix reasonable values for K and the ; — refer to the discussions above, especially regarding
the choice of scale for the ;.

(b) Using past data, compute an estimate of the average n;, and the standard deviation &;, of the
number of assets in band i,

(c) For some constant 1; > 0, let n; = n; — ¥;0;, and N; = f; + ¢;0;. For example, we might
choose 1; = 2. In general, the choice of v; is a measure of risk aversion.

(d) The tiers can be chosen as deciles, or, in general, quantiles. Many choices are reasonable
here. The A, quantities are, again, a measure of risk aversion (the smaller they are, the more
risk-averse the model becomes).

The histogram model can be viewed as a refinement of a pure interval model, i.e. one where we
assume that [; < pu; < u; for given constants [; and uj, for each j. Rather than simply assuming
that p; lies in this range, using a histogram model we can specify a finer set of subintervals, together
with an estimation of the number of assets whose return can fall in appropriate of subintervals.
There are many possible variations:

e Rather than specifying percentage drops in returns, one could model decrease in return as
multiples of e.g. the standard deviation of return. Here we would say that asset j is in band
i (1 <i<K)if gj —v0; <mnj < [ij —vi-16j, where §; > 0 is a given quantity. If §; is
the standard deviation of y;, then we could use 7; = %, i.e. we model deviations in ranges of
one-half of a standard deviation.

e Make the band boundaries depend on the asset, that is to say, say that asset j is in band ¢ if
(1 —=73); < nj < (1 —=2ji-1)f;. Thus, the number of bands remains fixed, but the values
7vj,; must be chosen by the modeler. Using a rule of the form v;; = g—; yields the model in
the previous paragraph.

e Classify the assets into a number of categories, and have a separate constraint (H.4) for each
category. For example, we could have assets of high, medium and low volatility. We would
say that asset j, in category m, isin band i (1 <7 < K™),if (1—~™)i; < n; < (1—7"1)f;.

Even though the algorithms and implementations given below are in terms of the basic histogram
model (H.1 - H.8) the extension to these variants is straightforward.

The simplest version of the model is that where there is one band and ny = 0, no tiers (H = 0),
and € = 0. This case of the problem can be handled using the algorithm in [BS03]. As discussed
in Section 1, in this case the model simplifies: ezxactly N1 assets will be in band 1. If x > 0, then
exactly Nj assets j will have return p; = (1 — v1)f; while for all other assets p1; = fi;. When
we have a model with tiers, and multiple bands, the approach in [BS03] cannot be used and the
simplification no longer holds: the number of assets in any band ¢ can be (at optimality) strictly
between n; and NV;, and we can have assets j with (1 —v;)i; < p; < (1 —75-1)f;-

2.2 General solution methodology

The common underlying algorithmic idea we use can be interpreted as an adaptation of so-called
cutting-plane algorithms, or better still, as a version of Benders’ procedure [B62]. We strongly
expect that this idea will prove useful for many robust optimization models in financial settings,
and not just those described in this paper, and we will briefly present it next. We also note that
cutting-plane algorithms have been heavily employed in stochastic programming.

As noted before, robust optimization problems can often be cast in the general form F* =
minge x maxgep f(x,d). In our method we run an iterative algorithm which maintains and updates
a subset D of D. Initially, D = 0.



BASIC ALGORITHM: IMPLEMENTOR-ADVERSARY

Output: values L and U with L < F* < U, and z* € X such that L = maxgep f(z*,d).
Initialization: D = (), L = —oo, U = +o0.

Iterate:

1. Implementor problem: solve min,e x max,_p f(x,d), with solution z*.
Reset L « max,_p f(z*,d).

2. Adversarial problem: solve maxgecp f(z*,d), with solution d*.
Reset U «— min {f(z*,d*),U}.

3. Test: If U — L is small, exit, else reset D « D U d* and go to 1.

The Basic Algorithm constitutes a generic template of all the algorithms we will consider in
this paper. Typically, the implementor problem will be a convex program, while the adversarial
problem will be a mixed-integer program, and each run of the adversarial problem will generate a
cut (or cuts) to be added to the formulation for the implementor problem. Practice with cutting-
plane algorithms (in particular, in the context of Benders’” Decomposition applied to Stochastic
Programming) indicates that the careful use of heuristics to provide an effective starting point for
the algorithm (as opposed to using D= () can significantly speed up convergence — we will make
use of this idea in one of our models. It is worth pointing out that the adversarial problem need be
solved to proved optimality only at the last iteration (to prove termination of the overall algorithm).

2.3 Applying the Basic Algorithm to the histogram model

Given a histogram model, the robust mean-variance portfolio optimization problem we are inter-
ested in can be written as
min max {/{.I’TQ.r - ,uTa}}, (17)
T

where the min is over the asset vectors and the max, over the uncertainty set. The above can be
written as

min {/%.rTQQZ‘ — m}}n ,uT:U} = min {/m:TQ:U — .A(x)},

where A(z) denotes the worst-case return achieved by the asset vector z; i.e. the smallest value
uT'z over all return vectors p that are described by the model.

All of the variants of the traditional mean-variance problem (e.g. minimize variance subject to a
return a lower bound, maximize return subject to a variance upper bound, maximize Sharpe ratio)
have a robust counterpart under the histogram model, and our techniques are easily adapted to
handle them — we have chosen (17) because it already incorporates all the features we are interested
in.

In the rest of this section we will show how to compute A(x) as the solution to a mixed-integer
program that in practice proves very easy. Furthermore, we can provide some theory that at least
provides an indirect explanation for this ease of solution. Then we will show how to improve our
implementor-adversary algorithm scheme to obtain an effective solution procedure.

As we will show below, the computation of a worst-case return vector corresponding to an asset
vector x, under the histogram model, can be formulated as the following mixed-integer program:

min Z Zj g (18)
J
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Subject to: i — mj + pjw; =0, Vj, (19)

K

n o+ Y 0y = iy, Y, (20)
i=1

Vi1 Bj Yij < 05 < vi I Yij, Y4, g, (21)

yij; = 0 orl, alli, j, (22)

K

i=1

ni <Y yij <N, Vi, (24)

J

JET JET,

ij S Q, (26)

0<pu,dw and n free. (27)

In this formulation, y is the adversarial return vector, y;; = 1 if asset j is in band ¢, and ;; equals
the deviation from the mean return in asset j when it is in band ¢ (and it equals 0, otherwise).
Finally, w; and 7; are, respectively, the idiosyncratic error in the return of asset j, and the return
without the idiosyncratic error (see (H.4), (H.5), (H.7)). Constraint (23) ensures that at most one
band is picked for any asset, while (24) and (21) enforce the histogram structure. (19) and (20)
define the adversarial returns, while (25) are the tier constraints.

Lemma 2.2 Given an asset vector x, the value of the above mized-integer program is A(x).

Proof. Suppose first that (p,n,w) is feasible for the histogram model. For 1 <i < K and 1 < j < n,
if asset j is in band 7, we set y;; = 1 and 0;; = fi; —n;. In addition, if the number of assets in band
1is ¢ < n1, we choose n1 — ¢ additional assets j with 7; = f1; and set y1; = 1, d1; = 0. This is
possible by the way (H.6) was stated in the case ¢ = 1. For all other pairs i, j we set y;; = 6;; = 0.
We will show (u,n,w,y,d) is feasible for (19)-(27); for which purpose we only need to argue that
(20)-(24) are satisfied.

(23) is valid because any asset is, by definition, in at most one band. By construction of the y
values, (24) holds. By definition of bands, (21) holds. For given j, (20) is clear if y;; = 1 for some
(and hence, one) i, if j is in no band then n; = fi; and again (20) holds. Thus, indeed, (p,n,w,y,0)
is feasible for (19)-(27), and therefore A(z) is an upper bound on the value of the mixed-integer
program.

Conversely, suppose now that we have a vector (u,n,w,y,d) feasible for (19)-(27). Suppose that
for each pair ¢, j with y;; = 1 we have 6;; < y;fi;; then (i, n,w) is feasible for the histogram model.
If, on the other hand, for some pair i, j with Yi; = 1 we have 5;5 = Yik3, then for € > 0, small, we
can reset 5;5 — (5;3. — ¢, and correspondingly, reset U/ and IR Thus the change
increases 13, and since v;_; < 7; the new vector is feasible for the mixed-integer program if e is

small enough. Proceeding in this manner with every such pair ;,5 we will obtain a vector (u,n,w)
feasible for the histogram model; while the change in ) x;u; is proportional to ¢. H

As noted above, the robust portfolio optimization problem that we consider can be written as

H = min k2! Qzx — A(z) (28)

11



st. Az >b. (29)

To solve this problem we adapt our basic implementor-adversary template. In the case of the his-
togram model, each run of the implementor problem generates a vector of asset weights x*, and the
run of the corresponding adversarial problem yields a vector of asset returns that is incorporated
into the implementor problem.

Consider iteration h of the Basic Algorithm. Let p¢;y, 1 <@ < h —1, be the return vectors
produced by the prior runs of the adversarial problem. Then the implementor problem at iteration
h is a convex quadratic program:

min kel Qu — r (30)
st. Az >b, (31)
r—plpr <0, 1<i<h-—L (32)

We expect that in a successful application of the cutting-plane approach, the overall number of it-
erations will be small, e.g. the number of constraints (32) will not be very large. Further, each run
of the implementor problem will be “not very different” than the previous. Since simplex-like meth-
ods for quadratic programming can be warm-started, we therefore expect that each implementor
problem should be quickly solved.

As for the adversarial problem corresponding to an asset vector z, by Lemma 2.2 it has value
kzTQx — A(z) and it reduces to the mixed-integer program (18-27).

Thus, each iteration of the Basic Algorithm amounts to solving a convex quadratic program
and a linear mixed-integer program. The resulting ensemble proves quite robust and effective,
albeit occasionally requiring many iterations in order to achieve e.g. three digits of accuracy, but
overall quite fast from an approximate standpoint. This is “par for the course” for straightforward
Benders’ decomposition procedures. In the next section we briefly discuss some of the theoretical
underpinnings that help explain the observed behavior of the algorithm, and go on to describe how
to strengthen this basic methodology.

2.3.1 An improved algorithm for the histogram model

When using a cutting-plane algorithm such as that in our implementor-adversary template, an
immediate concern involves the number of iterations that will be needed for convergence. As we
will see later, when properly initialized with an appropriate heuristic the algorithm will require very
few iterations; and in many cases the default version of the algorithm (without heuristics) already
converges in few iterations.

In view of the previous section, however, our algorithm will have to solve a possibly large mixed-
integer program at each iteration. A central question is, therefore, how difficult do we expect the
adversarial problem to be?

We will first provide evidence to show that, frequently, the answer to this question is “not dif-
ficult at all”. As a byproduct of our answer we will describe a slightly different uncertainty model
that can be solved in polynomial time, and which gives rise to a polynomial-time heuristic for the
overall robust optimization problem which frequently proves extremely effective. Finally, we will
describe our complete algorithm for the robust optimization problem.

Returning to the adversarial problem, in the Appendix we prove the following result:

Theorem 2.3 Suppose x > 0, p > 0, and Q2 = 0. For every fired K and H, and for every e > 0,
there is an algorithm that runs in time polynomial in €' and n, and that finds a solution to the
adversarial problem problem (18-27) such that px— A(x) is approximated within multiplicative error
<e.

12



We stress that we state this theorem only for the sake of theoretical completeness. However, it is
important to consider its implications. First, the algorithm in the theorem does not yield a strict
separation method (see [GLS93]). Nevertheless, in a practical application we do expect K and H to
be relatively small numbers and the assumption in the theorem is reasonable, and therefore, even
though the adversarial problem can be shown to be NP-hard from a theoretical standpoint it is
“easy” to approximate the optimum return shortfall that the adversary can achieve, at least when
Q0 = 0. This is not unexpected since the adversarial problem is closely related to the standard 0-1
knapsack problem — which is only truly hard when the coefficients require many bits of precision,
and in any case it is only hard if exact optimality is required. To put it in a different way, the
adversarial problem is non-convex, but it is not truly combinatorial — there is a vast gulf between
problem (18- 27) with K and H relatively small and, say, a graph coloring problem. A better in-
terpretation of the theorem is that, put simply, we should not expect that the adversarial problem
will be hard to solve using a modern mixed-integer programming solver. This fact is amply borne
out by our computational experience.

However, the main point here is that the techniques underlying Theorem 2.3 strongly suggest that
the adversarial problem should be very closely approximated by its linear programming relaxation.
This is the problem obtained by replacing constraint (22) with 0 < y;; < 1, for all pairs 4,j. In
summarized form, we obtain a linear program of the form

L(x) = min Zl’jﬂj (33)
j

Subject to:
Mip + Myn + M3d + Myy + Msw > 1, (34)

where the M; are appropriate matrices and 1 is an appropriate vector (we stress that 0 < y;; <1
is included in this system). Without proof, we state a simple result concerning the above linear
program (also see Lemma A.3 in the Appendix).

Lemma 2.4 Suppose 2 = 0 and that the tiers T}, are pairwise disjoint. Then there is an optimal
solution to (33)-(34), such that the number of y;; variables taking fractional value is at most H(K +

1).

In fact, the Lemma holds under much more general conditions than disjointness of the tiers. In
general, we should expect that the number of fractional y;; in an optimal solution to the LP (33)-
(34) will grow slowly as a function of HK, and thus, since we expect both H and K to be rather
on the small side, small compared to n.

In the linear programming relaxation we allow the y;; to take fractional values; hence we should
have

L(z) < Alx),
but as discussed, we expect that, frequently,
L(z) =~ A(z). (35)

In our experiments, this is precisely the case. In turn this suggests a different approach, that of
using the linear program (33)-(34) as the definition of an alternative uncertainty model. We will
refer to this model as the relaxzed histogram model.

In summary, thus, we have two robust optimization problems. First, the histogram model,
which as stated before produces the robust optimization problem

H = min k2! Qz — A(z)
s.t. Ax > b.
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and the relaxed histogram model,

R = min kz!Qxr — L(x)
s.t. Ax > b.

where as before, Ax > b are the portfolio construction techniques. We have that
H <R, (36)
since the adversary is more powerful in the relaxed model, but as before we expect that, frequently
H~R. (37)

Again, this is often the case. In our experiments using real data, R frequently approximates H
correctly to at least two or three digits. What is more, the relaxed robust optimization problem can
be solved in polynomial time. This follows from strong LP duality — the argument is well-known
but we will state it for future reference.

Lemma 2.5

R = min  kalQx —r (38)
s.t.  Ax >b, (39)
r—yTa <0, (40)

r— Mia =0, (41)

ol (M, M3, My, Ms) = 0, (42)

0 < a. (43)

The relaxed robust optimization model can be solved in polynomial time, but the quadratic pro-
gram (38)-(43) is significantly larger than the original, nominal quadratic program (it has more
than Kn variables and constraints) and can prove significantly more difficult to solve. Neverthe-
less, in our experiments the overall running time is not a bottleneck.

Now we turn to the less positive aspects of the relaxed model. Even though we expect (35) to
hold, there is no theoretical guarantee that it will. In this context, it is worth considering a simple
version of the adversarial problem for the histogram model. Suppose K = 1 (one band), suppose
there is a single tier (H = 1) consisting of all the assets, and suppose Q = 0. Writing §; = fi; — p;
for each j, the adversarial problem for the histogram model reduces to:

max Z x;0;
J
Subject to:

D6 < (1-M) D iy
j j
0<d; <(1—m)yy,

Zy] < N17
J

y; = 0 orl, allj

This is the cardinality constrained knapsack problem, which has been previously studied [B96],
[DFN02]. It is NP-hard, and one can generate examples where there is a large gap between the
value of this mixed-integer program and its linear programming relaxation.
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Thus, in principle, one can generate examples where (35) will not hold, and, likewise, examples
where (37) does not hold. In our experience, however, these have been rather artificial examples;
nevertheless the fact remains that, from a theoretical perspective, the histogram model and the
relaxed histogram model could give rise to significantly different problems. Moreover, even if (37)
does hold, this fact can only be known a posteriori if we use the basic implementor-adversary algo-
rithm in order to compute H, which can be much more computationally expensive than computing
R (especially in difficult models with relatively large number of bands K).

In order to handle these issues in a way that is theoretically complete and also efficient in practice,
we will amend our basic implementor-adversary template so that

(a) We first solve the relaxed model — this requires polynomial time.

(b) In case (37) holds, we efficiently take advantage of this fact to quickly solve the histogram
model.

(¢) In case (37) does not really hold, we still have a valid algorithm.

This approach is described in the next section.

2.3.2 The amended algorithm
Our amended algorithm makes use of the following (easy) observations:

Lemma 2.6 Let & be an optimal solution to the QP (38)-(43), and let i be optimal dual variables
for constraints (41). Then

(i) [v is a returns vector that is feasible for the relazed histogram model, and

(ii) & is an optimal solution to the QP

min  kz!Qx — r (44)
s.t. Az >0, (45)
r—plz <o. (46)

Proof. (i) Follows from weak duality, and (ii) follows from the first-order optimality conditions for
(38)-(43) 1

Lemma 2.7 Let i be any returns vector that is feasible for the histogram model. Then

H >min k2! Qx —r (47)
s.t.  Ax >, (48)
r—plz <. (49)

Proof. Trivial, [i is just one returns vector for the histogram model.l
We can now describe our algorithm, in outline:

AMENDED IMPLEMENTOR-ADVERSARY ALGORITHM

Step 1: Solve the QP (38)-(43); let & be an optimal solution to the QP and let i be
optimal dual variables for constraints (41).

Step 2: Find a returns vector g that is feasible for the histogram model, and
such that i is “close” to ji.

Step 3: Run the basic implementor-adversary algorithm initialized with D = {ji}.
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Omitting (for the time being) a precise description of Step 2, here is what the algorithm achieves.
Assuming that, indeed, £(Z) ~ A(&), then we should be able to find a vector fi in Step 2 such that

~t

pti o~ pla.

In fact, it should be the case (using Lemma 2.6 (ii)) that & “nearly” satisfies the first-order opti-
mality conditions for the QP in Lemma 2.7, i.e.

r(i) = min Kz’ Qx — r (50)
st.  Ax > b, (51)
r—plz <0. (52)
In summary, then, we will have
r(i) < H<R (53)

(where Lemma 2.7 gives the first inequality, and the second inequality is (36)), while at the same
time the difference between R and r(f) is “small”. But, according to Step 3 of our amended al-
gorithm, 7(f1) is the value of the first implementor problem. Thus, already in the first iteration of
the basic implementor-adversary approach, we will have “tight” lower and upper bounds on the
robust optimization problem. In subsequent iterations the lower bound can only improve (as we
add more cuts to the implementor problem), and of course, R, always remains a valid upper bound.
An extreme example of this scheme is that where [ is itself feasible for the histogram model — in
this case i = i and the amended algorithm will terminate immediately.

To complete the description of the amended algorithm, we must specify how Step 2 is to be carried
out. In our implementation, we solve the following problem, with variables €, ji;,7;,w;, 1 < j < n,
and 5,05, 1 <i < K, 1<j<mn:

min Y ¢ (54)
J
Subject to:
& = |y — gl Y, (55)

(f1,m,w,y,0) feasible for (19) — (27). (56)

In other words, we minimize the L norm of the error entailed in approximating g with a return
vector [i feasible for the histogram model. Thus, the above problem is a mixed integer program.
However, we do not need to solve it to complete optimality — in our implementation, we set a limit
on the proved accuracy of the computed solution.

As a final remark, we point out that there is an alternative algorithm for the robust optimization
problem under the histogram model, which progressively tightens the relaxed formulation by using
polyhedral cuts (to separate from the convex hull of return vectors feasible under the histogram
model). In terms of the formulation (38)-(43), this approach amounts to a column-generation
approach, where at each iteration we prove a tighter (i.e., smaller) upper bound on H. From a
practical standpoint, we would still need to prove good lower bounds on H, for example using a
returns vector computed as in the previous paragraph. We did not implement this algorithm; a
computational hurdle will be the need to solve a large QP at each iteration.

2.4 Computational experiments with the histogram model

In our implementation all quadratic programs, linear programs, and mixed-integer programs are
handled using a commercial solver [CP10].
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The quadratic program (38)-(43) in Step 1 is solved using the dual solver in [CP10] — the barrier
solver can prove faster, but the “dual crossover step”, needed so as to make Step 2 of the amended
algorithm faster, can become slow. Subsequent instances of the implementor’s problem are solved
using the primal QP solver in [CP10], warm started at the prior optimum.

All quadratic programs are solved using default tolerances in [CP10] (e.g. 1e-06 optimality
tolerance). The mixed-integer program in the adversarial problem is also solved using default
tolerances; note that in this case the optimality tolerance is 1e-04. We enforced early termination
of the mixed-integer program (54)-(56) solved in Step 2 of the amended algorithm, as soon as the
absolute gap between upper and lower bounds proved by the MIP solver was less than le-04 7.

The termination criterion for the amended algorithm uses a tolerance parameter, 0 < 7 < 1, as
follows. Consider a given iteration of the algorithm. Let Z,7 denote the optimal solution to the
implementor problem, and let 7% denote the value of the adversarial problem, i.e. the minimum
return that T attains under the histogram model. Then the algorithm terminates any of the
following conditions apply:

(
(

a) If [r9%| > 1e-06 and 7 — r®v < 7|padv|,

)
b) If |r?®| < 1e-06 and 7 — 794 < 7(1 + |[rod|),
(c) If k3T Q% — 7| > 1e-06 and 7 — r*% < 71 |kiT QT — 7|,

() If [k3TQF — 7| < 1e-06 and 7 — % < 7 (1 + |w3TQF — 7).

Conditions (a) and (b) capture the case where the implementor has approximated the worst-case
adversarial return sufficiently closely. Likewise, conditions (c) and (d) are active when the error in
the worst-case return estimation is small compared to the overall objective value.

All our testing was performed on real-life problem instances of the factor model (14) — the
only added data are the parameters in the uncertainty model. The following table summarizes
information about the underlying data sets we used — for each data set we performed a number of
studies by varying the parameters of the uncertainty model.

A | B C D E F G H 1
n 500 | 500 | 499 | 499 | 703 | 1338 | 2019 | 2443 | 2464
rows 20 | 20 | 20 | 140 | 108 | 81 140 | 153 | 153
factors || 19 | 19 | 19 | 139 | 60 41 139 | 152 | 152

Table 1: Data set parameters

In the table, “rows” indicates the total number of constraints in the problem, i.e. constraints
(15) and “factors” is the number of factors (see eq. (16)).

Next we present the results. Section 2.4.1 discusses an example in detail to show how the
robust portfolio differs from the optimal mean-variance portfolio. Section 2.4.2 presents experiments
designed to show that our algorithms have practicable performance, and Section 2.4.3 describes
further qualitative tests of the behavior of the portfolio construction techniques.

2.4.1 Assessing the impact of robustness

In this section we focus on data set I, and describe some tests designed to explore the differences
between the composition of the optimal robust portfolio and that of the optimal mean-variance
portfolio. Data set I is interesting in that it includes the portfolio constraint E?:l x; = 1, but the
x; can be arbitrarily large, i.e. we can have x; = 1 for any j.

For these tests we begin with the following histogram model:
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e There are K = 10 bands, and for 1 <1 < 10,

B 1/i
v sl 7
mo= |5 (58)
% o= (59)

Thus, the band structure allows the adversary to produce larger displacements approximating
a “heavy tail”.

e There are six tiers. tier 6 consists of all the assets. For 1 < h < 5, tier h consists of the hth
return decile, e.g. tier 1 consists of the top 10% highest return assets, tier 2 consists of the
next 10% assets, and so on. For all h we have A;, = 0.1, in other words, the total percentage
return loss to be can be as high as 10% and may be concentrated into a single tier.

e We used 2 = 0, and the tolerance 7 = 5e-04.

Tables 2 and 3 compares the robust and mean-variance portfolios. In Table 2 we show the total
weight in tiers 1 - 5, as well as the count of positions taken in each tier. We also display the nominal
and worst-case returns for each portfolio, scaled so that the nominal return of the mean-variance
portfolio is 1.0. Table 3 shows, for each portfolio, the combined weight of the largest 25, 50, ... ,200
positions, as well as the combined weight of the positions in the 25,50, ...,200 assets with highest
return.

We can see that the robust portfolio takes many more positions than the mean-variance portfolio,
in particular, many more positions in tier 1. However, as shown in Table 3 the robust portfolio
concentrates its positions among roughly 200 assets, or roughly 8.1% of the n = 2464 available
assets. Since the robust portfolio is allocating 99.97% of the total weight to tier 1, we would expect
these 200 positions to be largely in tier 1 — in fact they all are; and furthermore, there are a
significant number of assets in tier 1 at low weight (and 38 at zero weight, according to Table 2).

The “by return” row of Table 3 shows, additionally, the 200 “large” positions in tier 1 correlate
weakly with return magnitude (which begs the question, of which, exactly, are the 64 assets in
tier 1 that are not being picked). In contrast, the mean-variance portfolio sharply concentrates its
weight into few assets, and this allocation correlates well with return magnitudes.

‘ Mean-Variance Portfolio ‘

10% Tier 1 2 3 4 5
Weight || 9.894e-01 | 8.616e-03 | 2.981e-03 | 8.301e-03 | 2.822e-04

Name Count 76 6 3 3 2

Nominal return = 1.00 Worst-case return = 0.234

‘ Robust Portfolio

10% Tier 1 2 3 4 5
Weight || 9.997e-01 | 4.625e-05 | 1.908e-05 | 5.975e-04 | 3.987e-05

Name Count 208 12 6 3 2

Nominal return = 0.974 Worst-case return = 0.847

Table 2: Comparison of robust and mean-variance portfolios

Another salient point is that the robust portfolio apparently allocates more weight to tier 1
than the mean-variance portfolio. A similar point has been made in [TK04]. We say apparently
because a closer look reveals a somewhat more complex picture. In Table 4 we compare the same
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‘ CUMULATIVE POSITIONS ‘
‘ Mean-Variance Portfolio ‘
top 25 50 75 100 125 150 175 200

by weight | 0.773 | 0.948 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000
by return | 0.368 | 0.649 | 0.806 | 0.853 | 0.901 | 0.929 | 0.950 | 0.974

‘ Robust Portfolio ‘

top 25 | 50 75 100 125 150 175 200
by weight | 0.130 | 0.259 | 0.389 | 0.519 | 0.648 | 0.778 | 0.907 | 0.991
by return | 0.122 | 0.228 | 0.331 | 0.441 | 0.525 | 0.601 | 0.694 | 0.804

Table 3: Disposition of optimal weights

two portfolios as in Table 2, except that now we analyze the seven highest 2.5% return quantiles.
Thus, tier 1 in Table 2 corresponds to quantiles 1-4 in Table 4.

We can see that the robust portfolio allocates less weight into the top 2.5% quantile than does
the mean-variance portfolio, while taking significantly more positions in that quantile. At the
same time, the robust portfolio is allocating substantially more weight into the next three 2.5%
quantile than does the mean-variance portfolio (nearly quadruple the weight) as well as many more
positions. Hence the robust portfolio is hedging to some degree.

‘ Mean-Variance Portfolio

2.5% quantile 1 2 3 4 5 6 7
Weight || 7.406e-01 | 1.602e-01 | 6.084e-02 | 2.781e-02 | 5.313e-03 | 2.969e-04 | 2.863e-03
Name Count 37 18 12 9 2 1 2

‘ Robust Portfolio

2.5% quantile 1 2 3 4 5 6 7
Weight || 2.744e-01 | 2.456e-01 | 2.165e-01 | 2.601e-01 | 2.730e-05 | 5.268e-06 | 9.005e-06
Name Count 58 51 46 53 5 1 3

Table 4: More detailed comparison of the portfolios from Table 2

In summary, then, the robust portfolio does display some subtlety. Can this subtlety can
somehow be approximated using standard portfolio optimization techniques? A heuristic approach
favored by practitioners is to assign a uniform weight upper bound to all assets: one imposes z; < u
for some u, and all j, and then solves the resulting traditional mean-variance problem. In Table 5,
portfolios U-0.01 and U-0.001 are obtained in this form by setting © = 0.01 and 0.001, respectively.
Another approach one can employ is to try to emulate the robust portfolio by setting, for some
fixed u > 0

xj < w, forall assets jin tier 1

xzj = 0, (or very small) otherwise.

and then solve the nominal mean-variance problem. Using this approach we are forced to select
the allocation entirely from tier 1, perhaps approaching what the robust methodology is achieving.
In Table 5, portfolios T1-0.005 and T1-0.006 were obtained in this manner, using v = 0.005 and
0.006, respectively (recall that n = 2464, and hence tier 1 contains 264 assets; 1/264 =~ 0.00378).
We can see that all portfolios in Table 5 differ significantly from the optimal robust portfolio; this
is further confirmation of the subtlety employed by the robust construction technique.
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U —0.01

2.5% quantile 1 2 3 4 5 6 7
Weight || 4.000e-01 | 2.896e-01 | 1.800e-01 | 9.077e-02 | 1.925e-02 | 1.308e-02 | 7.284e-03
Name Count 52 38 25 17 5 4 1
Nominal return = 0.983 Worst-case return = 0.712
U — 0.001
2.5% quantile 1 2 3 4 5 6 7
Weight || 6.200e-02 | 5.900e-02 | 6.100e-02 | 5.967e-02 | 5.956e-02 | 5.974e-02 | 5.774e-02
Name Count 62 59 61 60 60 59 60
Nominal return = 0.796 Worst-case return = 0.687
T1 — 0.006
2.5% quantile 1 2 3 4 5 6 7
Weight || 3.063e-01 | 2.171e-01 | 1.667e-01 | 1.597e-01 | 1.114e-01 | 2.611e-02 | 4.168e-03
Name Count 57 43 34 34 11 7 3
Nominal return = 0.969 Worst-case return = 0.699
T1 — 0.005
2.5% quantile 1 2 3 4 5 6 7
Weight || 2.618e-01 | 1.999¢-01 | 1.641e-01 | 1.530e-01 | 1.808e-01 | 2.748e-02 | 6.435e-02
Name Count 57 44 39 37 15 7 4
Nominal return = 0.963 Worst-case return = 0.661

Table 5: Heuristic non-robust portfolio characteristics

2.4.2 Algorithmic performance.

The purpose of our next set of tests is to document the performance of our algorithm. In Table 6

we consider a variety of simple problem instances. In each of these instances

|n/10].

1). This tier consists of all the assets, and A; = 0.05.

(a
(c
(d) 7 = 1e-03.

There is one band (K

)
(b) There is one tier (H =
) Q

=1), 71 = 0.10, n; = 0 and N, =

In Table 6, “time” is the overall running time, in seconds, “stepl1QP” is the time spent on solving
the QP in Step 1, “stepMIP” is the time spent on solving the MIP in Step 1, “iters” is the number
of iterations of the basic implementor-adversary algorithm (encountered in Step 3 of the amended

algorithm),

“impT” is the cumulative time spent solving implementor problems in Step 3 and
“advT” is the cumulative time spent solving adversarial problems in Step 3.

As we can see from the table, in every single run, the Step 1 QP running time dominates by
a wide margin. The time spent on solving MIPs, especially the adversarial problems, is modest —

this confirms the remarks made above regarding the simplicity of these problems.

Further, with

the exception of data set I, every other run required very few (or no) iterations of the implementor-
adversary procedure within Step 3. Data set I frequently proves problematic; from our testing it
would appear that it is the structure of the factor covariance matrix M that causes problems.
The next set of runs constitute more of a stress-test on the algorithm. For data sets A, F, H
and I, we run the algorithm on examples where:

(a) There are six tiers, as in the examples in Section 2.4.1
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ID || time | steplQP | stepIMIP | iters | impT | advT |

A 0.68 0.36 0.02 7 0.12 0.14
B 0.41 0.32 0.01 0 0.03 0.00
C 0.48 0.33 0.01 3 0.09 0.05
D 31.70 30.42 0.01 0 1.25 0.00
E 2.28 2.08 0.01 0 0.18 0.00
F 1.79 1.62 0.01 0 0.09 0.03
G | 193.70 179.41 0.08 0 14.21 | 0.00
H 24.86 16.59 0.04 0 8.22 0.00
1 53.46 33.74 0.04 28 16.46 | 2.36

Table 6: Base runs with the histogram model

(b) The number of bands is varied. We use, for K = 2,3,4, K bands, where band ¢ (1<i<K)
has v; = %, n; = 0 and N; = | ]-

(c) As before, we use 2 = 0 and the tolerance 7 = le-03.

Our choice of the histogram model in (b) implies that large errors are just as likely as small errors.
This is probably an unrealistic assumption; however it is exactly this feature that can make problems
more difficult (or, put more accurately, the more difficult problems become even more so). The
results are given in Table 7, where “Olvars” is the number of 0/1 variables in each mixed-integer
program (= Kn). All other headings in Table 7 have the same meaning as in Table 6.

‘ H K ‘ time ‘ steplQP ‘ step1MIP ‘ iters ‘ impT ‘ advT | Olvars ‘

2 23.49 0.66 7.25 120 8.78 6.67 1000
Al 3 50.41 0.76 31.16 99 5.58 12.74 1500
4 60.83 4.88 14.86 89 4.88 14.86 2000
2 1.67 1.38 0.03 1 0.21 0.05 2676
E || 3 1.97 1.58 0.09 1 0.20 0.07 9352
4 2.21 1.77 0.15 1 0.20 0.10 5352
2 9.82 2.30 0.14 27 1.1 6.06 2676
F| 3 25.13 2.83 0.40 52 2.85 18.72 4014
4 19.59 3.47 1.11 21 1.03 13.69 5352
2 68.86 55.65 0.16 1 12.27 0.17 4038
G| 3 99.59 83.02 0.34 1 11.34 0.22 6057
4 1 133.05 119.8 0.46 1 11.68 0.33 8076
2 12.33 7.75 0.08 1 3.62 0.08 4886
H| 3 13.37 8.43 0.10 1 3.82 0.10 7329
4 14.66 9.40 0.16 1 3.96 0.14 9772
2 | 523.28 42.68 11.35 318 | 375.37 | 91.91 4928
I 3| 725.59 47.06 123.67 328 | 403.95 | 123.67 | 7392
4 | 1013.66 59.34 121.52 381 | 517.67 | 314.69 | 9856

Table 7: Tests with uniform errors, 2 < K <4 and H =6

Note the weak dependence of running time (or number or iterations) on K. Also, on the difficult
data set I, the time spent solving QPs clearly dominates. On instances A and I (and to some degree,
F) the heuristic in Step 1 of the amended algorithm fails; and in fact the running time is longer
than it would be if we used the basic implementor-adversary setup directly. As it turns out, using a
heuristic variation of the folklore “smoothing” technique for cutting-plane algorithms (see, Nesterov
[Ne05], [BI06], Nemirovski [NO4] for modern theoretical results) produces much faster running times
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on the I instances, with small degradation on the easier instances. For lack of space we will not
describe these results.

Our next set of results in this section concern the speed of convergence of the algorithm, and
also serve as a better form of stress-test of our approach. The uncertainty model is exactly that
described in Section 2.4.1 (i.e. 10 bands and six tiers).

A B C|] DY E* F| G*| H I

5.0e-02 | 214.53 | 14.81 | 144.86 | 122.53 | 11.77 | 274.64 | 136.43 | 11.93 | 140.29

1.0e-02 | 223.21 | 15.49 | 144.86 | 122.53 | 14.66 | 356.98 | 224.56 | 11.93 | 140.29

5.0e-03 | 254.73 | 16.03 | 162.41 | 126.63 | 34.16 | 363.84 | 601.63 | 11.93 | 140.29

1.0e-03 | 300.88 | 35.23 | 183.12 | 157.49 | 64.61 | 469.75 | 764.85 | 11.93 | 140.29

5.0e-04 | 361.20 | 37.92 | 216.52 | 167.40 | 73.87 | 598.94 | 924.63 | 11.93 | 140.29

Table 8: Convergence time on heavy-tailed instances, K =10, H =6

Table 8 shows the CPU time (in seconds) required by the algorithm to prove various levels of
accuracy (shown in the leftmost column) using the bounds obtained as the run proceeded. Columns
highlighted with “*” correspond to problems where the large QP in Step 1 could not be solved, while
the column highlighted with “®” corresponds to a problem where the Barrier solver could handle
the QP in Step 1, but not so for the simplex solvers. It is worth pointing out that the default
tolerance in the underlying MIP solver [CP10] is 1e-04 — this can be tightened, but sometimes at
a steep computational cost. As a result, we left this tolerance unchanged; and consequently the
overall error tolerance in our algorithm should probably be set slightly coarser than 1le-04.

However, an additional point regarding Table 8 is the fact that, for pragmatic purposes, the
tolerance 7 = 1e-03 is probably excessively fine, and 7 = 1e-02 should (more than) suffice. In fact,
the parameters that embody the uncertainty model (any uncertainty model) must be regarded as
“soft”, and it is not clear what benefit is derived from using a very sharp tolerance value. As we
can see, the time savings achieved by using 7 = 1e-02 over 7 = 1e-03 are often substantial. In
addition, it is to be expected that the quality of the solution at 7 = 1e-02 is, a posteriori, much
better than the 1% estimate.

In Table 9 we describe additional tests using K = 10. Here we used the same tier structure as
for the results in Table 8, 2 =0, and for 1 <i < K,

1/
%= | .
o= |5 (61)
% o= = (62)

We used the tolerance 7 = 1e-03. For this test, we selected the more difficult data sets from Table
8. As before, on data set G the QP in Step 1 could not be solved, and Step 1 was bypassed. The
column headings are as in Table 7.
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‘ H time ‘ step1QP ‘ step1MIP ‘ iters ‘ impT ‘ advT ‘ Olvars ‘

A 327.04 2.52 211.72 135 | 12.27 | 100.24 5000
C 29.32 3.01 9.35 27 1.02 15.76 4990
F 74.06 13.57 15.96 27 2.47 41.42 13380
G * || 681.12 - - 19 64.7 | 615.54 20190
I 124.82 93.38 22.58 1 4.17 2.46 24640

Table 9: Additional tests with K =10, H =6 (* = Step 1 bypassed)

2.4.3 Qualitative tests.

A question of interest is the sensitivity of the model to changes in the parameter 2. Recall that
in the histogram model the return p; includes an error term of the form fi; w;, where w > 0 and
2jwi < Q. For Q =0,1,...,20, Figure 1 plots the percentage increase in the value of the robust
optimization problem, as compared to the case 2 = 0, using data set E (with K = 3 and 3 tiers).
Since this data set has n = 703, the case Q0 = 20 allows a simultaneous error of up to ~ 28% in
every asset (modulo the tier constraints) — these are very large deviations. As we can see from the
figure, the rate of growth of the objective value is moderate, and appears to slow down for larger

Q.

20 T T T

18 —

16 - -

14 B

12 —

10 -

0 1 1 1
0 5 10 15 20

Figure 1: Value of robust optimization problem as a function of parameter estimation error

In Table 10 we describe a different type of experiments involving 2. For each data set in
the table, we first solve the robust optimization problem with Q = 0, save its solution, and then
compute the worst-case behavior of that vector for positive values of Q. If 20 is the solution to the
problem with Q = 0, and we denote by 7* the worst-case return earned by z° when Q = r, the
table reports the ratio ¥ /r%. The data sets used the same tier structure, and the first three bands
as sets used in table 8.

As we can see from the table, the impact of €2 on solution quality seems moderate; it is either
linear or sublinear.

Figure 2 shows the behavior of the basic implementor-adversary algorithm (no Steps 1 and
2) on data set I — this is the same run as on Table 8. The figure shows a snapshot taken every
ten iterations. In each snapshot, the figure shows, in green, the implementor’s estimate of the
worst case return that could be achieved by the asset vector produced at that iteration; in red, the
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|2 o0.01 0.02 003 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.20 |

0.999 0.998 0.998 0.997 0.996 0.995 0.995 0.994 0.993 0.992 0.984
0.999 0.999 0.999 0.998 0.998 0.998 0.997 0.997 0.996 0.996 0.992
0.997 0.995 0.992 0.990 0.987 0.985 0.982 0.980 0.977 0.974 0.949
0.999 0.998 0.997 0.997 0.997 0.995 0.995 0.994 0.993 0.992 0.985

el

Table 10: Impact of €2 on worst-case return

0.9 —

nominal
implementor
Iadversary

0.2 1 1 1
0 10 20 30 40 50

Figure 2: Typical behavior of algorithm without strengthening

actual worst-case return for that vector (as computed by the adversarial problem); and in blue,
the nominal return value achieved by the same vector (i.e., the return computed using the nominal
returns . All returns have been scaled so that the initial nominal return equals 1.00.

The figure shows that the implementor problem quickly converges to a near-optimal robust
return estimate. At the same time, the nominal return value, after an initial dip, is essentially
constant. Thus, the asset vectors produced after roughly the first 5% of the iterations are essentially
equivalent, in terms of nominal return value. But, as the red curve shows, these asset vectors
significantly differ from one another in their robustness until approximately 40% of the iterations
have taken place. Finally, the dip in nominal return value mentioned above may be taken as a
proxy for the cost of imposing robustness on the problem — though we caution that the min-max
problem that has been solved is (29), and not a min-max return problem. At the same time, the
gap between the final robust value (approximately 0.84) and the initial adversarial problem value
(approximately 0.22) is the price of non-robustness.

Another point to be made is that after a very small number of iterations (say: 5% of the total)
while still technically sub-optimal according to our tolerance, the asset vector is nevertheless very
significantly more robust than the initial asset vector, i.e. the solution to the nominal problem. We
regard the ability of a Benders-like algorithm to visibly improve solution quality during the first
few iterations (and at very small computational cost) as a very valuable feature.

Figure 3 refers to the same run, and shows the number of positions in the taken in the asset
vectors computed by the algorithm, i.e. the number of positive entries in each vector.
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Figure 3: Growth in positions taken

This figure clearly shows that after the first 30% of the iterations, the asset vectors markedly
differ from the initial, nominally optimal asset vector, thus reinforcing the comments in the prior
paragraph.

Figure 4 shows the behavior of the algorithm on data set H, using the same uncertainty set
as in Table 8, but restricted to three tiers (one tier involving all assets, plus the two top return
deciles). In this case the algorithm converges in 27 iterations and 52 seconds. In this case the price
of robustness is more severe, but the price of non-robustness is equally large.

There is a useful parameter on which to estimate the impact of robustness on returns, which is
similar to the Sharpe ratio. For a given asset vector x, consider the ratio

=T
ot
R(x) = ——1+—,
) 'z — A()
where A(z) is as in eq. (18), i.e. the worst-case return that = can attain. Thus, in Figure 2, we

have
R(z") ~ 1.30, R(z"") ~ 6.53,

where ¥ is the solution to the nominal optimization problem, and 2P is the optimum vector for
the robust problem. Corresponding to Figure 4, we have

R(z") ~ 2.77, R(z%P!) ~ 4.33.

In the final set of tests we compare several runs using data set F (with 1338 assets), and with
7 = 1e-05. In all these runs there are no tiers, but the runs differ in the structure of the bands. We
consider the following cases, where the n; are all zero in each case:

1) 1 band, with N7 = 200 and 1 = 0.5,

2) 2 bands, with N7 = 200 and ~v; = 0.25, and N2 = 100 and v = 0.5,

3) 3 bands, with N; = 200 and v; = 0.2, No = 50 and 72 = 0.4, and N3 = 50 and ~3 = 0.8,

4) 3 bands, with N7 = 200 and v; = 0.1, Ny = 50 and 9 = 0.16, and N3 = 90 and 3 = 0.8,

5

(
(
(
(
(5) 2 bands, with N7 =200 and 7; = 0.1, N2 = 100 and 7, = 0.8, and
(

)
)
)
)
)
)

6) 1 band, with N; = 100 and ~v; = 1.0.
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Figure 4: Behavior on data set H
| Case \ 1] 2 | 3 | 4 | 5 | 6 |
robust
nominal 9.13348 | 9.07071 | 4.12856 | 4.15375 | 4.27876 | 4.27685
robust
worst case | 4.56677 | 4.56543 | 1.61677 1.6378 | 1.67355 | 1.59757
robust
positions 173 194 232 266 267 267

Table 11: Impact of non-convexity

These cases are analyzed in Table 11, where, in percentages, “robust nominal” is the nominal
return attained by the optimal solution to the robust optimization problem and “robust worst case”
is the worst-case return it attains under the uncertainty model; “robust positions” is the number
of positions taken by the robust portfolio.

From an aggregate perspective all six cases are equivalent: the adversary can, in each case,
decrease returns by a total “mass” of 100. Yet, as we can see from Table 11, the six cases are
structurally quite different. It appears, therefore, that a smooth convex model used to replace our
histogram structure would likely produce very different results in at least some of the six cases.

3 VaR and CVaR models

In this section we consider extensions of the histogram models which are designed to capture the
folklore notion that unforeseen, negative, deviations in data can happen “all at once” or in other
words, seem correlated.

To this end, we will apply the “ambiguous chance constrained” framework of Erdogan and
Iyengar [EI04], also see [CCO05]. Here, given a decision on the part of the implementor, the adversary
does not directly choose values for the data. Rather, the following process takes place:
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1. The adversary chooses a probability distribution P, from a family of distributions P (known
to the implementor) of the data.

2. A random sample is drawn from P thereby setting values from the data.

As a simple example for this approach, consider a model where a single real parameter, v is known to
be normally distributed, with mean p, € [1,2] and standard deviation o, € [0.5,1]. The adversary
can choose any normal distribution thus restricted, but the underlying randomness allows the
implementor some possibility of hedging. Similar models have been proposed in different contexts:
supply chain ([GM93], [MG94], [S58]), and adversarial queueing [BKRSW96].

Clearly, such models can be used to reduce the power of the adversary. On the other hand, one
needs an underlying rationale to justify the choice of a particular distribution P. Moreover, it is
known that the chance constrained framework can give rise to difficult optimization problems.

In the context of a Markowitz-type portfolio optimization problem, we are interested in the
following generic model:

Given a vector x* of assets,

(r.a) The adversary chooses a vector w € R"™, and a probability distribution P with range in [0, 1].
The adversary is constrained in the joint choice of w and P.

(r.b) Areal 0 <4 <1 is drawn from P.

(r.c) The adversarial returns vector, u, is computed using p; = (1 —ow;) fij, 1 <j<n.

Instead of (r.c) we could have a model where instead p; = fi; — 05, for some ; > 0. Such a model
could be handled using techniques similar to those used below.

There are many possible ways in which this template can be made specific. For simplicity in this
paper we have chosen the following concrete model, which we refer to this as the random model.
We are given the following parameters as inputs to the model (i.e., they are not chosen by the
adversary):

(R.1) An integer K > 1, values 0 = dp < 01 < ... < dx < 1, and pairs of values 0 < 7T§ <7t <1
forl1 <i< K.

(R.2) An integer H > 1, and for each 1 < h < H, a value I';, > 0 and a set T}, (a “tier”) of assets
and a value 0 < Ay,

(R.3) For 1 <j <mn, a value u; > 0.

The adversary is constrained by the following rules:

(R.4) The choice of w satisfies 0 < w; < wj, for 1 < j < n.

(R.5) For 0 <i < K, the adversary chooses m; = Prob(§ = §;), constrained by 7! < m; < 7%
(R.6) For 1 < h < H, the vectors w and 7 must satisfy:

E (5 Z ﬂjwj) < Tp.

JET},

Note that condition (R.6) may be rewritten as: (Zfil 7r2-52-) (ZjeTh ﬁjwj) < Ty,

Notation 3.1 Given w and m produced by the random model, we denote by p“™ the random vector
which has ,u;-wr = i;(1 — d;w;) with probability 7;, for 1 <i < K and 1< j <n.
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The random model is best understood in contrast to the histogram model in Section 2.1. Sup-
pose we are given a model as in (H.1)-(H.8). In particular, we are given parameters 0 < 1 < o <
... <~vg <1, and the histogram model provides a rough measure of the frequency that the return
of an asset j can lie between (1 — v;)fi; and (1 — ~;—1)f; for each . This constitutes an approxi-
mation to a probability distribution that describes how much, percentage-wise, the returns deviate
(downwards) from their mean values. The random model does something similar, but through the
use of an explicit probability distribution (explicit, though ambiguous in that the adversary picks
it). To some degree, the random model may thus be less conservative than the histogram model.
The quantities w; provide a sense of scale, and are limited by condition (R.6) from becoming “too
large”. Also note that (R.6) is similar to condition (H.8) — it limits the total (expected) shortfall
in any given tier. We have chosen (R.6) simply to demonstrate the flexibility of the algorithms we
have implemented. In any case, note that when the tiers correspond to return deciles, the returns
of assets in each tier will on the whole be close to one another, and (H.8) and (R.6) may nearly be
equivalent for appropriate choices of the I'j, parameters.

In what follows, for simplicity of exposition, we will make the assumption that = > 0 is among the
given constraints (8).

Having chosen our uncertainty model, we can formulate an appropriate robust optimization
problem. There is a very large literature on risk measures under uncertainty, see [GF04] for some
recent work and a review. A central idea is that of value-at-risk (VaR), and the related concept,
conditional value at risk (CVaR) (see [RU00], [KPU02|, and references therein). Our definition of
VaR follows that of [GI04].

Definition 3.2 Consider an asset vector z, a vector w and a distribution 7 as in (R.4)-(R.6), a
real v, and a tail probability 0 < 0 < 1. Then the adversarial value-at-risk of x under the choices
w, w, denoted AVaR™™(x), is the largest real p such that

Prob (1/ — Z,u}”’”ajj > p) > 0.

J

[In the notation AVaR™"™(x) we have not included € or v as they will always be understood from
the context.]

In our definition, the quantity v is a “benchmark” (a desirable returns level) and would be
an input to the overall robust optimization problem. Thus, when nonnegative, the quantity v —
2 ,u}”’”acj is a “loss”. The AVaR is that critical value of the loss whose probability is at least 6.
The quantity 6 is also an input to the model.

Our definition AVaR differs, slightly, from the traditional definition of VaR, which is, given
v,0,z,w,m [KPUO02J:

VaR“™(z) = min {,0 : Prob (1/ — ZH;Uerj < P) > 1- 9}- (63)

J

The two definitions are similar, but not identical. In many cases they essentially correspond to the
same notion. We have that VaR < AVaR < CVaR (defined below). If the random variable 7 were
continuous, with positive density function, then VaR and AVaR would exactly agree. In the discrete
case, if there exists ¢ with Zfiq_l <0< Zfiq i, then VaR = AVaR = v —3 ", 1@+ 04 > ; wiz;.
Thus, the following example typifies the unique case where a difference occurs.

Example. Suppose v = 1 and i’ = 1. Then for 1 < i < K, the shortfall corresponding to the
ith deviation equals ¢;. Consider the case with K = 6, where the §; equal 0.2, 0.4, 0.6, 0.8, 0.9, 1.0,
and the m; equal, respectively, 0.4, 0.3, 0.2, 0, 0.05, 0.05. Suppose § = 0.1. Then AVaR = 0.9, but
VaR = 0.6, which is “optimistic” in the sense that with probability at least 0.1 the shortfall is it
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at least 0.9.

The following summarizes the situation:

(a) The definition of AVaR and eq. (63) exactly complement each other. Thus the AVaR can be
viewed as a value-at-risk from the point of view of the adversary. For related discussion on
VaR-like risk measures, see [AT02]; in [AT04] AVaR is called “upper value-at-risk”.

(b) In our computational experiments, often the m; will be positive (at least around the AVaR)
and then the difference between VaR and AVaR will be zero or small.

(¢) The key point is that the models and algorithms given below are easily adapted to handle
VaR, or other risk measures for that matter. For brevity in this paper we only consider AVaR,
again because of the better fit with ambiguous chance-constrained models.

Returning to our model, we have:

Lemma 3.3 Let x, w, w, v and 6 be given. Let q be largest such that Zfiq m; > 0. Then
AVaR"™(x) = v — 33 fii(1 — dqwj)z;.

Proof. For ¢ < i < K, 64 < §; and consequently, since x, § and w are all nonnegative,

I/—Z,u] —dqwj)x; < V—Zu] — dwj) ;. (64)

In other words, writing p = v — >=; fi; (1 — dw;),

Prob (U—Zu?}’ﬂxj > p) > Mg+ Tyl + ... Tk, (65)
J

which by assumption is at least 6. At the same time, for any value p’ > p,

Prob (u =Y ni Ty > p’) < Tgp1t TR, (66)

J
which again by assumption is < 6. B
Note that according to our definition, it could be the case that AVaR"""(x) < 0.

In the models that we will first consider the adversary will choose w and 7 so as to maximize
AVaR. Formally

Definition 3.4 Given a vector x, denote by AVaR™(x) the mazimum adversarial value-at-risk
that can be incurred by x under the random model, i.e. AVaR™*(x) = max,, » AVaR"™(x), where
the maximum is taken over all choices w, © as in (R.4)-(R.6).

Likewise, the implementor wants to choose x* so as to minimize the maximum AVaR. The
values v, 6 will be fixed and known to implementor and adversary, and from a modeling standpoint
can be viewed as a measure of risk aversion.

We will also consider conditional value-at-risk (CVaR) models.

Definition 3.5 Consider an asset vector z, a vector w and a distribution 7 as in (R.4)-(R.6), a
real v and a tail probability 0 < 6 < 1. Let 1 < ¢ < K be smallest such that >1_;m; >1—6.
Then the conditional value-at-risk of x under the choices w, m, is given by

+
CVaR"™(x Zm ( Zu] — djw;)x )
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Note: in the definition we could alternatively have the sum starting from ¢ + 1; however the differ-
ence is small.

As for the AVaR case, given x, the adversary wants to choose w and 7 so as to maximize CVaR"'™
(vielding a worst-case value CVaR™*(x)) while the implementor wants to chose x so as to minimize
CVaR™**(x).

3.1 The robust optimization problem

Informally, in the context of the AVaR (resp., CVaR) case, the implementor wants to choose a
vector x with small worst case value-at-risk, i.e. small AVaR™**(z) (resp., CVaR™**(x)). However,
focusing solely on this objective might produce an overly conservative solution. Instead, we would
like to rely on the folklore notion, widely found in the robust optimization literature, that typically
one should be able to find solutions to a problem that are simultaneously near-optimal (compared
to the optimal solution to the nominal problem) and robust. To that effect, we restate the nominal
portfolio optimization problem,

U* = min  kalQxr — iz
s.t. Ax > b.

Let € > 0 be a positive tolerance parameter chosen by the modeler. The robust optimization
problem that we consider is:

min L (67)

st. Az >b, (68)

kelQr — ple < U* +e (69)

in the AVaR case, L > AVaR"™(x) (70)
in the CVaR case, L > CVaR™"(z) (71)

Here, constraint (69) captures the notion of near-optimality. This is a (convex) quadratic constraint.
Constraints (70) and (71), on the other hand, are non-convex. In order to handle the above problem
we will use our implementor-adversary algorithmic template, suitably adapted.

For theoretical completeness, we state the following result:

Lemma 3.6 In the AVaR case, problem (67)-(70) can be reduced to at most K SOCPs.

The proof of this Lemma, which we omit, is similar to that given in the Appendix. The key behind
the result is that we can enumerate all possible values of the parameter ¢ as in the proof of Lemma
3.3. For each value of ¢, one can argue that the optimal distribution 7 is uniquely determined, and
independent of x. Using linear programming duality, one obtains a “compact” SOCP formulation
of the robust optimization problem (again, for the given value of ¢). It seems likely that the result
can be improved to O(log K) SOCPs — however our algorithm, empirically, requires a far smaller
number of SOCPs to prove termination.

3.1.1 The implementor problem in the AVaR case
Remark 3.7 Let w, 7 satisfy (R.4)-(R.5). Let q be highest such that mg+mqq1+... 7k > 0. Then

L > I/—Z/L] — dqw;) (72)

is valid for (67)-(70).
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Proof. Let x be any asset vector. To show that (72) is valid it suffices to show that

AVaR""™(z) > v — Zﬂj (1 = dqw;) x5, (73)
J
which follows from Lemma 3.3.H
Based on this Lemma, we can now state the implementor problem. Suppose we are running
iteration 7 of the basic implementor-adversary algorithm. Thus, at each iteration 1 < ¢ < r, the
adversary has produced a vector w® and a probability distribution 7®: and let q(t) be largest
such that ) + Tg)41 + .- Tk > 0. Then the implementor problem at iteration r is:

min L
s.t. Az > b,
kel Qe — ple < U* +e,
L >v— Z/jj (1—5q(t)w](-t)) zj, 1<t<r-—1.
J
This is a convex, quadratically constrained linear program, solvable using SOCP techniques. Below
(Section 3.1.5) we will see that inequality (77) can be considerably tightened.

3.1.2 Formulations for the adversarial problem in the AVaR case

We formulate the adversarial problem for the random model as a nonlinear, 0-1 mixed-integer
program. Given an asset vector x, let M be a sufficiently large value, and consider the problem
(with variables D, 7, w, z):

Subject to:

for1 <i<K, wl<m<nl (79)

Zﬂ'i = 1, (80)

for 1 <i¢ <K, zi — 0 (m 4w+ ..+ 7E) <0, (81)
K
Zzi = ]., (82)
=1
for1<i<K, z = 0orl, (83)
for 1 <i<K, D; + Mz > 0, (84)
for 1 <i<K, D, — Mz —I—(SZ'Zﬂjl‘jwj > —-M + Zﬂjl‘j (85)
J J
for all j, 0 <w; <uy, (86)

K
<Z (5i7ri> (Z ujwj) < T}y, for each tier h (87)
i=1

JET},
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Lemma 3.8 Given x, AVaR™(z) = v — D(z).
Proof. (85) can be rewritten as

Consider an optimal solution (7%, D, %) to (78 - 87). If 1 < i < K is such that Z; = 0 then,
assuming we have chosen M large enough, D; = 0 by (84). On the other hand, if 1 <p < K is the
unique index such that Z, = 1, then (88) dominates (84), and thus D(z) = D, = =22 (1= dpwj)z;.

On the other hand, let ¢ be largest such that Zfiq 7; > 6. Then by (81), p < g, and therefore,
0p < g4, and since w, 1 and z are all nonnegative,

Z [ (1 = dpwj)a; > Z [ (1 = bqwj)

Hence, without loss of generality, p = ¢, and the solution (7,w, D) achieves value-at-risk equal to
v — D,. The converse is similar. l

Note that the proof explicitly used nonnegativity of w. Another issue is the constant M. Setting
M =37, iy max{1,u; }z; will suffice.

Constraint (87) is nonlinear. We next show how to approximate this constraint using a linear
system. Let N > 1 be an integer and for any h consider the following mixed-integer (linear) system:

NN
doajwi < Tu) — pig, (89)
JET, =19
N K N g
g N hg ; g;lN hg

So = 1 (91)
g=1
phg = Oorl, for1<g<N. (92)

This system is a discretization of (87), and it relies on the fact that 0 < YK, §;m; < 1 for every
distribution 7 (which is due to 0 < §; < 1 for all 7). Intuitively, since the system underestimates
Zfil 0;m; by at most an additive error of 1/N, the approximation error should be quite small.

From a pragmatic standpoint (and keeping in mind the context — we cannot expect to know
extremely sharp information about the probability distribution) we could take the model obtained
by replacing (87) with (89 - 92) as our actual uncertainty model, but we comment on the error
nevertheless.

In our implementations we have used §; = i/K, 0 < i < K, with K > 100, and here it can be
argued that the error should be small when N > K. In fact, from an adversarial standpoint, the
optimal value of Y, m;0; should be “large” — the events with larger §; should have non-negligible
probability in order to achieve high value-at-risk. Thus, since the smallest positive d; is 61 = 1/ K,
we have that >, m;0; should be larger than 1/K, unless our uncertainty model forces the adversary
(through the bounds mj, or the tier constraints) to concentrate most of the probability mass exactly
at zero. From our pomt of view, this would essentially amount to mismodeling. As an illustrative
example, suppose the adversary wants to achieve a “heavy tail” which nevertheless concentrates

probability near zero, say
1

iHi'
with 79 = 0, where HX = % 1/i ~ In K. Then ¥, 7;0; ~ 1/In K. For K = 100 this is more
than forty times larger than 1/K. The following result formalizes the above:

1<i<K,

T, =

32



Lemma 3.9 Let x be a given asset vector, and let (7,0, D) be an optimal solution to (78 - 87), let
q be largest such that Zfiq ;> 0, and let 1 < g < N be such that g;Nl < Zfil 0;; < 4. Finally,
let D(z) be the value of the mized-integer program obtained by replacing each constraint (87) with
the corresponding system (89 - 92). Then D(x) < D(z) < D(z) + %q >z < (1+ %)GD(:/U).

Proof sketch. Any solution (mw,w, D) to the mixed-integer program is feasible for (78 - 87). This
proves the first inequality. For the second inequality, note that (7, %ﬁ)) is feasible for the mixed-
integer program. W

As a comment on this Lemma, consider our canonical choice of §; = %, 0 < i< K. Assuming
that Zfil 0;7t; > 1/K, we have that g > % Of course §, < 1, but typically we would expect
04 to be rather smaller. Finally, we would expect that the benchmark v, and the nominal return
>_j Hjz;, would be of same the order of magnitude. Thus, if the w; are bounded by small constants
(for example, if u; = 1 for all j) then the error term in the Lemma is very small provided N is
large enough. As a final, related point regarding the construction, note that the Lemma shows
how to approximate D(x), and not AVaR™*(z). When v ~ D(z) then AVaR™*(z) ~ 0 and the
approximation could be poor on a percentage basis. However, when AVaR™**(z) ~ 0 then the
knowledge that AVaR™#*(z) = 0 by itself is likely more useful than its precise value.

Note: there is an alternative to the construction (89)-(92) based on a “powers of two” approach.
In fact, we will use this alternative below in our algorithm for the CVaR problem. However, in
general, we prefer the above method, in that the use of constraint (91) makes the formulation
tighter.

3.1.3 The implementor problem in the CVaR case

Our approach for the CVaR case mirrors that in Section 3.1.1. Suppose that at each iteration
1 <t < r, the adversary has produced a vector w® and a probability distribution 7®: and let q(t)
be smallest such that m; + 72 + ... 7,4 > 1 — 6. Then the implementor problem at iteration r is:

min C (93)
st. Az >b, (94)
kalQr — ple < U* 4 (95)

C >

S EE

K
Z 7Tlgt) (V _ Zﬂj (1 B 5iw§t)) xj) , 1<t<r—1. (96)
i=q(t) J

3.1.4 The adversarial problem in the CVaR case

Let = be a given asset vector. Consider the problem

K
C*(z) = L%ii(,z ;Li (97)
Subject to:
for 1 <i<K, nl<m<al (98)

for1<i<K, 2z — (1= (m+m+...+m)<0, (100)
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>z =1, (101)

=1
for 1 <i<K, zi = 0 or 1, (102)
+
for 1<i<K, L < — ( ZMJ — d;w;)w ) : (103)
U
i _
L; < 7 I/—;/L] — djuj)x ZZ“ (104)
for all j, 0 <w; <uy, (105)

JET},

K
<Z 5i7ri> (Z ,ujw]) <Ty, for each tier h. (106)
i=1

Lemma 3.10 Let x be an asset vector. (a) If (98)-(106) is feasible, then C*(x) = CVaR™*(x). (b)
If CVaR™(x) > 0, then (98)-(106) is feasible. (c) If (98)-(106) is infeasible, then 0 = C'VaR™*(x)
and x is an optimal solution to the robust optimization problem.

Proof. Suppose CVaR™*(x) > 0. Let w, 7 be an optimal solution to the adversarial problem, and
let ¢ be smallest such that (1) Y{_; 7 > 1 -6, and (2) v — >, fi;(1 — dqwj)z; > 0. We set z, =1
and z; = 0 for all other 7; we set L =0foralli<gandv—3; f;(1 — ;w;)x; for all i > ¢. Since
the §; are monotonely increasing, we obtain a feasible solution to (98)-(106), of value CVaR™**(x).
This proves (a) and (b) and the first statement in (c). Since CVaR is nonnegative, the proof is
complete. B

In contrast to the AVaR case, we have two nonlinearities: (103) and (106). We handle (106)
as in the AVaR case, by replacing it with the subsystem (89)-(92), which entails adding the H N
0/1-variables ppy. We could use a similar approach to handle (103), but this would result in KN
0/1 variables, which, for K = 100 and N = 10000 (say) would be probably be excessive. Instead,
we rely on an approach due to Glover [G75]. Ignoring the “4” superscript, the right-hand side of
(103) can be rewritten as

v _ 5@ _
0 (1/ — Z,ujxj) + ) Uy Z,ujwjxj,
J J

with the second term nonlinear. Let W be an upper bound on }; fijw;x; (we discuss below how
to set W). Let R > 1 be an integer. Then we can approximate

R
> hjwizy o~ WY 277y, (107)
j p—

yr =0orl, 1 <r <R (108)

The error entailed in (107) is less than 2=F1W. Using this idea, we can approximate (103) with the
system

R u K
L < 5 (u—Z%%) + %an + (%Z%%) >z (109)
j r=1 j k=i+1
for1<r<R, 0<mn, <2 Wrly, (110)
Nir —2_TW7I‘Z' < 0, (111)
yr = Oor 1. (112)
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Here, the n;- and y, are added variables. Each variable 7);,. approximates the product m; Zj [l Wi
Our approach is to replace each inequality (103) with the corresponding system (109)-(112), and
to add the constraint

R
WS 27y = > pwizy; < W2 R (113)
J
To see that this is approach is correct, note that we have formulated the adversarial problem as
a maximization problem. At an optimal solution, the L;, and therefore, the 7., will be set as
large as possible. Thus, if we set y, = 1, we will also set 7, = 27"Wm;, and so we will have
Z A Nigy = mW Zﬁ:l 27"y, as desired.

This process introduces R(K + 1) new variables. We will be using R = 20, and thus the
growth in problem size is modest. As for the quantity W, we simply compute an upper bound on
>_j Bjujz;, for all feasible x, which can be done by solving a linear program over the constraints
Az > b. If; as frequently occurs, we have the constraint ; z; = 1, then we can use W = max; fiju;.

Clearly, a similar “powers of two” approach could have been used to handle (106). However, we
prefer the approach chosen above because (among other reasons) constraint (91) yields a tighter
(faster to solve) formulation.

3.1.5 Strengthening the implementor formulations

In our implementation of the implementor-adversary algorithm for the random problem we incor-
porate a modification which is motivated by the fact that the implementor problem is an SOCP,
and as a result comparatively slow (and sometimes quite slow) to solve.

As a result, it may prove desirable to strengthen the formulation of the implementor problem,
even at the cost of having a larger formulation, if the result is that the number of iterations of the
overall algorithm is significantly reduced.

We first show how to do so for the AVaR case. Recall that at iteration ¢ of the implementor-
adversary algorithm we add cut (77), repeated here for convenience:

> - Zuy( Saeywl”) ;. (114)

where (7(!),w®") is optimal solution to the adversarial problem, and ¢(t) is appropriately defined.
This cut can be strengthened so that we obtain an inequality (system) that implies

L>V—ZM( dafeyiBy) jy 1<t <r—1. (115)

for every vector w such that (W(t) ,w) is feasible for the adversarial problem. As before, this amounts
to an application of strong LP duality. To do so, note that for any asset vector =,

AVaR™™(z) > v — 'z + A_»(z) (116)

where A_«)(x) is defined as the value of the linear program

max Gy > 750,
J

Subject to: (117)
T
Z fjw; < —"_ " for each tier h (118)
: E(9)
JETH
0<w; < wy, forallj (119)
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where E(0) = Zfil 0;m;. Using strong linear programming duality, there exist values ay, (for each
tier h) and (3; (for each asset j), such that

max =T
A Z ap + B — dquyljr; > 0, forall j (121)
h:j€Ty

a,B>0 (122)

Note that here both o and 3 depend on 7(Y). Based on these observations, we modify the
implementor-adversary template, by adding, at each iteration ¢, two new sets of nonnegative
variables, a(, and f(®), and the corresponding system (120)-(122). Thus, we do not only add
constraints to the implementor problem — we add n + H new variables as well, in each iteration.
Nevertheless this cost is well-worth the price in that the strengthening we obtain significantly re-
duces the combinatorial complexity of the robust optimization problem.

In the CVaR case, the approach is similar, but instead of (120) and (122) we add

K@) K@)
i=q T I i=q T
CVaR™(x) + Z%/LTl’ — Zﬁg)ah — Zujﬂj > E%y, and (123)
h J
K r)g
Hj Z ap + B — leq; : pjry = 0, forall j, (124)
h:jGTh

respectively.

4 Computational tests with the random model

In this section we present our results with the AVaR and CVaR models. In our implementation
we rely in the solvers included in [CP10], in particular the SOCP and MIP solvers. A significant
experimental fact (as of this writing) is that although both solvers are, overall, highly effective
and stable, they nevertheless can experience numerical difficulties and may fail to converge to their
default tolerances. When the optimal min-max AVaR or CVaR is close to zero, the solvers may
have difficulty converging to a truly “optimal” solution. Admittedly, such a situation is not so
interesting in that, from a practitioner’s point of view, knowing that AVaR (resp., CVaR) is close
to zero would be itself more useful than knowing its precise value. In any case, a heuristic fix to
this problem is to scale all data so that the optimal portfolio returns are at least of the order of 1.
First we describe our results with the AVaR computations. To control termination of our
strengthened algorithm, we choose a tolerance 0 < 7 < 1, and terminate as soon as either

e AVaRY — AVaR®’ < 7 AVaRY, or
e AVaRY — AVaR! < rv,

where AVaRY and AVaR! are the upper and lower bounds proved on the min-max value-at-risk.
We used 7 = 1.0e-04, and N = 10000.

Our first set of tests is summarized in Table 12. The parameter € in the definition of the robust
optimization problem (see eq. (69)) was set as € = 0.02|¥*|. To construct the benchmark parameter
v in the definition of AVaR (see eq. (3.2)) we used the formula v = 0.5r*, where r* is the return
value attained by the optimal solution to the nominal quadratic optimization problem (7)-(8). The
probability threshold 6 was set at 0.05.

We used a distribution on K = 100 points, with §; = 1/K, 0 < i < K — 1. Figure 5 shows
the upper and lower bounds 7% and 7 used in the experiment. To construct these values, we first
computed the probability mass function with

: 1/j .
P(j) = g5~ 1 <7 <99,
2?31 1/i
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and set P(0) =1 — 229:1 P(j). We then randomly perturbed P(j) up and down, to obtain 7% and

7r§. The perturbations were constructed so that 77 ~ 27r§-.

0.25
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0.2 | B

0.15 B

0.1

0.05

0 Il Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 5: Upper and lower bounds on probability distribution (for Table 12)

Figure 6 shows the values ZLO ;" and Zzzo 7'('7[;, and the smallest value of ¢ =~ 0.26 is the smallest
value for which the 95% confidence level can be achieved. That is to say, for any ¢ > 0.26 there is
a probability distribution 7 that the adversary could choose, with Z?iq > 0.05 but Z?iq 11 <0.05.
Clearly, the data in this case afford the adversary great latitude.
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Figure 6: Upper and lower bounds on cumulative mass function (for Table 12)

For 1 < j < n set set u; = 1. Finally, we used three tiers, consisting of the top three return
deciles, allowing each tier to lose up to 10% of the sum of returns. In Table 12 we display the results
of the tests. Here “time” is the overall time in seconds (this includes all implementor and adversarial
problems, plus solving the nominal quadratic program), “iters” is the number of iterations of the
(strengthened) implementor-adversary algorithm, “impt” and “advt” is the cumulative time spent
solving implementor and adversarial problems. adj7 is the correction to the relative error that our
algorithm incurs, as per Lemma 3.9 — using the notation of Lemma, we keep track of the minimum
integer g that we encounter in any iteration of the algorithm.
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| | A | B | ¢ [ D | E | F | G | H | T |
time 1.98 1.12 2.68 5.02 247 2.03 26.51 36.88 38.32
iters 2 2 2 2 2 2 2 2 2
impt 0.25 0.26 0.3 2.25 0.54 1.07 14.09 26.99 19.90
advt 1.26 0.45 1.92 1.14 1.32 0.24 2.17 0.95 1.47
adj 7 || 2.8e-04 | 2.3e-04 | 2.5e-04 | 2.4e-04 | 3.0e-04 | 2.5e-04 | 4.7e-05 | 1.5e-04 | 2.1e-04

Table 12: Algorithm performance — AVaR computations

We note the overall fast computational time, the very small number of iterations, and the
dominance of the time spent solving SOCPs over the time spent solving MIPs. These results are
typical.

Next we consider the impact of the probability threshold # on AVaR. Figure 7 shows the result
of tests on data set A, using the same parameters as in Table 12, but with v equal to the return
at the optimal solution to the nominal QP, and using different values of 6 (as the abscissa). Thus,
AVaR seems a fairly smooth function of 6.

4.5
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Figure 7: AVaR as a function of confidence level

Finally we consider the impact of the near-optimality parameter € (c.f. (69) on AVaR. Figure 7
shows the result of tests on data set A, using the same parameters as in Table 12, but for different
values of e. Figure 8 shows the outcome of the tests.

Next we describe results using CVaR models. In our implementation we used R = 20 (see eq.
(107)), and a termination criterion similar to that for the AVaR case. In Table 13, we present
results using the same data as for Table 12, using 7 = 1.0e-03, and N = 500 (cf. (89)-(92)).

| | A [ B [ ¢ [ D[ E [ F [ G [ H [ T |
time 7.10 7.58 12.10 14.11 6.23 11.45 33.13 47.83 88.43
iters 2 2 3 2 2 2 2 2 3
impt 0.16 0.22 0.65 1.72 1.18 0.66 9.56 32.56 52.13
advt 6.72 7.20 11.25 10.67 4.74 10.33 12.2 6.1 23.85
gap 9.8e-04 | 8.5e-04 | 9.2e-04 | 2.2e-05 | 7.3e-05 | 5.1e-05 | 3.2e-05 | 1.2e-04 | 1.3e-04
apperr || 2.3e-04 | 3.0e-05 | 5.1e-04 | 2.2e-05 | 2.4e-04 | 1.6e-05 | 1.0e-04 | 4.0e-04 | 2.2e-04

Table 13: Algorithm performance — CVaR computations
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Figure 8: AVaR as a function of nominal suboptimality

In Table 13, “time”, “iters”, “impt” and “advt” describe, respectively, the CPU time (in sec-
onds), number of iterations, cumulative implementor time and adversarial time required by the
algorithm. The row labeled “gap” describes the relative gap between the lower and upper bounds
on CVaR obtained by the algorithm, while “apperr” is the relative gap between the true CVaR
attained by the solution to the adversarial problem computed in the last iteration, and its approx-
imation (via eq. (107)) that the algorithm actually computes. The results in this table are typical:
our algorithm appears quite effective, requiring few iterations to achieve numerical convergence.

To construct a more elaborate test to stress the algorithm, we consider the case where the
random variable § is sampled conditional to being in a certain range of interest. To do so, we set
K =201, use the deviations

8 = 0.05+ (i —1)/1000, 1<i<K,

(thus the smallest deviation is 0.05 and the largest, 0.25), construct the values

2
1/ <i<K,

Pi = g g 1SS
Eszl 1/42

and set

(2

In this case we do not have a heavy-tailed distribution, but the highest probability points (near
zero) have been cut-off. For the tests using this distribution, we used v = 0.997*, where r* is the
return value attained by the optimal solution to the nominal quadratic program, 6 = 0.05 and
e = 0.02. We set N = 1000, R = 20 and 7 = 1.0e-03. Table 14 shows the results.

We can see that the running times are significantly faster and the accuracy greater than with
a heavy-tailed distribution, even though we are dealing with a larger sample space (i.e. K = 201
while in Table 13 we used K = 100).

In the next set of tests we measure the impact on AVaR and CVaR of variations in the parameters
mt, . We constructed data sets where, for 0 < i < 99:

mt = max{M A, 0}, = % + A. (125)
=

Here A is a control parameter, which we set at 0.0005,0.001,0.00015,...,0.08. In Figure 9, we show
the outcome of runs on data set A, where the robust model (other than the w!, %) is as above.
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| A | B | ¢ [ D | E | F | G | H | T |

time 10.41 9.85 25.0 11.78 11.26 15.29 45.04 46.92 33.82
iters 2 2 2 2 2 2 2 2 2
impt 0.15 0.16 0.15 1.68 0.9 0.87 19.74 12.75 11.7
advt 9.96 9.39 24.54 8.22 9.7 13.54 14.66 8.77 7.35
gap 4.8e-07 | 3.5e-06 | 1.3e-04 | 4.2e-06 | 7.0e-06 | 2.9e-05 | 4.2e-05 | 1.5e-05 | 7.9e-06
apperr || 9.8e-06 | 9.5e-06 | 5.0e-06 | 6.0e-05 | 1.3e-05 | 1.3e-05 | 6.4e-05 | 1.1e-04 | 4.0e-04

Table 14: CVaR algorithm performance, conditional distribution

For these runs we used 7 = 1.0e-04. Both curves show non-convexities; it may be be tempting to
attribute these to roundoff errors. However all of these runs were performed by setting N = 104 in
the approximation (89)-(92), and in the AVaR case we additionally verified all values by running our
algorithm both with and without the strengthening given in Section 3.1.5. A better explanation,
in the CVaR case, concerns its definition (3.5): the critical parameter ¢ can change abruptly. For
example, for A = 0.00015 at termination we have ¢ = 81, whereas for A = 0.002 we have g = 86.
Overall, the CVaR curve appears much smoother, which is not surprising. In both cases, the rate
of growth (as a function of A) appears sublinear.
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Figure 9: AVaR and CVaR as a function of data perturbations

In Figure 10 we further explore the run for A = 0.005 from Figure 9. To construct this figure
we took the the optimal adversarial 7;, at the last iteration of our algorithm, and computed the
values Y ;< m;, for 90 < k < 99. In other words, for each value .9 < 6* < 1 we computed P(§ > 6*);
both for the AVaR and CVaR case. We can see that the distributions achieve the significance level
of 0.05 at 6 = 0.92, but after that the CVaR distribution has more mass (which would not help the
adversary in the AVaR case).

The two distributions essentially agree for 0 < i < 92, i.e. for 0 < §; < .92. In fact, both
distributions remain significant at the 95% level until §; = 0.92. In other words, for a given
asset vector x, and adversarial vector w, both distributions would produce the same value-at-risk.
However, the CVaR distribution shifts some probability mass to values of 0.8 < § < 0.92. In a
sense, the CVaR distribution reflects a more sophisticated adversary.

For our final set of experiments, we incorporate a suggestion of B.R. Barmish [B06]. We repeat
the CVaR runs described in Figure 9, with 0.005 < A < 0.05, except that we impose on the
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Figure 10: P(0 > deviation) for optimal adversarial distribution

adversary the additional constraint
Tit1 < m, 1<i< K, (126)

in order to enforce monotonicity. Figure 11 shows the results. Clearly, non-monotonicity can result
in far more conservative models.
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Figure 11: Impact of monotonicity on CVaR

5 Conclusion

The cutting-plane methods discussed in this paper seem well-capable of handling realistic uncer-
tainty models with explicit non-convexities. We expect that such models will prove useful in many
contexts besides portfolio optimization.

An important point regarding our implementations is that we did not resort to any low-level
methodologies for speeding up the individual iterations (such as early termination of the adversarial
problems or implementor problems) or smoothing techniques (see [BI06], [Ne05], [N04]) designed to
reduce the number of iterations. The application of such techniques is likely to drastically reduce
running times.
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A Appendix

A.1 The adversarial problem for the histogram model

In this Section we consider the adversarial problem (18-27) for the histogram model, given a vector
x of asset weights. We assume {2 = 0.n The adversarial problem can be stated as:

V* = max ijéj (127)
J
Subject to:

K K
i <Z Vi1 yz‘j> < 05 < fiy <Z Vi yz’j) (128)
i—1 '

=1

K

> yij <1,V (129)
=1

ni <Yy < Ng, 1<i<K (130)

j

> 6 < (1=Ay) > Ry, 1<h<H (131)
JETH JETH

yi;; = 0 orl, alli,j (132)

For convenience, we restate the result to be proved here.

Theorem. Suppose x > 0 and g > 0. For every fixed K and H, and for every ¢ > 0, there is
an algorithm that finds a solution to problem (127-132) with optimality relative error < €, in time
polynomial in e~! and n.

Our approach is a simple adaptation of the classical technique for approximating a knapsack prob-
lem.

Definition A.1 A class is an inclusion-mazimal set S C {1,2,...,n}, such that for all j € S and
j'es,
{1<h<H:jeTy} = {1<h<H:jeT}.
Note: there are at most 27| classes.
Definition A.2 Let (6,7) be a feasible solution to (127-132). We let
X K . K
L(6,9) = {1 <j<n:p <Z’Y¢—1 yu) < 05 < fy <Z% y”> ,  forsome 1<i< K}

i=1 i=1
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Note that if j ¢ L(5,§) then either 9;; = 0 for all 4, in which case 5]- = 0 (by (128)), or, without
loss of generality, for some 1 < ¢ < K, ¢;; = 1 and 5j = Y-

Lemma A.3 Let (5,4) be an optimal solution to (127-132). Then without loss of generality
[L(f, 9)| < H.

Proof. Routine, since there are H constraints (131). W

In what follows we assume that we are given x > 0 and 0 < € < 1. By adding if necessary a new
tier h with A, = 0 we can assume that UyTy = {1,2,...,n}. Let § > 0 be such that 271 = e.

We can now describe our algorithm. This algorithm enumerates a certain number of cases
(later shown to be polynomial in ¢! and n). Each case corresponds to searching for a solution to
(127-132) with a certain structure. In each case the algorithm either constructs such a solution,
or it shows that no solution with that structure exists. In the last step of the algorithm, the best
enumerated solution is output. We will first state the algorithm, then comment upon it, then an-
alyze its complexity, and finally prove that it solves the approximation problem to desired accuracy.

Step 0. The cases we enumerate are as follows. First, we choose a subset L C {1,2,...,n} with
|L| < H. Next, we choose j € {1,2,...,n} — L and 1 <i < K. Finally, we choose a mapping f
that assigns to each j € L an integer 1 < f(j) < K. For each such combination of choices (L, 7,1,
and f) we run the following steps:

Step 1. For each j ¢ L and each 1 <1i < K write
wij = |2° LT
x5 5 %

Step 2. For each class S, each vector of integers @ = (q1,q2, .- .,qx) with 0 < ¢; < N; for each i,
and each integer W with 0 < W < 29|S — L|, solve the problem

K
PERQW) - min YD v
jeS—L i=1
Subject to:

K
Zyijgl, V]GS—L

i=1
K
Yo Dy = a4, V1<i<K,
jES—L i=1
K
Z Zwijyij =W
jeS—L i=1

yij = 0 orl, VjeS§—L, and Vi,
y; = 1, ifj €S, (133)

vi; = 0, Viwith x; fi; v > x5 ﬂ; ;- (134)

[Note: A simple dynamic programming procedure for this step will be described below].
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Assuming this problem is feasible, let y(S’Q’W) be an optimal solution, and construct a vector

6(3@W) with an entry for each j € S — L by setting
5§»S’Q’W) = /L]’Wyz(] QW) VieS—L,andV1<i<K.
Step 3. Let C denote the number of classes, and denote by S* the s**-class. For every combination

of a C-tuple of the form (Q', W), (Q%, W?),...,(QF, W), where for 1 < s <C, P(S%,Q%,W?) is
feasible, we solve the following linear program (where f is the mapping chosen in Step 0):

O(L, f) = max Y x;0; (135)
JjEL
Subject to:
B ViG-1 < 05 < A VsG) (136)

C
S as0om (Sa) £ £ 4O sz

JELNTY JET, s=1 jesSsNTy

Step 3b. Suppose this LP is feasible, with optimal solution 5. For each J € L, write §y(j); =
1 and g;; = 0 for every i # f(j). If the vector (y,d) obtained by combining all the vectors
(y(5*QWW?) | 5(5°.Q%W*)) "and the vector (i, 0), is feasible for problem (127-132), then we record the
value

C
oS e e, ).

s=1 jeSs—L

Step 4. Output the largest value computed in Step 4b.

Next we comment on the algorithm. In Step 0 we choose a set L C {1,2,...,n} with |L| < H —
this hinges on Lemma A.3. Thus, in Step 2 we enforce that each §; for j §é L is either zero or equal
to fiy; for some ¢. Likewise, in Step 0 we enumerate a pair of 1ndlces j and ¢ — we fix 55 = [
(constraint (133)) and furthermore, we enforce the rule that z;0; = maxjgr{z;d;} (constraint
(134)).

Having chosen the set L and the indices j and ¢, the algorithm searches for a solution with the
properties just stated (call such a solution, a (L, 7,7)-solution) that is near optimal. In Step 2 the
algorithm computes the minimum value > ;cg_j d; achieved by a (L, 7,1)-solution whose sum of
w-weights over S — L is exactly W. Note that the w;; are, approximately, scaled values x; fi; ;.
So, approximately, in Step 2 we are computing the minimum value ;g d; that can be achieved
while insisting that the objective function > ,cg 1 2;0; equals a prescribed value. Finally, in Step
3 we enumerate all possibilities for the variables in L.

Now we turn to the complexity of the algorithm. Assume that we are considering a fixed choice
of L,j, and j.

For a given class S, we can solve all problems of the form P($@W) (i.e., for all @ and W)
with a single pass of a dynamic programming procedure. This procedure solves problems similar
PERW) hut restricted to the first ¢ variables of S — L, for t = 1,2, ..., |S — L|. The complexity
of this procedure is at most O(|S — L| n® 2°n) = O(nf1+12%:). Thus, the total workload incurred
in Step 2 during the entire run of the algorithm is

O(TLK+H+220).

Concerning Step 3, note that the total number of C-tuples that are enumerated is at most (nK 29n)c <
(nKHQa)QH, and that the total number of mappings f is at most H¥. Thus the total number of
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LPs solved in Step 3 is at most
(nK+126)2HKH'

In summary, the complexity of the algorithm is

O((n" 22" KM L(H)) = O((n"+oe ) KM £(H)),

where £(H) is the complexity of solving a linear program with H variables and 2H constraints.

This upper bound can be improved, although it should remain exponential in K and H. The
upper bound can also be improved in special cases. For example, if the tiers are noncrossing (e.g.
for all h and I/, either T}, and T}, are disjoint or one contains the other) then the 21 dependence
can be improved to just H.

Finally, we consider the validity of the algorithm. Consider an optimal solution (3 , ) to problem
(127-132). Writing L = L(4, ) by Lemma A.3 we may assume |L| < H. Without loss of generality,
we may assume that for each j ¢ L, either 3j =0 or 5]- = [i;7; for some i (and in the latter case
gy =1). ) ) R

Let 1 <i < K, j ¢ L be such that z505 = max;gr{z;0;}. Consider a given class S, and write
WS = > jes—r 2o Wilij. Let Q° be the vector with entries (¢f,q5,... ,qf{) where for 1 <1 < K,

5,Q,W)

qz-s = > jes—r1 Uij- Clearly, problem Pl is feasible, and by construction in Step 2,

K
> 5§-S’Q’W) < D D b = Y, 9 (138)

jeS—L jeS—L i=1 jES—L
Furthermore,
S,Q,W _ S,Q,W
2 jeS—L %) 55' ) _ djeS—L 20 Tj Hi Vi yi(j ) (139)
T3 [ 5[5
20 .. Qi i
_ o0 g MY (S,Q,W)
=277 3 3 e i (140)
jeES—L 1 270 N
- 57 7W
> 270 5 3 (wiy - )y (141)
JjeES—L 1
- S7 7W
> 270 Y Y wyy M — 15 -1 (142)
JES—L i
= 270w — 2795 — L] (143)
= 270 3" N wyg; — 2705 - L (144)
jES—L i
> Y S EA R 95 (145)
jes—r @ Yj M
o T b
_ Zies kT ye0g (146)
T3 pr
In other words,
N S,Q,W — _
Sowpdy — > @ 07O < 2T S— L (a5 5 ). (147)

jeES—L jeES—L
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Adding (147) over all classes S5, we obtain

Q5 WS _ _
Z Z xa ' Z Z x] ] SN < 20("_}[)(373#;7%) <
s=1 jeSs— s=1 jeSs—
< 2_9 (n—H ij < erQ (by choice of 6).

Finally, for each j € L let f(j) be that index i such that
K K K
[ (Z Yi-1 y2]> < 05 < iy <Z Vi yU) :
i=1 =1

By construction in Step 3, and (138) we have that

Zx] < o(L, f).

JjeL

Now (149) and (150) yield the desired result, thus proving the Theorem.H
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