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Abstract—This paper draws on employer-employee and longitudinal plant
data from Mexico to investigate the impact of exports on wage premiums,
defined as wages above what workers would receive elsewhere in the la-
bor market. We decompose plant-level average wages into a component
reflecting skill composition and a component reflecting wage premiums.
Using the late-1994 peso devaluation interacted with initial export propen-
sity as a source of exogenous changes in exports, we find that exports have
a significant positive effect on wage premiums and that the effect on wage
premiums accounts for essentially all of the medium-term effect of export-
ing on plant-average wages.

I. Introduction

A growing body of research suggests, in contrast to the
textbook model of perfectly competitive labor markets,

that firms’ wage policies matter for how much individual
workers are paid. Following the seminal work of Abowd,
Kramarz, and Margolis (1999, hereafter AKM), several re-
cent studies have fit simple models with individual and firm
fixed effects and have found that the firm effects account for
a substantial fraction of overall wage variation (Card, Hein-
ing, & Kline, 2013; Card, Cardoso, & Kline, 2015; Abowd
et al., 2018; Alvarez et al., 2018; Barth, Davis, & Freeman,
2018; Sorkin, 2018; Song et al., 2019; Lachowska, Mas, &
Woodbury, 2020). Firms appear to pay different wage pre-
miums, defined as wages above what individuals would earn
elsewhere on the labor market, and the evolution of those
premiums appears to be important for the broader evolution
of wage structures.
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Despite the recent advances, there has been comparatively
little empirical work on why firms pay wage premiums. What
leads some firms to pay more than others to similar workers?
Much of the recent literature has aimed to characterize the
extent of rent sharing with different groups of workers or
the contribution of firms to overall wage inequality, but not
to identify the causal determinants of wage premiums.1 The
recent review by Card et al. (2018) concludes with a call for
research to fill this gap.2

In this paper, we draw on a combination of employer-
employee and longitudinal plant data from Mexico to in-
vestigate one possible determinant: firms’ engagement in
export markets. It is well documented that exporting firms
tend to pay higher wages on average within narrow indus-
tries.3 There is growing evidence that this relationship is
causal—that exogenous increases in exporting lead firms to
pay higher wages on average (Verhoogen, 2008; Álvarez
& López, 2009; Kandilov, 2009; Bustos, 2011a; Brambilla,
Lederman, & Porto, 2012). But it remains unclear to what
extent these plant-level results reflect changes in wage pre-
miums as opposed to changes in workforce composition.
Several studies (discussed briefly below) have examined
the relationship between exporting and wages in employer-
employee data, but quasi-experimental evidence of the effect
of exporting on wage premiums remains thin.

We proceed in two steps. First, following Card et al.
(2013, hereafter CHK), we fit simple AKM-type models
in different periods and decompose plant-level wages into
a plant component, which we interpret as a plant-specific
average wage premium, and an average person component
reflecting average individual characteristics, including indi-
vidual effects that capture time-invariant ability.4 Because of
data constraints, discussed below, our baseline specification
focuses on the periods 1992 to 1994, 1996 to 1998, and 2000

1See for example, Card et al. (2015) on differences in rent sharing for
different groups, and Card et al. (2013), Barth et al. (2016, 2018), and Song
et al. (2019) on characterizing the role of firms in overall wage inequality.
Lazear and Shaw (2018) provide a useful overview.

2“The field continues to rely almost exclusively on observational studies
predicated on plausible, but ultimately debatable, identifying assumptions.
More research is needed applying (quasi-)experimental research designs
that convincingly tease out the mechanisms through which firm shocks are
transmitted to workers” (Card et al., 2018, p. 24).

3The first papers to document this pattern are Bernard and Jensen (1995,
1999). Brambilla, Chauvin, and Porto (2017) review the literature and
present evidence from 61 developing countries of a robust positive rela-
tionship between exporting and firm-level wages.

4In the Mexican manufacturing sector, the vast majority of firms are
single-establishment. For instance, the 2009 Economic Census in Mex-
ico reports that more than 75% of manufacturing firms with 51 or more
employees and more than 90% of manufacturing firms with 11 or more
employees are single-establishment. The data we use are at the plant level,
and unfortunately we do not know which firm a given plant is part of.
Hereafter we treat plants as decision makers.
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to 2002, which we refer to, respectively, as periods 1, 2, and
3. We conduct diagnostic exercises similar to CHK and find
that the data appear to be well described by a model with ad-
ditive individual and plant fixed effects within several-year
periods.

Second, following Verhoogen (2008), we use the late-
1994 peso devaluation as a source of exogenous changes in
exports in order to identify the effect of exporting on wage
premiums. The key idea is that not all Mexican plants were
equally well positioned to take advantage of the devaluation
to increase exports. Some were already active in the export
market or on the margin for entering, and others had little
hope of being able to export profitably. Empirically, we need
a measure of the propensity to increase exports that does not
reflect plants’ endogenous responses to the devaluation it-
self. Our preferred measure is predicted export status before
the devaluation, estimated flexibly using contemporaneous
plant characteristics. We interpret the interaction of initial
predicted export status and an indicator for the devaluation
as capturing the differential inducement to export generated
by the peso devaluation. We estimate instrumental variables
(IV) regressions of within-plant changes in wage premiums
(and other variables) on within-plant changes in export share
instrumented by this interaction. These regressions effec-
tively compare differential changes by initial export propen-
sity between periods 1 and 2, which span the devaluation,
to differential changes between periods 2 and 3, when there
was no devaluation.

Our main finding is that exporting has a robust, positive,
statistically significant effect on wage premiums. The mag-
nitude is economically significant: a 1 percentage point in-
crease in a plant’s export share (on an initial mean of 4%
overall, or 15% conditional on exporting) is associated with
approximately a 1% increase in plant-level wage premiums.
Our estimates suggest that essentially all of the effect of ex-
porting on average wages at the plant level is explained by
the increase in wage premiums, rather than by changes in
workforce composition, at least for the medium-term time
frame we are able to study. These results are robust to using
several different measures of export propensity and to in-
cluding an earlier, pre-crisis period (1988–1990) in the anal-
ysis. We conclude that exporting is an important determinant
of wage premiums among Mexican manufacturing firms.

Two broader implications seem particularly salient. First,
for the growing literature on the role of firms in wage set-
ting, our findings underline the causal role of product mar-
kets in shaping the evolution of wage distributions through
their effect on firms’ wage policies. Product market shocks
are potentially related to, but are conceptually distinct from,
shocks to productivity, which have been the focus of much
of the rent-sharing literature (reviewed, for instance, by Card
et al., 2018). Second, the paper contributes to a growing
body of evidence about how firms’ responses to trade shocks
contribute to wage inequality. Previous work has argued
that trade liberalization can increase wage dispersion across
firms within industries in developing countries, as larger,

more productive firms, which already tend to be higher
wage, take greater advantage of export opportunities, which
leads them to raise wages further (Verhoogen, 2008; Help-
man, Itskhoki, & Redding, 2017). This paper shows that the
increase in across-plant dispersion in our setting is largely
driven by plants’ wage policies rather than sorting on worker
ability.

This paper is mainly concerned with documenting the
reduced-form relationship between exporting and wage pre-
miums, rather than arguing for a particular theoretical mech-
anism. Several theoretical channels are consistent with the
empirical patterns. One is differential quality upgrading: in a
Melitz (2003)-type context, if firms sell higher-quality goods
to richer consumers on the export market and if produc-
ing higher-quality goods requires paying higher-efficiency
wages, then we would expect to see wage premiums rise with
exports (Verhoogen, 2008).5 A second possibility is fair-
wage concerns: if the exogenous increase in exporting is as-
sociated with an increase in profitability (as in many Melitz
(2003)-type models), firms may share profits in order to in-
duce workers to reciprocate with effort (Akerlof & Yellen,
1990; Egger & Kreickemeier, 2009, 2012; Amiti & Davis,
2012). A third possibility is that search frictions give rise to
match-specific rents and firm-worker bargaining, which may
lead wages to increase with exports.6 A fourth is that work-
ers’ idiosyncratic attachments to firms give firms monop-
sony power in setting wages and generate a positive effect
of product-demand shocks on wages and wage premiums, as
in the wage-posting model of Card et al. (2018).7 A fifth is
that managers pay high wages in order to ensure themselves
a quiet life rather than to maximize profits (Bertrand & Mul-
lainathan, 2003).8 These mechanisms (and others) are often
classified under the general heading of “rent sharing.” In this
paper, we do not take a stand on precisely which mechanism
is correct. Nevertheless, we believe that our results carry an
important implication for theoretical discussions by provid-
ing evidence against the supposition (traditional in the field
of international trade) of perfectly competitive, frictionless
labor markets, in which any relationship between exporting
and wages at the firm level is explained only by the sorting
of workers by skill.

5Verhoogen (2008, section III.B) suggests that the need to induce higher
effort through higher-efficiency wages is one of several possible reasons
why producing higher-quality goods may require paying higher wages.

6In Helpman et al. (2010), firms employ a fixed-cost screening technol-
ogy; as scale increases with increased exports, firms screen more inten-
sively, which increases the revenue per worker to be bargained over, which
in turn increases wages. In Coşar et al. (2016), firms face labor adjustment
costs, and the benefit of filling a position is greater for expanding firms
than shrinking ones, leading the bargained wage to be higher in such firms;
to the extent that increased exporting leads firms to expand, wages will also
increase. See also Davidson, Matusz, and Shevchenko (2008), Felbermayr,
Prat, and Schmerer (2011), Fajgelbaum (2016), and Bellon (2017).

7Although the Card et al. (2018) framework does not explicitly consider
exporting, it would be straightforward to extend it to do so. The model also
has the advantage that it provides an explicit microfoundation for the AKM
models we estimate below.

8This list of possible mechanisms is not exhaustive. Another is simply
that workers are unionized and are able to bargain for a share of firm profits.
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In addition to the research cited above, this paper is re-
lated to several streams of literature. In an early contribution
using firm-level data from collective bargaining contracts
in Canada, Abowd and Lemieux (1999) employed industry-
level import and export prices as instruments for quasi-rents
per worker (a measure of profitability when labor is valued
at its alternative wage) and found that greater quasi-rents led
to higher wages. In panel data on British firms, Van Reenen
(1996) related major innovations, which are arguably exoge-
nous, to wage changes at the firm level and found that quasi-
rents due to innovation were passed through to higher wages.
These early papers lacked data on individual workers and
hence were not able to definitively answer questions about
whether the wage changes reflected changes in wage premi-
ums or in skill composition.

A recent paper by Kline et al. (2019) also examines inno-
vation and rent sharing, with employer-employee data and
rich patent information from the United States. Under the
identifying assumption that the U.S. Patent Office’s initial
decision on a patent application is essentially random, con-
ditional on observable characteristics of the application and
firm, the authors find that each patent-induced additional
dollar of operating surplus yields a 29 cent increase in a
firm’s wage bill. Using a matching estimator in Finnish data,
Aghion et al. (2018) find that patents are associated with
higher wages for coworkers of inventors. Our paper is com-
plementary to these papers, showing that a very different
type of shock—to the set of markets a firm sells into, rather
than to the acquisition of patents—can also have sizable im-
pacts on wage premiums.

As noted above, this paper is also related to a number of
papers that have related exporting to wages in employer-
employee data, including Schank, Schnabel, and Wagner
(2007), Munch and Skaksen (2008), Davidson et al. (2014),
Baumgarten (2013), Klein, Moser, and Urban (2013), Irar-
razabal, Moxnes, and Ulltveit-Moe (2013), Hummels et al.
(2014), Krishna, Poole, and Senses (2014), Araújo and Paz
(2014), Macis and Schivardi (2016), Helpman et al. (2017),
Barth et al. (2018), and Garin and Silvério (forthcoming).9

Of these, the papers that employ a quasi-experimental (or
design-based) strategy to isolate the effect of exogenous
variation in exports—which are hence closest in spirit to
our paper—are Hummels et al. (2014), Araújo and Paz
(2014), Macis and Schivardi (2016), and Garin and Silvério
(forthcoming). Hummels et al. (2014) focus on the wage ef-
fects of offshoring (in Denmark) but also examine the wage

9An earlier version of the current paper (Frías, Kaplan, & Verhoogen,
2009) estimated a model that allowed more flexibility for changes over
time in the return to individual ability, using an approach pioneered by
Holtz-Eakin, Newey, and Rosen (1988), and found results broadly simi-
lar to those reported here. In this version, delayed in part by a change in
data access regime, we focus on simple AKM-type specifications estimated
in separate periods because the method is arguably more transparent and
more comparable to the literature as it has developed more recently. Many
of the papers cited above refer to the earlier version of this paper. In a
related short paper, Frías et al. (2012) show (without controlling for indi-
vidual effects) that exports increase within-plant wage inequality.

effects of exporting, using a different instrument from ours:
a weighted average of imports of particular goods by the
countries a firm exports to, using the firm’s initial export
shares as weights.10 Macis and Schivardi (2016) and Araújo
and Paz (2014) adopt modifications of the strategy of our
paper (as presented in an earlier version), but with certain
limitations. Macis and Schivardi (2016) seek to implement
a design similar to ours using the 1992 devaluation of the
Italian lira, but they find little evidence of a differential ef-
fect of the devaluation on exporting by firm size; in the end,
they regress estimates of wage premiums on current export
share, without instrumenting, letting the coefficient on ex-
port share differ before and after devaluation. In Brazilian
data, Araújo and Paz (2014) examine differential trends be-
tween larger and smaller firms in a period after a devaluation
(2000–2004) relative to a period before a devaluation (1995–
1998), but do not consider changes that span the devaluation
year (1999) itself.11 Garin and Silvério (forthcoming) con-
struct firm-specific export shocks due to differential changes
in the import demands of the countries to which Portuguese
firms export, in the spirit of Hummels et al. (2014), and re-
lates the shocks to the wage changes of workers initially em-
ployed in the corresponding firm, but does not consider the
change in AKM-type firm effects as an outcome.

The next section describes our econometric strategy in
more detail. Section III describes the data and briefly pro-
vides background on the peso crisis. Section IV presents re-
sults from the first step of our econometric procedure, esti-
mating wage premiums at the plant level. Section V presents
results from the second step, estimating the effect of exports
on the estimated wage premiums. Section VI concludes.

II. Econometric Strategy

Our estimation strategy has two parts. We first use the
administrative employer-employee data to decompose plant-
level wages into a plant component due to wage premiums
and an average person component due to skill composition.
We then relate changes in those components to the export
shock brought about by the peso devaluation, linking the
employer-employee results to longitudinal survey data on
manufacturing plants.

Within a given (several-year) period, we assume that the
log wage of person i in time t is given by

wit = αi + ψJ (i,t ) + X ′
itβ + εit , (1)

where αi is a time-invariant individual effect; J (i, t ) indicates
the plant in which person i is employed in year t ; ψJ (i,t ) is
the corresponding plant effect; Xit is a vector of time-varying

10As the authors acknowledge, this strategy is subject to the concern that
demand shocks are correlated between Denmark and the trading partners.

11As a result, Araújo and Paz (2014) capture delayed responses to the
devaluation by firm size, but not the short-term differential impact of the
devaluation. Further differences are that they have access to a limited set
of firm characteristics (lacking, for example, domestic sales and capital
intensity) and do not employ an IV strategy.
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observables; and εit is a mean-zero error term. This specifi-
cation follows AKM and CHK.12

We interpret the individual effect αi as portable ability,
invariant during a given several-year period, compensated
equally in all firms. The plant effect ψJ (i,t ) reflects a pre-
mium (or discount) paid by plant j = J (i, t ) to all employ-
ees. In Xit , we include tenure and its square, year effects, and
a polynomial in age. Following CHK and Card et al. (2015),
we drop the linear term (which is collinear with the indi-
vidual and year effects) and include the square and cube of
recentered age (age −40). We define the “person” compo-
nent to be the individual effect plus the contribution of the
other observables: sit = αi + X ′

itβ.
The identifying assumption is that the error term εit is un-

correlated with the other covariates in all years (within a
given several-year period), a sufficient condition for which
is

E (εit |Xi1 . . . XiT , ψ1 . . .ψJ , αi) = 0. (2)

In the employer-employee literature, equation (2) is referred
to as a conditional random mobility assumption, since it
requires that, conditional on observables, an individual’s
current-period idiosyncratic shock is uncorrelated with the
plant in which she is employed. While equation (2) rules
out sorting across plants on the basis of contemporaneous
shocks to individual ability, it allows for many salient forms
of sorting. For instance, as CHK point out, it allows for sort-
ing on time-invariant ability (e.g., higher turnover among
lower-ability workers), as well as for the possibility that
workers are more likely on average to move from low- to
high-wage plants than vice versa (since we condition on
ψ1 . . .ψJ ). In section IV, we present evidence, following
CHK, that the model, equations (1) and (2), summarizes well
the wage and mobility patterns in the data.

We face an important choice about how to define the
several-year periods within which to estimate this model.
As discussed in section III, the employer-employee data are
available for 1985 to 2005, but the plant panel with export
information is available on a consistent basis only for 1993
to 2003. The peso devaluation occurred in December 1994,
and the crisis played out over the next several months. We
need the first period to be clearly pre-devaluation, but we
also need information on export status. Our preferred solu-
tion is to use 1992 to 1994 as the pre-crisis period. We do
not use the crisis year 1995. To maintain equally spaced pe-
riods, we use 1996 to 1998 as the first post-crisis period and
2000 to 2002 as the second post-crisis period. We will refer
to 1992 to 1994, 1996 to 1998, and 2000 to 2002 as periods
1, 2, and 3, respectively.13

12Card et al. (2018) provide a theoretical justification for this specifica-
tion in a model in which workers have idiosyncratic attachments to par-
ticular plants and either different worker skill groups are substitutes in the
production function or the plants face the same supply elasticity from these
different groups.

13In a robustness check using the employer-employee data alone, we will
also present estimates for 1988 to 1990, which we refer to as period 0. The

As discussed in Abowd, Creecy, and Kramarz (2002),
unique solutions for the estimates of the person and plant
effects can only be obtained within a set of plants linked by
worker switchers during the period (a connected set). As has
become standard in the literature, we focus on the largest
connected set of plants in each period. We will see that
the largest connected sets capture a smaller share of plants
and workers than has typically been the case in developed-
country settings, but also that they capture almost all of
the plants in the plant panel (for which we have export
information).

Under assumption (2), for plant j′ in year t ′, the ex-
pected plant-level wage can be expressed as the sum of two
components,

E (wit | j′, t ′) = ψ j′ + E (αi + X ′
itβ︸ ︷︷ ︸

=sit

| j′, t ′), (3)

where the conditioning on Xi1, . . . , XiT , ψ1, . . . , ψJ , αi is
omitted but should be understood. The first term is the plant
component, the wage premium paid by the plant. The sec-
ond term is the expected person component, which captures
average workforce skill. To generate sample analogues of
these components, we fit model (1) and recover the estimated
plant components and a plant-year-level average of the esti-
mated person components, which we refer to as the aver-
age person component. Computationally, we estimate equa-
tion (1) using the preconditioned conjugate gradient (PCG)
algorithm in Matlab, following CHK. We estimate the model
separately by (three-year) period.14

It is worth emphasizing that although the individual ef-
fects, αi, are assumed to be constant within three-year pe-
riods, they are allowed to vary across periods. Hence, if
the peso devaluation generated an increase in the general-
equilibrium return to skill in the economy, it would be
captured by an increase in the individual effects, αi, for
higher-skilled individuals relative to the αi for lower-skilled
individuals from period 1 to period 2.

Once we have recovered the plant and average person
components, the next step is to determine the effect of ex-
porting on them. As noted above, our strategy uses the late-
1994 peso devaluation as a source of exogenous variation in
the incentive to export. The devaluation represented a ma-
jor shock to the Mexican economy and was unexpected un-
til very shortly before it occurred. The peso lost approxi-
mately 50% of its nominal value in a few days in December

three-year windows are narrower than have typically been considered in
the literature, but we note that others have used even narrower windows
(Lachowska et al., 2023). It is important to acknowledge that because of
the short windows, there may be few switchers and hence limited mobility
bias. We return to this issue below.

14Estimating the plant components requires a normalization in each year.
(Intuitively, the question is which of the many plant effects to omit from the
regression.) When one seeks to compare plant effects for different subpop-
ulations, as in Card et al. (2015), the normalization is an important choice.
In our case, we do not compare across groups within year, and we will
include year effects, which will absorb the normalization, in all regressions
below. Our estimates are thus invariant to the choice of normalization.
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FIGURE 1.—REAL EXCHANGE RATE

Real exchange rate calculated as e×CPI(US)/CPI(Mexico), where e is peso/US$ nominal exchange rate. Data from IMF International Financial Statistics.

1994. Figure 1 plots the real exchange rate over the 1989–
2004 period. Exports rose sharply, with approximately 85%
destined for the U.S. market. Using a balanced panel of
manufacturing plants, the construction of which will be ex-
plained in section III, figure 2 illustrates the shift toward
the export market: average export share (calculated as to-
tal exports over total sales for the panel as a whole) jumped
sharply, and the share of plants with positive exports rose
from approximately 30% to 45% of the sample.15

To use the devaluation as a source of variation in our
context, we need to focus on differences in its effects at
the plant level. As discussed briefly above, a number of
heterogeneous-firm models in the spirit of Melitz (2003)
have the feature that initially larger, more capable plants,
which have a higher propensity to export, are more likely
to increase exports in response to a shock such as a deval-
uation. In a subset of these models, the increase in exports
is associated with an increase in wage premiums.16 In such
frameworks, a devaluation generates a greater increase in

15The peso crisis was a much larger shock than the North American
Free Trade Agreement (NAFTA), which had taken effect in January 1994.
Mexico’s main trade liberalization came with its entrance into the General
Agreement on Tariffs and Trade in the mid-1980s, and by 1994 the vast
majority of Mexican imports were covered by tariffs of 20% or less. Aver-
age U.S. tariffs on goods from Mexico were on the order of 3% to 5%. In
the majority of cases, NAFTA phased out existing tariffs slowly over time.
Relative to the exchange-rate devaluation, the year-by-year tariff changes
were small.

16For instance, in the Melitz (2003)-type theoretical framework of Ver-
hoogen (2008), plants differ in an underlying “capability” parameter, there
is a fixed cost of exporting, and firm capability and worker quality are

the incentive to export—and in exports—for more capable,
larger, higher-export-propensity plants than for less capable,
smaller, lower-export-propensity ones.

Motivated by these observations, we adopt an economet-
ric specification of the following form,

�y j p = θ�e j p + γ̂λ j p−1 + ξkp + ζr p + u j p, (4)

where j indexes establishments and p indexes periods; �y j p

is the change in an outcome variable (e.g., the plant compo-
nent or average person component) between periods p − 1
and p; �e j p is the change in export share between periods
p − 1 and p; λ̂ j p−1 is a measure of export propensity (or
other proxy for plant capability), discussed below; and ξkp,
ζr p, and u j p are an industry-period effect, a region-period
effect, and a mean-zero disturbance, respectively. For vari-
ables that vary by year, we average over years within a pe-
riod. Note that equation (4) is effectively in first differences,
with time-invariant firm characteristics differenced out.

There are a number of reasons why the change in export
share, �e j p, might be correlated with the error term, u j p,

complements in determining product quality. In equilibrium, more capable
firms are larger, pay higher wages, produce higher-quality goods, and are
more likely to export in cross-section. In response to an exogenous induce-
ment to export such as a devaluation, more capable plants increase exports,
increase average product quality, and raise wages relative to less capable
firms in the same industry. If producing higher-quality products requires
employing especially motivated workers (i.e., if high-quality workers are
those who supply high effort, where effort is noncontractible), which in
turn requires paying higher efficiency wages, then the increase in exports
is accompanied by an increase in wage premiums.
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FIGURE 2.—SHIFT TO EXPORT MARKET, EIA PANEL

Data from 1993–2003 EIA (balanced) panel of 3,518 plants. Export percentage of sales calculated as (total exports for all plants)/(total sales for all plants). Plants with exports greater than 0 classified as exporters.
See the data appendix for details.

biasing OLS estimates of the coefficient of interest, θ. On the
one hand, positive productivity shocks at the plant level may
lead to both greater exports and higher wages, generating a
positive bias in the OLS coefficient. On the other hand, a
positive labor supply shock to a plant would be expected to
lead to both lower wages and greater exports, generating a
negative bias in OLS. Other biases are also possible.17

To address the endogeneity of export changes, we instru-
ment �e j p with the interaction of export propensity in the
previous period and an indicator for the devaluation shock.
Since the devaluation occurred in late 1994, that is, between
our periods 1 and 2, the indicator is “on” for p = 2 (explain-
ing changes from p = 1 to p = 2) and 0 otherwise. Letting
P2 denote this indicator, the instrument is λ̂ j p−1 × P2. The
instrument can be interpreted as capturing the differential in-
ducement to export created by the peso devaluation, which
we take to be exogenous. Any stable differential trends for
plants with different export propensities (or capabilities) will
be captured by the uninteracted λ̂ j p−1 term in equation (4).
The IV estimate of θ will reflect only the differential changes
in export share between period 1 and period 2 (spanning the
late-1994 devaluation), but will not capture stable trends.18

17For instance, a positive demand shock specific to the domestic market
would likely lead to greater investment, a higher capital-labor ratio, higher
wages, and a lower export share (since domestic sales appear in the de-
nominator of export share), generating a negative bias in OLS.

18In addition to the the IV specification, equation (4), we also report the
corresponding reduced form,

�y j p = ϕ(̂λ j p−1 ∗ P2 ) + γ̃ λ̂ j p−1 + ξ̃kp + ζ̃r p + ũ j p, (5)

Note that this strategy requires that the differential in-
crease in the incentive to export be larger from period 1 to
period 2 (when the devaluation intervened) than from pe-
riod 2 to period 3 (a period of real-exchange-rate appre-
ciation); it does not require that the differential change be
0 between periods 2 and 3. Interestingly, we will see that
there was little differential change in export behavior in the
later years, despite the appreciation of the peso. This fact is
hinted at already in figure 2, which shows that the average
export share was roughly constant from 1996 through 2003,
despite the peso appreciation.19 The asymmetry in response
to exchange-rate changes may have to do with the facts that
exporting requires upfront, sunk investments and that firms,
once they have paid these sunk costs, will strive to main-
tain export contacts and destination market share in order

where ξ̃kp, ζ̃r p, and ũ j p are again an industry-period effect, a region-period
effect, and a mean-zero error. This reduced-form specification is similar to
the approach of Verhoogen (2008). That paper estimated OLS models of
the form

�y j p = μ + λ̂ j p−1πp + ξ̃k + ζ̃r + ν j (6)

separately by period, with p = 1993, 1997, 2001, and then compared π1997
to π2001. Except for the fact that here we consider three-year periods
(1992–1994, 1996–1998, and 2000–2002) in place of individual years
(1993, 1997, and 2001), the difference in coefficients π2001 − π1997 in that
paper maps directly to the OLS estimate of ϕ in our reduced form, equa-
tion (5). Verhoogen (2008) used log domestic sales as the proxy, λ̂ j p−1,
rather than export propensity. We present results using the same proxy in a
robustness check in section V.

19The fraction of plants with positive exports behaved similarly, with a
slower increase at the beginning and tailing off a bit more at the end, but
the basic story is the same.
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to avoid having to pay the sunk costs again in the future
(Roberts & Tybout, 1997; Das, Roberts, & Tybout, 2007).
The key point for our purposes is that there was a sharp,
exogenously driven, differential increase in exports from pe-
riod 1 to 2 and not from period 2 to 3.

An important step in the implementation of our approach
is to choose the measure of export propensity, λ̂, which
serves as a proxy for plants’ likelihood of responding to the
exchange-rate devaluation by increasing exports. In this pa-
per, our preferred measure is predicted export status. We first
estimate the following linear-probability model in a prelimi-
nary stage:

1(e jt > 0) = Z ′
jt ak + brt + ckt + v jt , (7)

where k indexes four-digit industries; 1(e jt > 0) is an in-
dicator for whether plant j has positive exports in period
t ; Zjt is a vector of plant characteristics; ak is a vector of
coefficients on those characteristics, which we allow to
vary across four-digit sectors; brt and ckt are state-year
and sector-year fixed effects; and v jt is a mean-zero dis-
turbance. In our preferred specification, the vector Zjt con-
tains third-degree polynomials in log employment (hours)
and log sales and linear terms for log capital-labor ratio,
log value-added per worker, log investment per worker, the
white-collar share of employment (hours), and an indica-
tor for whether the plant has 10% or more foreign own-
ership. Note that only contemporaneous characteristics are
included as covariates. The predicted values from this re-
gression, which depend only on contemporaneous observ-
ables and the coefficient estimates from equation (7), are an
estimate of export propensity. We average these at the period
level; the average for plant j in period p − 1 is the λ̂ j p−1

term included in equation (4).
To check robustness, we present results using several

other proxies. One is predicted export share rather than pre-
dicted export status, constructed using export share, e jt , as
the outcome variable in equation (7). A potential concern
is that measurement error in sales could lead to a spurious
positive correlation between average sales in p − 1 and the
change in average export share (which has total sales in the
denominator) from p − 1 to p. Similarly, measurement er-
ror in employment (from the EIA survey) could generate a
spurious positive correlation between average employment
in p − 1 and the change in the average capital labor ratio or
the average hourly wage in the EIA survey from p − 1 to p
(which are used as outcomes in equation (4) in some specifi-
cations). One would expect predicted export status to be less
subject to these concerns than predicted export share (and
indeed is our preferred measure of export propensity for this
reason), but as further checks, we present results in which
sales or employment (and variables derived from them) are
omitted from the preliminary stage. To facilitate comparison
with previous work, we also consider plant size and total
factor productivity as proxies for plant capability.

We conduct three further robustness checks. First, we in-
clude an earlier period, 1988 to 1990 (which we refer to as
period 0), for which only the employer-employee data are
available, in addition to the three periods we have already
identified as periods 1, 2, and 3. This allows us to compare a
“placebo” change between two preshock periods (periods 0
and 1) to the change between periods that span the shock (pe-
riods 1 and 2). Because we do not observe export share in the
employer-employee data, we use the reduced-form model,
equation (5) in note 18, for this check, as described below.
Second, we estimate the effect of exporting on the wages of
stayers, workers who are continuously employed in a given
firm over two periods. This specification does not use the
AKM methodology and does not require the conditional ran-
dom mobility assumption, equation (2). It is analogous to
estimating a model with job-spell fixed effects. Third, we
check the assumption of a linear relationship between pre-
dicted export status and changes in export share and other
outcomes embedded in our model, equation (4). In the pres-
ence of fixed costs of exporting, the relationship may not
be linear or even monotonic.20 We present estimates similar
to our baseline model but include indicators for quartile of
the predicted export status distribution in place of the lin-
ear term. All three of these further robustness checks yield
results similar to our baseline estimates.

Our causal interpretation of the results relies on the as-
sumption that the devaluation affected wage outcomes dif-
ferentially within industries only through its impact on the
incentives of plants to export. Verhoogen (2008) considered
a number of reasons why this assumption might be vio-
lated, if, for instance, the devaluation affected larger and
smaller firms within industries differently for reasons un-
related to exporting. Readers are referred to that paper for
more extensive discussion, but two points are worth reem-
phasizing. First, the assembly-for-export (maquiladora) sec-
tor in Mexico provides a sort of additional placebo test.
Maquiladoras exported essentially all of their output both
before and after the devaluation, so there was not a differ-
ential within-industry shock to exporting in this broad sec-
tor. But if the macro shock had a differential within-industry
impact through a channel other than exporting, one would
expect it to show up among maquiladoras as well as non-
maquiladoras. Consistent with our interpretation, there was
no differential change in plant-level wages between larger
and smaller maquiladora plants during the peso-crisis pe-
riod. Second, it does not appear that differential access to
credit markets can explain the empirical patterns. While
there is evidence that exporting plants faced a lower cost
of capital than nonexporters, likely due to greater access
to foreign capital, they also had a greater share of dollar-
denominated loans before the crisis and hence their balance

20For instance, Bustos (2011b) finds that Argentinian firms in the third
quartile of the firm-size distribution respond more than those in the highest
quartile to a multilateral trade liberalization.
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TABLE 1.—SUMMARY STATISTICS, IMSS INDIVIDUAL-LEVEL DATA, LARGEST CONNECTED SETS

avg. daily wage
(raw, 2002 pesos)

avg. daily wage
(winsorized, 2002 pesos)

year # individuals # establishments avg. age fraction male mean std. dev. mean std. dev.

1988 4,813,280 219,015 31.44 0.72 152.90 727.68 119.24 63.05
1989 5,474,761 235,765 30.97 0.70 158.50 640.48 130.00 74.59
1990 6,202,204 253,573 30.76 0.69 152.04 427.17 128.59 79.09
1992 7,007,431 298,743 30.81 0.68 169.47 271.40 149.05 95.53
1993 6,929,394 301,639 31.11 0.68 190.29 254.97 159.40 106.09
1994 7,109,067 302,213 31.29 0.68 201.12 266.48 162.78 110.33
1996 7,260,643 296,641 31.58 0.67 147.44 193.03 116.93 81.88
1997 7,816,910 309,762 31.54 0.67 148.37 201.05 118.07 84.10
1998 8,205,521 316,307 31.66 0.67 150.85 182.16 120.80 86.50
2000 9,396,001 360,718 31.93 0.65 160.49 185.94 130.33 92.57
2001 9,261,411 374,332 32.47 0.65 169.14 191.87 138.23 97.93
2002 9,303,348 380,401 32.84 0.65 171.96 193.72 140.95 99.00

Sample is from IMSS employer-employee records after cleaning steps 1–7 in appendix A.1. Sample includes individuals who earn a positive wage in an establishment for which municipality and industry
are observed, are ages 14 to 64, and are employed in an establishment in the largest connected graph of establishments in their respective period (among 1988–1990, 1992–1994, 1996–1998 and 2000–2002).
Winsorization is at the 10th and 90th percentiles. Wages are reported in both “raw” (i.e., pre-winsorized) and winsorized form. See section III and appendix A.1 for further details. Average 2002 exchange rate: 9.60
pesos/US$1.

sheets were more adversely affected by the devaluation.
These effects appear to have offset. There was no differen-
tial within-industry change in the cost of capital that would
explain the differential wage changes.21

III. Data and Background

The employer-employee data we use are from the admin-
istrative records of the Instituto Mexicano del Seguro Social
(IMSS), the Mexican social security agency. In principle, all
private Mexican employers are required to report wages for
their employees to IMSS and to pay social security taxes
on the basis of their reports. In practice, only about half of
private sector-remunerated employees are reported to IMSS
(and hence considered formal), and half are unreported (and
considered informal); see appendix table B1. While the size
of the informal sector seems large by developed-country
standards, it is not out of line for countries at Mexico’s in-
come level.22 At the level of individuals, the IMSS data con-

21A further possible concern is that plants (within industries) differ in
the extent to which they import inputs and that they were differentially
affected by the devaluation for this reason. But the import share of inputs
is positively correlated with plant size and export status, so this effect, if
present, would tend to suggest that higher-export-propensity plants were
more negatively affected by the devaluation than lower-export-propensity
plants were, making it more difficult for us to find the positive (relative)
wage effects that we find. Another possible concern is that we do not allow
the return to ability to change within periods, and the peso devaluation
might have affected the general-equilibrium return to skill. But note that
we estimate the model, equation (1), separately by periods before and after
the devaluation, allowing the individual effect to differ across periods. A
one-time effect of the devaluation on the return to ability will be captured
by the period-specific individual effects. Also, a previous version of this
paper (Frías et al., 2009) allowed for year-by-year changes in the return to
ability (see note 9) and found broadly similar results.

22See Schneider and Enste (2000). The employment figures for manufac-
turing in the IMSS data in 1993 differ by less than 10% from independently
reported figures in the 1993 Industrial Census, suggesting that underre-
porting of employment is not especially severe in the social security data
(Kaplan et al., 2004, 2005). Samaniego de la Parra and Fernández Bujanda
(forthcoming) takes advantage of newly available information on the em-
ployers of respondents to a household survey and documents substantial

tain information on age, sex, daily wage (including bene-
fits), and state and year of the individual’s first registration
with IMSS. Unfortunately, they do not contain information
on education levels or other individual characteristics. At the
establishment level, the data contain only industry and loca-
tion. We have access to the IMSS data from 1985 to 2005.
Our sample-selection and cleaning procedures for the IMSS
data are described in appendix A.1. After cleaning, we ob-
serve between 5.26 and 10.15 million individuals per year
over the period. Summary statistics for the cleaned IMSS
data are reported in appendix table B2.

The plant-level data are from the Encuesta Industrial An-
ual (EIA) [Annual Industrial Survey], conducted by the In-
stituto Nacional de Estadísticas y Geografía (INEGI), the
Mexican statistical agency. For reasons discussed in ap-
pendix A.2, we focus on a balanced panel for the 1993–2003
period, which we refer to as the “EIA panel.” After cleaning,
there are 3,518 plants with complete EIA information in ev-
ery year over this period. Summary statistics by export sta-
tus for the EIA panel for 1993 are in appendix table B3. The
differences between exporters and nonexporters are similar
to those documented in other data sets: exporters are larger,
more capital intensive, and higher-wage than nonexporters,
and they make up a minority of plants in each industry.

The EIA data have been linked to the IMSS employer-
employee data using establishment name, location (munici-
pality and state), and street address. Although in principle all
plants appearing in the EIA should also appear in the IMSS
data, it has only been possible to link approximately 2,800
of the 3,518 plants from the EIA panel to the IMSS data in
each year.

As noted above, we estimate wage premiums using the
largest connected set in each period. Table 1 reports sum-
mary statistics from the IMSS data for the largest connected

informal employment in formal establishments but relatively modest rates
(less than 5%) in larger plants (100 or more employees) in manufacturing,
which are our focus here.
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sets in each period—period 1 (1992–1994), period 2 (1996–
1998), and period 3 (2000–2002), as well as period 0 (1988–
1990), which will be used in our robustness check below.
Comparing to appendix table B2, we see that the largest con-
nected sets typically include roughly half the number of es-
tablishments in the full IMSS data set in each year, a smaller
share than has typically been the case in developed coun-
tries. This is in part because of the high rate of informality
in Mexico, in part because we focus on three-year periods
(in contrast to, for instance, AKM and Abowd et al., 2002,
who focus on a single twelve-year period, and CHK, who
focus on seven-year periods), and in part because the estab-
lishment size distribution in Mexico is skewed to the left rel-
ative to, for instance, the United States (Hsieh & Klenow,
2014). But the limited coverage of the largest connected sets
does not appear to be a severe problem for our purposes, for
two reasons. First, although they cover a minority of estab-
lishments, the largest connected sets cover a large majority
of workers—approximately 90%. Second, and perhaps more
important, the largest connected sets include almost all of the
larger plants in manufacturing that appear in the EIA panel,
for which we observe exporting behavior. Appendix table B4
reports the number of EIA panel plants that can be linked to
the IMSS data, by connected set status, for each of our three
main periods. Of the EIA plants that can be linked to the
IMSS data, 98% or more are in the largest connected set in
each year.

Once the EIA panel has been linked to the IMSS data,
we impose the requirement that plants be in the largest con-
nected set in periods 1 to 3. The resulting panel contains
2,621 plants. We refer to this sample as the EIA-IMSS panel.
Table 2 reports summary statistics for the EIA-IMSS panel
for 1993. Comparing to appendix table B3, this panel is
on average quite similar to the EIA panel. As mentioned
above, once the plant and person components have been cal-
culated in the IMSS data, we collapse the EIA-IMSS panel
to the plant-period level, averaging across years within plant
period.23

An important caveat to our study is that our estimates
of wage premiums are valid only conditional on individu-
als being formally employed in formal establishments, and
our estimates of the effect of exporting on those premiums
are valid only conditional on plants appearing in the EIA-
IMSS panel, in which large firms are overrepresented. As
suggested above, many individuals in Mexico are not for-
mally employed, even if they work in formal establishments,
and many establishments are either not formally registered,
are outside of manufacturing, or are too small to appear in
the EIA. In these senses, our results should not be consid-

23For the plant and person components, we average over 1992 to 1994,
1996 to 1998, and 2000 to 2002; for the EIA variables, we average over
1993 to 1994, 1996 to 1998, and 2000 to 2002, since the EIA data we use
begin in only 1993. In the robustness check using IMSS data to extend
back to 1988 to 1990, we include the plants in the EIA-IMSS panel for
which IMSS information is also available in 1988 to 1990. There are 2,314
such plants.

TABLE 2.—SUMMARY STATISTICS, EIA-IMSS PLANT PANEL, 1993

(1) (2) (3)
nonexporters exporters all plants

Sales 139.37 281.03 181.69
(6.53) (16.71) (6.89)

Employment (workers) 188.55 333.29 231.79
(5.56) (13.42) (5.74)

Employment (hours) 451.84 782.59 550.65
(13.46) (31.87) (13.72)

White-collar share 0.30 0.33 0.31
(0.00) (0.01) (0.00)

K/L 139.96 177.47 151.17
(5.35) (9.20) (4.66)

Hourly wage 42.79 58.12 47.37
(0.55) (1.15) (0.53)

Foreign ownership indicator 0.08 0.29 0.14
(0.01) (0.02) (0.01)

Export share of sales 0.15 0.04
(0.01) (0.00)

Import share of material purchases 0.14 0.30 0.19
(0.01) (0.01) (0.01)

N 1838 783 2621

The table reports statistics using 1993 data for the EIA-IMSS (balanced) panel of plants. Standard
errors of means in parentheses. Exporter defined as export sales above 0. Employment and wage infor-
mation is from EIA data. Hours are in thousands per year. White-collar share is hours of employment
for white-collar workers (empleados, nonproduction) over hours for blue-collar workers (obreros, pro-
duction). Foreign ownership indicator takes the value 1 if foreign ownership share is more than 10%, 0
otherwise. Export share is a fraction of total sales derived from exports. Sales are measured in millions of
2002 Mexican pesos, capital-labor ratio in thousands of 2002 pesos, and average daily wage in 2002 pesos.
Average 2002 exchange rate: 9.60 pesos/US$1. For further details, refer to section III and appendix A.2.

ered representative of the Mexican economy as a whole. At
the same time, our data are arguably representative of larger
manufacturing plants, the subpopulation of plants for which
exporting is a realistic possibility.

IV. Estimating Wage Premiums

As described in section II, the first step of our approach
is to estimate the AKM-type model, equation (1), in the
IMSS individual-level data, separately for periods 1, 2, and
3. Before presenting the estimates, we provide evidence for
the validity of the conditional random mobility assumption,
equation (2). Following CHK, we show simple event-study
plots of average wage changes between firms in different
quartiles of the distribution of wages paid to coworkers. For
these plots, to ensure that we can observe two years be-
fore and two years after a job transition (again following
CHK), we focus on four-year periods, 1992 to 1995 and
2000 to 2003.24 Figures 3 and 4 show the mean real wages of
movers; to reduce clutter, we focus on workers leaving firms
in quartiles 1 and 4. As in CHK, two features stand out. First,
the wage trends before and after job switches are parallel
across the different types of transitions; there are no Ashen-
felter (1978)-type dips or rises before transitions. If the indi-
vidual time-varying productivity shocks, εit , were determin-
ing job transitions, we would expect positive wage changes
prior to movement to a higher-quartile plant and negative
changes prior to movement to a lower-quartile plant. Second,

24The requirement that we observe two years before and two years after
means that we must focus on transitions between the middle two years of
each period, 1993 to 1994 or 2001 to 2002.
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314 THE REVIEW OF ECONOMICS AND STATISTICS

FIGURE 3.—MOVERS’ MEAN REAL WAGES, IMSS DATA, 1992–1995

Sample is all workers observed over 1992 to 1995 in the IMSS database (after cleaning steps 1 to 6 described in appendix A.1) who changed job between 1993 and 1994 and held both the preceding and new job for at
least two years. Each line corresponds to a transition between types of firms classified by quartiles of the average coworkers’ wage.

FIGURE 4.—MOVERS’ MEAN REAL WAGES, IMSS DATA, 2000–2003

Sample is all workers observed over 2000 to 2003 in the IMSS database (after cleaning steps 1–6 described in appendix A.1) who changed job between 2000 and 2001 and held both the preceding and new job for at
least two years. Each line corresponds to a transition between types of firms classified by quartiles of the average coworker’s wage.
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TABLE 3.—ESTIMATION RESULTS FOR AKM-TYPE MODEL, PER PERIOD

(1) (2) (3)
Period 1 Period 2 Period 3

1992–1994 1996–1998 2000–2002

Number of individuals 10,121,284 11,155,022 13,137,161
Number of plants 394,672 402,213 479,088
Summary of parameter estimates

Std. dev. individual effect 0.451 0.441 0.445
Std. dev. plant effect 0.362 0.390 0.423
Std. dev. Xb 0.144 0.196 0.164
Corr. individual/plant effects 0.007 0.060 0.054
Corr. individual effect/Xb 0.145 0.019 0.068
Corr. plant effect/Xb 0.116 0.112 0.092
RMSE of AKM residual 0.184 0.189 0.189
Adjusted R-squared 0.916 0.919 0.923

Additional statistics
Std. dev. of log wages 0.637 0.665 0.682
N 21,045,892 23,283,074 27,960,760

The table shows statistics from the estimation of equation (1) for periods 1992–1994, 1996–1998, and
2000–2002 separately. Sample is described in notes to table 1. Individual effects are estimates of αi , plant
effects are estimates of ψJ (i,t ) , and Xb are estimates of X ′

it β in equation (1). Covariates included in Xit
are age squared, age cubed (both recentered at 40), tenure, tenure squared, and year effects.

the wage change for workers moving from one quartile to
another has approximately the same magnitude as (and op-
posite sign of) the change for workers moving in the oppo-
site direction.25 If the εit contained an employer-employee
match-specific effect that also affected workers’ mobility,
we would expect the gain for workers moving to a higher
quartile to be larger than the loss for those making the op-
posite move.26 Both features suggest that the data are well
described by a model with a fixed individual component, a
fixed plant component, time-varying observables, and a ran-
dom shock uncorrelated with mobility.

We now turn to estimation of the AKM-type model, equa-
tion (1). We estimate plant and person components for all in-
dividuals in the largest connected sets described by table 1,
separately by period, for periods 1, 2, and 3. Table 3 reports
key statistics. There are several points to notice. First, the
model has a high in-sample predictive power, with adjusted
R2 above 90%, as in other studies in the literature. Second,
we see that the standard deviations of the individual effects
remain relatively constant, but the standard deviations of the
plant components increase over time, foreshadowing our re-
sults below that the plant-level response to the export shock
is explained primarily by changes in wage premiums.27

25Appendix figures B2 and B3 make the symmetry clear visually. Ap-
pendix figures B4 and B5 are similar to figures 3 and 4, but use nominal
wages instead of real wages. The patterns are similar.

26As Card et al. (2018) point out, models with a worker-firm match com-
ponent tend to predict that workers who move will see wage increases,
irrespective of whether they move to higher or lower quartiles.

27The results in table 3 indicate that the plant effects explain about 32%
of the overall wage variance in period 1, and the share rises over time. This
share is larger than has been observed in developed-country contexts (e.g.,
in Germany; Card et al., 2013) or Italy (Kline et al., 2020), which both
find that plant or firm effects account for approximately 20% of the overall
wage variance. But Kline et al. (2020) find that for younger workers, firm
effects make up about 31% of overall wage variance. We believe that it is
plausible that the Mexican labor market, where it is arguably more difficult
for firms to observe employment track records than in developed-country
settings, is similar to labor markets for younger workers in developed coun-
tries on this dimension. Also, Engbom and Moser (2022) find that plant ef-

Third, there is little evidence of negative correlation between
estimated person and plant effects.

One might be concerned that the use of three-year periods
and the high rate of informality in our context might limit the
number of observed plant-to-plant switches and exacerbate
what Abowd et al. (2004) call “limited mobility bias.” Small
numbers of switchers can generate a negative bias in the cor-
relation between individual and plant effects (Andrews et al.,
2008) which can be substantial (Maré & Hyslop, 2006; An-
drews et al., 2012). One way to address this concern is to
conduct the “leave-out” estimation of variance components
recently proposed by Kline et al. (2020). This entails esti-
mating our model in each period in the leave-one-out con-
nected set, that is, the set of plants that remain connected
once any single worker has been removed from the sample.
Appendix table B5 reports the results of the variance decom-
position, for both the standard AKM estimates and the Kline
et al. (2020) leave-out estimates, for this restricted sample.
As in Kline et al. (2020), the leave-one-out connected sets
are substantially smaller than the largest connected sets used
above. But reassuringly, the variance estimates are quite sim-
ilar using the two methods, with the variances due to individ-
ual and plant effects just slightly smaller than the standard
AKM estimates, suggesting that limited mobility bias is not
severe in our context. It is also worth noting that if the lim-
ited mobility bias is constant across periods, it will be differ-
enced out when we look at within-firm changes in the plant
and average person components. Given the similarity of the
Kline et al. (2020) and AKM results for the leave-one-out
connected sets, our preferred approach is to continue using
the standard AKM estimates, which allow us to maintain a
larger sample size in the second-step estimation of the effect
of exporting.

V. Estimating the Effect of Exporting
on Wage Premiums

This section estimates the relationship between exporting
and the estimated plant and average person components
using the IV specification in equation (4). As a prelimi-
nary step, we construct the measures of export propensity
discussed in section II. Given that we are allowing the coeffi-
cients on the covariates in Zj p in equation (7) to vary by four-
digit sector, of which there are 50, it is challenging to com-
municate the estimates in a concise way. Rather than report
all parameters (1,596 total in the full model, 550 if we do not
report industry-year or state-year effects), appendix table B6
simply averages the coefficients and standard errors across
the four-digit industry interactions. Appendix table B7
shows that, as expected, the measures of export propensity
constructed in the preliminary stage are highly correlated in
cross-section with plant size (measured by log employment)
as well as the main outcomes we consider: capital intensity,

fects explain between 26% and 30% of the overall wage variance in Brazil
for 1994 to 1998, shares that are similar to what we find.
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TABLE 4.—BASELINE ESTIMATES, EFFECT OF EXPORTING

(1) (2) (3) (4) (5) (6)
� export

share
� log
K/L

� log avg. hourly
wage (EIA)

� avg. log daily
wage (IMSS)

� plant
component

� avg. person
component

A. OLS
� export share 0.010 0.017 0.014 0.041 −0.028

(0.083) (0.038) (0.023) (0.026) (0.024)
init. pred. export status 0.198∗∗∗ 0.145∗∗∗ 0.112∗∗∗ 0.095∗∗∗ 0.019

(0.043) (0.020) (0.013) (0.017) (0.015)
B. First stage and reduced form

init. pred. export status × devaluation 0.123∗∗∗ 0.061 0.125∗∗∗ 0.137∗∗∗ 0.133∗∗∗ 0.007
(0.017) (0.086) (0.041) (0.026) (0.033) (0.030)

init. pred. export status −0.005 0.169∗∗∗ 0.086∗∗∗ 0.047∗∗∗ 0.033 0.015
(0.010) (0.058) (0.025) (0.016) (0.024) (0.021)

F -stat 55.549
C. IV

� export share 0.495 1.015∗∗∗ 1.111∗∗∗ 1.080∗∗∗ 0.053
(0.667) (0.347) (0.249) (0.290) (0.233)

init. pred. export status 0.172∗∗∗ 0.091∗∗∗ 0.052∗∗∗ 0.038 0.015
(0.053) (0.025) (0.018) (0.024) (0.019)

6-digit industry × period effects Y Y Y Y Y Y
region (state) × period effects Y Y Y Y Y Y
N (plants) 2621 2621 2621 2621 2621 2621
N (obs) 5242 5242 5242 5242 5242 5242

The dependent variables (at top) are changes between periods (p − 1 and p). The excluded instrument is the interaction between predicted export status (predicted using equation (7), reported in appendix table B6)
in period p − 1 and an indicator for the devaluation that equals 1 for period 2, and 0 otherwise. Panel A reports OLS regressions, panel B reports the first stage in column 1 and reduced-form results in columns (2)–(6),
and panel C reports the corresponding IV regressions. Sample is the EIA-IMSS panel. Export share is fraction of total sales derived from exports. Robust standard errors in parentheses. ∗10% level, ∗∗5% level, and
∗∗∗1% level.

plant-average wages from the EIA and IMSS data, and the
plant and average person components.

Table 4 presents our baseline estimates of equation (4),
using our preferred specification for predicted export sta-
tus (from column 1 of appendix table B6) as the proxy, λ̂.
Panel A presents OLS estimates; the correlation of export
increases and wages changes is close to 0 and not statisti-
cally significant. Column 1 of panel B reports the first stage:
the relationship between the excluded instrument (initial pre-
dicted export status, λ̂ j p−1, interacted with a period 2 indi-
cator, P2) and the change in export share is strong, with an
F -statistic of 55.5. Columns 2 to 6 of panel B present the
reduced form corresponding to our IV specification, and we
see a strong relationship between the excluded instrument
and changes in plant-level average wages and the plant com-
ponents, but not in capital intensity or average person com-
ponents. Panel C presents the IV estimates, which display an
economically and statistically significant positive effect of
changes in export share on changes in plant-average wages
and plant components. A 1% increase in export share is asso-
ciated with approximately a 1.1% increase in plant-average
wages (in either the EIA or IMSS data) and in plant compo-
nents. Strikingly, there is a near-zero effect of exporting on
average person components. Essentially all of the increase in
plant-average wages is explained by increases in wage pre-
miums, not by changes in the composition of the workforce.
The estimates in columns 3 to 5 of panel C are notably larger
than the corresponding OLS estimates in panel A. This dis-
parity is consistent with the idea that there is an omitted-
variable bias in OLS due to labor-supply shocks: if the
labor supply to a plant increased idiosyncratically for exoge-
nous reasons, we would expect the plant to pay lower wages

and to increase exports. (Because its costs would be lower,
it would be more competitive on the export market.) This
would generate a negative bias in the OLS estimates. Other
exogenous shocks to labor costs would have similar effects.
The panel C estimates also indicate stable differential trends
in capital intensity and plant-average wages between plants
with different initial export propensities, as captured by the
uninteracted initial predicted export status term. The coeffi-
cients for changes in plant components and average person
components are also positive but not significant; the point es-
timates suggest that the lion’s share of the differential trend
in plant-average wages is accounted for by trends in plant
components. But the key point is that even controlling for
such differential trends, the devaluation-induced increase in
exporting between period 1 and period 2 had a significant
effect on plant-average wages and wage premiums.

To explore robustness to the method of constructing ex-
port propensity, table 5 presents similar specifications us-
ing three additional measures. To save space, we focus on
the IMSS wage outcomes and do not report OLS specifi-
cations.28 In panel A, which uses predicted export share in
place of predicted export status, the first stage is a bit weaker
than in our baseline estimates, with an F -statistic of 23.62,
but the IV estimates are statistically indistinguishable from
those in table 4. The same is true for the results in pan-
els B and C, which drop either employment (and variables
that depend on it) or sales (and variables that depend on it)
from the preliminary-stage estimation of export propensity.

28The results for the other outcomes and OLS are similar to those in
table 4.
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TABLE 5.—EFFECT OF EXPORTING, USING ALTERNATIVE MEASURES OF EXPORT PROPENSITY

(1) (2) (3) (4)
� export share � avg. log daily wage � plant comp. � avg. person comp.

A. Predicted export share as proxy
1. First stage and reduced form

init. pred. export share × devaluation 0.279∗∗∗ 0.307∗∗∗ 0.304∗∗∗ 0.011
(0.057) (0.075) (0.081) (0.077)

init. pred. export share 0.026 0.090∗∗ 0.050 0.042
(0.033) (0.039) (0.056) (0.051)

F -stat 23.619
2. IV

� export share 1.099∗∗∗ 1.088∗∗∗ 0.040
(0.332) (0.345) (0.265)

init. pred. export share 0.062 0.021 0.041
(0.057) (0.069) (0.054)

B. Predicted export status as proxy, employment omitted from preliminary stage
1. First stage and reduced form

init. pred. export status, no emp. × devaluation 0.127∗∗∗ 0.163∗∗∗ 0.161∗∗∗ 0.004
(0.018) (0.028) (0.036) (0.034)

init. pred. export status, no emp. −0.010 0.051∗∗∗ 0.046∗ 0.005
(0.011) (0.016) (0.026) (0.023)

F -stat 48.383
2. IV

� export share 1.285∗∗∗ 1.267∗∗∗ 0.034
(0.280) (0.322) (0.254)

init. pred. export status, no emp. 0.063∗∗∗ 0.058∗∗ 0.005
(0.019) (0.025) (0.020)

C. Predicted export status as proxy, sales omitted from preliminary stage
1. First stage and reduced form

init. pred. export status, no sales × devaluation 0.116∗∗∗ 0.134∗∗∗ 0.136∗∗∗ 0.001
(0.017) (0.026) (0.034) (0.030)

init. pred. export status, no sales −0.002 0.041∗∗∗ 0.029 0.013
(0.011) (0.016) (0.024) (0.021)

F -stat 46.052
2. IV

� export share 1.153∗∗∗ 1.168∗∗∗ 0.009
(0.272) (0.322) (0.250)

init. pred. export status, no sales 0.044∗∗ 0.031 0.013
(0.019) (0.025) (0.020)

6-digit industry × period effects Y Y Y Y
region (state) × period effects Y Y Y Y
N (plants) 2,621 2,621 2,621 2,621
N (obs) 5,242 5,242 5,242 5,242

Specifications similar to panels B–C, columns 1, 4–6, of table 4. See sections II and V for details of export propensity measures. Robust standard errors in parentheses. ∗10% level, ∗∗5% level, and ∗∗∗1% level.

Overall, the empirical patterns appear not to depend on the
details of the construction of export propensity.

For purposes of comparison to previous work, we also re-
port results using plant size and TFP as proxies for plant
capability in appendix B. In part because we effectively
constrain the relationship between the proxies and export
propensity to be the same across sectors, the first stage is
weaker in these specifications, but the results are qualita-
tively consistent with the results using predicted export sta-
tus or share.

As an additional robustness check, we compare changes
between periods 1 (1992–1994) and 2 (1996–1998) to
changes between similarly spaced periods before the deval-
uation. As discussed in appendix A.2, we are not able to use
EIA plant-level data prior to 1993 and hence do not observe
the change in export share from period 0 to period 1, which
prevents us from estimating our IV specification. However,
we are able to estimate a corresponding reduced form, as
follows. We define period 0 to be 1988 to 1990 and estimate

the AKM-type model, equation (1), for the largest connected
set for this period. We then select establishments in the EIA-
IMSS panel for which AKM estimates are also available in
period 0, yielding a balanced panel of 2,316 plants observed
over the four periods, 0 to 3. Using data from periods 1 to
3, we estimate a preliminary-stage linear probability model,
equation (7), using only a third-degree polynomial in log em-
ployment in the vector of covariates, Zj p.29 Using the coef-
ficients from this regression and IMSS information on em-
ployment, we generate predicted export status for all four
periods, 0 to 3. Panel A of table 6 reports cross-sectional
correlations of this measure of export propensity and the
wage outcomes; the results are broadly similar to those in the
EIA-IMSS panel (see appendix table B7). Panel B of table
6 reports regressions period-by-period, of changes in the de-
pendent variables on the initial level of export propensity. As

29In the IMSS data, employment is a head count measure; hours are not
observed.
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TABLE 6.—DIFFERENTIAL EFFECT OF DEVALUATION, IMSS 1988–2002 PANEL

(1) (2) (3)
avg. log daily wage (IMSS) plant comp. person comp.

A. Cross-sectional correlations, period 1
pred. export status, period 1 0.371∗∗∗ 0.319∗∗∗ 0.052∗

(0.051) (0.038) (0.029)

� avg. log daily wage (IMSS) � plant comp. � person comp.

B.1 Outcomes: changes from period 0 to 1
pred. export status, period 0 (π1) 0.043∗ 0.038 0.006

(0.025) (0.026) (0.025)
B.2 Outcomes: changes from period 1 to 2

pred. export status, period 1 (π2) 0.175∗∗∗ 0.152∗∗∗ 0.022
(0.027) (0.034) (0.031)

B.3. Outcomes: changes from period 2 to 3
pred. export status, period 2 (π3) 0.059∗∗∗ 0.000 0.060∗∗

(0.022) (0.035) (0.029)
C. Differences in coefficients

π2 − π1 0.131∗∗∗ 0.114∗∗∗ 0.017
(0.036) (0.043) (0.040)

π3 − π2 −0.115∗∗∗ −0.151∗∗∗ 0.038
(0.035) (0.048) (0.043)

6-digit industry effects Y Y Y
region (state) effects Y Y Y
N 2,314 2,314 2,314

Sample is plants in EIA-IMSS panel that are also in largest connected set in period 0 (1988–1990). Variables are from IMSS data. Panel A reports three separate cross-sectional regressions of the dependent variable
at top on average log employment in period 1, analogous to table B.7. Panels B1 to B3 report three separate regressions each, of the dependent variable at the top (i.e., change for indicated period) on average log
employment in the previous period. See discussion in section V for details. All regressions include industry and state effects and have sample size indicated at bottom. Panel C reports differences in coefficients from
panel B and the standard errors on the differences. Robust standard errors in parentheses. ∗10% level, ∗∗5% level, and ∗∗∗1% level.

discussed in note 18, if only periods 1 to 3 were included, the
difference in coefficients between panels B.2 and B.3 would
be precisely the estimate of the coefficient ϕ in the reduced-
form model, equation (5).30 The advantage of viewing the
results period-by-period in this way is that we can compare
the coefficient in panel B.1 (for the change from period 0 to
period 1) to the coefficient in panel B.2 (for the change from
period 1 to period 2), separately from the comparison be-
tween the coefficients in panels B.2 (π2) and B.3 (π3). Panel
C reports these differences in coefficients and their standard
errors. The coefficients for (changes in) both plant-average
log wages and the plant component are significantly larger
for the periods spanning the peso crisis (periods 1 and 2, π2)
than for either the two earlier periods (periods 0 and 1, co-
efficient π1) or the two later periods (periods 2 and 3, π3).
The magnitudes of the differences in coefficients are simi-
lar when making either the earlier or later placebo compar-
ison (with sign flipped, as expected given that we preserve
chronological order when taking the differences). The mag-
nitudes are also similar to the reduced-form estimates in our
baseline specification, in panel B of table 4. Overall, the ta-
ble is consistent with our previous findings.

As a further robustness check, we consider the effect of
the export shock on the wages for stayers, employees con-
tinuously employed in a given plant for consecutive periods.
Table 7 reports first-stage, reduced-form, and IV results sim-
ilar to columns 1 and 4 of table 4, but where the change in
the average log daily wage of stayers is the outcome of in-

30The coefficients in panels B.1 to B.3 correspond to estimates of πp in
equation (6).

TABLE 7.—DIFFERENTIAL EFFECT OF DEVALUATION, IV ESTIMATES,
STAYERS ONLY

(1) (2)
� export

share
� avg. log daily

wage, stayers

A. First stage and reduced form
init. pred. export status × devaluation 0.124∗∗∗ 0.115∗∗∗

(0.017) (0.022)
init. pred. export status −0.005 0.085∗∗∗

(−0.005) (0.085)
F -stat 56.293

B. IV
change in export share 0.927∗∗∗

(0.206)
init. pred. export status 0.090∗∗∗

(0.016)
6-digit industry × period effects Y Y
region (state) × Period effects Y Y
N 2,619 2,619

In column 2, the plant-level average wage has been computed using only workers who did not change
jobs between periods (stayers). Sample is plants in EIA-IMSS panel for which a change in average log
wage for stayers could be constructed both between periods 1 and 2 and between periods 2 and 3. (Of the
2,621 EIA-IMSS panel plants, two did not have stayers between one pair of these periods.) Export share
is fraction of total sales derived from exports. Robust standard errors in parentheses. ∗10% level, ∗∗5%
level, and ∗∗∗1% level.

terest. As mentioned in section II, this is analogous to es-
timating a model with job-spell fixed effects, as in several
existing papers.31 The estimates are identified by variation
in wages within firm-worker matches in response to changes
in export share at the plant level. Despite the very different
approach, the reduced-form and IV coefficients in column 2

31This specification is not exactly equivalent to an individual-year-level
specification with job-spell effects, because we have collapsed the data at
the period level and define as a stayer any worker who appears in a given
plant in at least one year of two consecutive periods.
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are very similar to the baseline estimates for changes in wage
premiums in table 4, column 5. It is reassuring that the
estimates for stayers are similar to those using the AKM
methodology, which is based on switchers between plants.

As a final check, we present estimates where we include
indicators for quartile of the predicted export status distri-
bution in place of the linear term (appendix table B11). Al-
though this coarsening of the export propensity proxy weak-
ens the first stage somewhat, the estimates are consistent
with our approach above. The relationship between quartile
of export propensity interacted with the devaluation indica-
tor and changes in export share (column 1), plant average
wages from the employer-employee data (column 4), and the
plant component (column 5) are monotonic and seem plau-
sibly approximated by a linear relationship.

VI. Conclusion

This paper has investigated the role of exporting in shap-
ing Mexican plants’ wage policies, in particular the payment
of wage premiums, defined as wages above what individu-
als would earn elsewhere on the labor market. We have es-
timated simple AKM-type models separately by three-year
periods, to decompose plant-average wages into a plant com-
ponent (interpreted as an average wage premium) and an
average person component. We have argued that the peso
devaluation of late 1994 generated a greater export induce-
ment for plants with higher initial export propensity and
have found that increased exporting led plants to increase
wage premiums. The increase in the plant component can
explain essentially all of the differential increase in plant-
average wages arising from the export shock over the period
we study. The findings highlight the causal importance of
trade shocks, and product-market shocks more generally, in
determining wage premiums at the firm level.

Three questions seem particularly worthy of further re-
search. First, how persistent are the effects on wage premi-
ums? In theoretical models in which an initial rise in wage
premiums with increased exporting is due to search frictions,
one would expect wage premiums to decline gradually over
time. We have found that the effects persist over six to eight
years, but it remains an open question whether firms grad-
ually reduce premiums over a longer period. The fact that
we find differences of similar magnitude when comparing
to a predevaluation “placebo” as to a postdevaluation one
suggests that the effects were persistent. But answering this
question definitively will require a longer data series follow-
ing a trade shock.

Second, to what extent did the differential increase in
wage premiums in response to the peso devaluation con-
tribute to aggregate wage inequality in Mexico? Our paper
suggests a mixed response to this question. On one hand, the
export shock led plants with greater initial export propensity,
which were already larger and paid higher wages and wage
premiums, to increase wages and wage premiums further.
In this sense, the effect of exports on wage premiums tended

to increase within-industry inequality. On the other hand, the
fact that we find limited effects on skill composition suggests
that the effect of the export shock on the general-equilibrium
return to skill may have been limited. A fuller accounting of
the role of firms’ wage policies in overall inequality in Mex-
ico is a task for future work.

Third, to what extent do the income levels (or other char-
acteristics) of destination markets matter for how export de-
mand shocks get transmitted into wage premiums? There
is increasing evidence that destination income, as opposed
to the volume of exports per se, matters for plant-average
wages (Brambilla et al., 2012) and other input prices (Bas-
tos, Silva, & Verhoogen, 2018). But since more than 80%
of Mexican exports go to the United States, we do not
have the variation to investigate the effect of destination in-
come on wage premiums in our setting. This question awaits
an application in a setting with greater diversity of export
destinations.
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