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ABSTRACT

We propose a new algorithm for closed queueing networks and related product-form models
based on numerical inversion of the generating function of the normalization constant (or
partition function). It is known that the generating function of the normalization constant often
has a remarkably simple form, but numerical inversion evidently has not been considered before.
We also show that moments of steady-state distributions can be calculated directly by only
performing two inversions. For closed queueing networks with p closed chains, the generating
function is p dimensional. For these generating functions, the algorithm recursively performs p
one-dimensional inversions. The required computation grows exponentially in the dimension, but
we show that the dimension can often be reduced dramatically by exploiting special structure.
Other key ingredients in the algorithm are scaling and the computation of large sums efficiently
by Euler summation. Numerical examples indicate that this new algorithm can usefully
complement previous algorithms.

1. Introduction

Closed queueing networks have played a major role in the performance analysis of computer
systems, communication systems and other complex systems. The success of these models is
largely due to the effective recursive algorithms that have been developed for computing the
difficult normalization constant (or partition function), such as the convolution algorithm, MVA
and RECAL, which are reviewed in Lavenberg [8] and Conway and Georganas [7]. While these
recursive algorithms have been very successful, they do encounter difficulties when the model
becomes large in one way or another. Thus, special approaches for analyzing large closed
networks also have been developed, such as the one based on asymptotic expansions of integral
representations in McKenna and Mitra [9].

In this paper we propose a radically different algorithm for calculating the performance
measures of closed queueing networks and related product-form models, which we believe
usefully complements existing algorithms, because it applies to both large and small models. In
contrast to the recursive approach of the non-asymptotic algorithms, we directly calculate the
difficult normalization constant at a desired argument (total population vector) by numerically
inverting its generating function. Moreover, we directly calculate mean queue lengths by
performing only two inversions.
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Our algorithm depends upon having a convenient expression for the generating function of the
normalization constant and an effective numerical inversion algorithm. Generating functions of
normalization constants are discussed in Bertozzi and McKenna [2], but it has long been known
that these generating functions can be useful; see Reiser and Kobayashi [10]. For numerical
inversion, we rely on the LATTICE-POISSON algorithm in Abate and Whitt [1] as extended in
Choudhury, Lucantoni and Whitt [6].

In the present paper we give a concise account of our algorithm for closed queueing networks;
an expanded discussion appears in [3]. The algorithm also applies to other product-form models.
We treat the special cases of circuit-switched communication network models and resource-
sharing models in [4,5]. The basic algorithm is the same for these other models; in [4,5] we show
that the generating functions again have relatively simple expressions and we develop appropriate
scaling algorithms.

2. Multi-Chain Networks with Only SS and IS Queues

We consider multi-chain closed queueing networks with only single-server (SS) and infinite-
server (IS) queues. An SS queue is often referred to as a service center with load-independent
service rate.

In describing the model, to a large extent we follow Bertozzi and McKenna [2]. Let p denote
the number of closed chains and let M ≥ p be the number of job classes. Let N be the number of
queues, with the understanding that queues 1 , . . . , q are SS, while queues q + 1 , . . . , N are IS.
As usual, the SS queues must have one of the product-form disciplines such as processor sharing.
In the case of first-come first-served (FCFS), the service times of all job classes at that queue are
assumed to have an exponential distribution with a common mean. We call the pair (r , i) a stage
where r is a job class and i is a queue. Let C j be the set of stages associated with the j th closed
chain. Let K j be the fixed number of jobs in the j th closed chain and let K ≡ (K 1 , . . . , K p ) be
the total population vector. Let n ri be the number of jobs of class r at queue i and let
n ≡ (n ri ; 1 ≤ r ≤ M , 1 ≤ i ≤ N) be the job vector, which is the state variable. Let

n i =
r = 1
Σ
M

n ri . Let S(K) be the state space of allowable job vectors, i.e.,

S(K) = {n : n ri ∈Z + and
(r,i) ∈C j

Σ n ri = K j , 1 ≤ j ≤ p} (2.1)

where Z + is the set of nonnegative integers. Let e ri be the visit ratio of stage (r , i), obtained from
solving the traffic rate equations using the routing matrix (which we do not introduce explicitly).
let t ri be the mean service time for class r at queue i and let ρri′ = t ri e ri be the relative traffic
intensities.

With this notation, the steady-state probability mass function is

p(n) = g(K) − 1 f (n) , (2.2)

where the normalization constant or partition function is

g(K) =
n∈S(K)

Σ f (n) (2.3)

and

f (n) =



 i = 1
Π

q
n i !

r = 1
Π
M

n ri !

ρri′
n ri

_ ____








i = q + 1

Π
N

r = 1
Π
M

n ri !

ρri′
n ri

_ ____





. (2.4)
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As shown in (2.25) of Bertozzi and McKenna [2], the generating function of g(K) has a
remarkably simple form. Allowing for multiplicities in the denominator factors, it is

G(z) ≡
K 1 = 0
Σ
∞

. . .
K p = 0
Σ
∞

g(K)
j = 1
Π

p
zj

K j =

i = 1
Π
q ′ 



1 −

j = 1
Σ
p

ρ j i z j





m i

exp


j = 1
Σ
p

ρ j0 z j



_ _________________ , (2.5)

where m 1 + . . . + m q ′ = q and ρ j i are aggregate relative traffic intensities, i.e.,

ρ j0 =
i = q + 1
Σ
N

(r,i) ∈C j

Σ ρj i′ and ρ j i =
(r,i) ∈C j

Σ ρri′ , 1 ≤ i ≤ q , (2.6)

We calculate the normalization constant g(K) by numerically inverting G(z) in (2.5).

We can also calculate moments by preforming only two inversions. We start with the known
expression for the mean of the number, say q 1i , of chain 1 customers at queue i, namely,

E[q 1i ] =
k = 1
Σ
K 1

ρ1i
k g(K − k1 j )/ g(K) (2.7)

where 1 j is the vector of 0’s except a 1 in the j th place; e.g., see (3.258) of Lavenberg [8].

We rewrite (2.7) as

E[q 1i ] = ρ1i
K 1

g(K)
h(K)_____ − 1 , h(K) =

k = 0
Σ
K 1

ρ1i
− kg(k, K 2 ) (2.8)

and K 2 ≡ (K 2 , . . . , K p ). We then see that the generating function of h(K) is

H(z) ≡
K 1 = 0
Σ
∞

. . .
K p = 0
Σ
∞

h(K)
j = 1
Π

p
zj

K j =
1 − z 1

G(z 1 /ρ 1i ,z 2 , . . . , z p )_ ___________________ . (2.9)

We thus can calculate E[q 1i ] via (2.8) by two inversions, one to calculate g(K) and the other to
calculate h(K). The same approach can also be used for higher moments [3].

3. Dimension Reduction

Our approach to inverting the p-dimensional generating functions is to recursively perform p
one-dimensional inversions. In general, the computational complexity is exponential in the
dimension p, but a dramatic reduction in computation often occurs due to special structure if we
perform the one-dimensional inversions in a good order.

We look for conditional decomposition. We select d variables which we are committed to
invert. We then look at the generating function with these d variables fixed, and we write the
function of the remaining p − d variables as a product of factors, where no two factors have any
variables in common. The maximum dimension of the additional inversion required beyond the
designated d variables is equal to the maximum number of the p − d remaining variables
appearing in one of the factors, say m. The overall inversion can then be regarded as being of
dimension d + m. The idea, then, is to select an appropriate d variables, so that the resulting
dimension d + m is small.

To carry out this dimension reduction, we exploit the representation of the generating function
G(z) as a product of factors, i.e.,
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G(z) =
i = 1
Π
m

Ĝ i ( ẑ i ) (3.1)

where m ≥ 2 and ẑ i is a subset of {z 1 ,z 2 , . . . , z p }. (Here the same variable z j may appear in
more than one factor.) We assume that each Ĝ i ( ẑ i ) cannot be further factorized into multiple
factors, unless at least one of the latter is a function of all variables in the set ẑ i .

We now represent the conditional decomposition problem as a graph problem. We construct
a graph, called an interdependence graph, to represent the interdependence of the variables z k in
the factors. We let each variable z k be represented by a node in the graph. For each factor
G i ( ẑ i ) in (3.1), form a fully connected subgraph Γ i by connecting all nodes in the set ẑ i . Then

let Γ =
i = 1
∪
m

Γ i .

Now for any subset D of Γ, we identify the maximal connected subsets S i (D) of Γ − D; i.e.,
S i (D) is connected for each i, S i (D) ∩S j (D) = ∅ when i ≠ j and

i
∪ S i (D) = Γ − D. Let A

be the cardinality of the set A. Then the dimension of the inversion resulting from the selected
subset D is

inversion dimension = D +
i

max {S i (D)} . (3.2)

For the small-to-moderate number of variables that we typically encounter, we can choose a
subset D to minimize (3.2) by inspection or by enumeration of the subsets of Γ in increasing order
of cardinality. Since our overall algorithm is likely to have difficulty if the reduced dimension is
not relatively small (e.g., ≤ 10), it is not necessary to consider large sets D in (3.2).

4. The Basic Algorithm

Given the p-dimensional generating function G(z), we first do the dimension reduction
analysis to determine the order of the variables to be inverted. Given that the order has been
specified, we perform (up to) p one-dimensional inversions recursively.

To represent the recursive inversion, we define partial generating functions by

g ( j) (z j ,K j + 1 ) =
K 1 = 0
Σ
∞

. . .
K j = 0
Σ
∞

g(K)
i = 1
Π

j
z i

K i for 1≤ j≤p , (4.1)

where z j = (z 1 ,z 2 , . . . , z j ) and K j = (K j ,K j + 1 , . . . , K p ) for 1≤ j≤p. Let z 0 and K p + 1 be
null vectors. Clearly, K = K 1 ,z = z p , g (p) (z p , K p + 1 ) = G(z) and g ( 0 ) (z 0 ,K 1 ) = g(K).

Let I j represent inversion with respect to z j . Then the step-by-step nested inversion approach
is

g ( j − 1 ) (z j − 1 ,K j ) = I j [g ( j) (z j , K j + 1 ) ] , 1 ≤ j ≤ p , (4.2)

starting with j = p and decreasing j by 1 each step. In the actual program implementation, we
attempt the inversion shown in (4.2) for j = 1. In order to compute the righthand side we need
another inversion with j = 2. This process goes on until at step p the function on the righthand
side becomes the p-dimensional generating function and is explicitly computable.

In each step we use the LATTICE-POISSON inversion algorithm in [1] with modifications to
improve precision and allow for complex inverse function as in [6]. We show below the
inversion formula at the j th step. For simplicity, we suppress those arguments which remain
constant during this inversion, letting g j (K j ) = g ( j − 1 ) (z j − 1 ,K j ) and G j (z j ) = g ( j) (z j ,K j + 1 ).
With this notation, the inversion formula (4.2) is
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g j (K j ) =
2l j K j rj

K j

1_ ________
k1 = 0
Σ

l j − 1

e
−

l j

πik1_ ____

k = − K j

Σ
K j − 1

( − 1 ) kG j (r j e l j K j

πi(k1 + l j k)_ __________

) − e j , (4.3)

where i = √ − 1 , l j is a positive integer and e j represents the aliasing error, which is given by

e j =
n = 1
Σ
∞

g j (K j + 2nl j K j ) rj
2nl j K j . (4.4)

Note that, for j = 1, g 1 (K 1 ) = g(K) is real, so that G 1 (z
_

1 ) = G 1 (z 1 )
_ ______

. This enables us to
cut the computation in (4.3) by about one half [3].

To control the aliasing error, we choose r j = 10 − a j for a j = γ j /2l j K j . Then (4.4) becomes

e j =
n = 1
Σ
∞

g j (K j + 2nl j K j ) 10 − γ j n . (4.5)

As is clear from (4.5), a bigger γ j decreases the aliasing error. Also, as explained in [6], the
parameter l j controls roundoff error, with bigger values causing less roundoff error. An inner
loop of the inversion requires more accuracy than an outer loop since the inverted values in an
inner loop are used as transform values in an outer loop. With a goal of about eight significant
digit accuracy, the following sets of l j and γ j typically are adequate: i) l 1 = 1 , γ 1 = 11,
ii) l 2 = l 3 = 2, γ 2 = γ 3 = 13, iii) l 4 = l 5 = l 6 = 3, γ 4 = γ 5 = γ 6 = 15, assuming that
computations are done using double-precision arithmetic. It is usually not a good idea to use the
same l j for all j, because then more computation is done to achieve the same accuracy.

In [1,6] the inverse function was mainly assumed to be a probability, so that the aliasing error
e j in (4.5) could be easily bounded. In contrast, here the normalization constants may be
arbitrarily large and therefore the aliasing error e j may also be arbitrarily large. Thus, we scale the
generating function in each step by defining a scaled generating function as

G
_ _

j (z j ) = α 0 j G j (α j z j ) , (4.6)

where α 0 j and α j are positive real numbers. We invert this scaled generating function after
choosing α 0 j and α j so that the errors are suitably controlled.

5. Scaling

The most difficult aspect of the numerical inversion is choosing the scaling parameters in
(4.6). A general scaling strategy is described in Section 2.2 of [3] and a detailed scaling
algorithm for the class of closed queueing networks considered here is developed in Section 5 of
[3]. Here we describe the resulting scaling algorithm. From this quick description, it should be
clear that the scaling is not difficult to implement. We set

α 0 j = e − α j ρ j0 and α j =
i

Min


 ρ j0

K j_ ___ ,
ρ
_

j i

a i j_ ___




, (5.1)

where

a i j =


l = 1
Σ
N i j

K j + 2l j K j + l

K j + l_ ___________




1/2l j K j

, N i j = m
_ _

i − 1 +
k = j + 1
Σ
p

K k η ki , (5.2)

ρ
_

j i =
i
1_ _

k = 1
Σ
i

ρ̃ r j , ρ̃ j i > 0 , m
_ _

i =
k = 1
Σ
i

m̃ k , (5.3)

with ρ
_

j i = 0 if ρ̃ j i = 0, η ki = 1 if ρ ki ≠0 and 0 otherwise, {ρ̃ j i : 1 ≤ i ≤ q ′ } being a sorted
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version in decreasing order of magnitude of {ρ j i /( 1 −
k = 1
Σ
j − 1

ρ kiz k) : 1 ≤ i ≤ q ′ } and

{m̃ i : 1 ≤ i ≤ q ′ } is the rearranged version of {m i : 1 ≤ i ≤ q} associated with {ρ̃ j i }.

6. Other Algorithm Features

The inversion algorithm given by (4.2) and (4.3) with scaling (4.6) is really a family of
algorithms, one for each vector l ≡ (l 1 , . . . , l p ). Our experience is that there exists a minimum
vector l min ≡ (l 1 , min , . . . , l p, min ) such that the algorithm will be sufficiently accurate whenever
l ≥ l min . However, the required computation increases as l increases, so we do not want l larger
than necessary. Typically l 1 , min = 1, l 2 , min = l 3 , min = 2, l 4 , min = l 5 , min = l 6 , min = 3, etc.

In addition to being a means to achieve greater accuracy, we use the vectors l to verify the
accuracy. If we run the algorithm with l A and l B , where l A , l B ≥ l min , l A ≠ l B and the answers
agree up to t significant places (with large t, say 6 or higher), then we claim that both answers are
almost surely accurate up to t significant places.

In [1,6] the Euler transformation (or summation) is used to calculate infinite series arising in
the inversion of Laplace transforms. We also use Euler summation here to speed up the
calculation of large finite series in (4.3). Consider partial sums

S j =
k = 0
Σ
j

( − 1 ) ka k . (6.1)

Euler summation approximates S ∞ by

E(m ,n) = S n + ( − 1 ) n + 1

k = 0
Σ

m − 1
( − 1 ) k 2 − (k + 1 ) ∆ka n + 1 =

k = 0
Σ
m 

2
m

2 − kS n + k , (6.2)

where ∆ is the finite-difference operator. We use the Euler sum on the inner sums in (4.3)
whenever K j is large. We typically use n = 11 and m = 20 or 40.

7. A Numerical Example

In this section we give numerical results for our algorithm applied to one closed queueing
network example. Other examples are discussed in [3]. We calculate the normalization constant
g(K) in (2.3) for specified population vectors K from the generating function G(z) in (2.5). Thus
the parameters are the number of chains, p, the number of distinct single-server queues, q ′ , the
multiplicities m i , the aggregate relative traffic intensities ρ j i , 1 ≤ j ≤ p, 0 ≤ i ≤ q ′ , and the
desired population vector K.

Note that the normalization constant g(K) only depends on these parameters p ,q ′ ,m i ,ρ j i and
K. Hence, we do not fully specify the model. In particular, we do not give the routing
probabilities or the mean service times. Thus, there are many detailed models consistent with our
partial model specifications. One possible routing matrix consistent with the data that we provide
is a cyclic routing matrix, all of whose entries are 0’s and 1’s, which yields visit ratios e ri = 1
for all stages (r , i). If we consider this case, then t ri = ρri′ and the throughputs coincide with the
normalization constant ratios g(K − 1 j )/ g(K). We display some of these ratios along with the
values of g(K) in our numerical results below.

The total number of single-server queues is q = 50. However, we consider q ′ = 10 distinct
queues, each with multiplicity m i = 5. This reduces the computational complexity for our
algorithm, but not for other algorithms. We also allow for an arbitrary number of IS queues, with
almost no additional computational complexity. Our example has p = 11 chains, but the
inversion dimension can be reduced from eleven to two. The numerical results are shown to
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seven significant figures, which is more than adequate for most applications. However the
realized accuracy was found to be 8-12 significant places. This was determined by using two sets
of l j values for each case. Each number below is expressed as aek, which means a×10k . Even
with the scaling, some of the normalization constants assume values outside the range of
computation on the computer. This difficulty is circumvented by working with logarithms [3].
We used Euler summation whenever K j exceeds 31, which resulted in the computation of
31 terms. Our experience is that Euler summation works consistently, providing tremendous
computational savings whenever a particular K j is large.

For this example, the aggregate relative traffic intensities are:

ρ j0 = 5 j − 10 for j = 2 , 3 , . . . , 11 ,

ρ jj = 0. 1 ( j − 1 ) for j = 2 , . . . , 11 ,

ρ 1 j = 1 + 0. 1 ( j − 1 ) for j = 2 , . . . , 11 , (7.1)

with ρ j i = 0 for all other ( j , i). The generating function for this example is

G(z) = exp


j = 1
Σ
p

ρ j0 z j




/

i = 2
Π

p 
1 − ρ ii z i − ρ 1i z 1




m i

(7.2)

and the interdependence graph is given in Figure 1 below.

z 2 z 11z 3

z 1

Figure 1. Interdependence graph Γ for the generating function in (7.2)

Thus, by inverting z 1 first and then z 2 , . . . , z 11 independently, we succeed in reducing the
inversion dimension from 11 to 2. The numerical results for eight cases are given in Table 1
below.

_ _______________________________________________________________________
chain populations

K j for 2 ≤ j ≤ 11, K 1 normalization constant g(K) ratio g(K − 1 1 )/ g(K)_ _______________________________________________________________________
2 2 1.235628e25 1.492001e-2
2 20 7.503087e13 1.296652e-1
2 200 5.970503e129 4.477497e-1
2 2000 1.937826e683 4.982502e-1

5 ( j − 1 ) 2 3.004462e107 8.039024e-3
5 ( j − 1 ) 20 1.677866e133 6.803960e-2
5 ( j − 1 ) 200 8.032122e260 2.858885e-1
5 ( j − 1 ) 2000 1.617153e926 4.746674e-1_ _______________________________________________________________________ 
























































Table 1. Numerical results for the Example.



- 8 -

In each case, the inversions for variables z 2 ,z 3 , . . . , z 11 are done explicitly, using

g ( 1 ) (z 1 ,K 2 ) =

i = 2
Π

p 
1 − ρ 1i z 1




m i

exp 
ρ 10 z 1


_ _______________

i = 2
Π

p

k = 0
Σ
K i

k!


ρ i0




k

_ ______


 K i − k
m i + K i − k − 1


 

1 − ρ 1i z 1



K i − k

ρii
K i − k

_______________ .

Hence no l j is involved for 2 ≤ j ≤ 11 and only a one-dimensional algorithm is required for this
example. The accuracy is checked by doing the calculation with l 1 = 1 and l 1 = 2.
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To represent the recursive inversion, we define partial generating functions by

g ( j) (z j ,K j + 1 ) =
K 1 = 0
Σ
∞

. . .
K j = 0
Σ
∞

g(K)
i = 1
Π

j
z i

K i for 1≤ j≤p , (2.1)

where z j = (z 1 ,z 2 , . . . , z j ) and K j = (K j ,K j + 1 , . . . , K p ) for 1≤ j≤p. Let z 0 and K p + 1 be
null vectors. Clearly, K = K 1 ,z = z p , g (p) (z p , K p + 1 ) = G(z) and g ( 0 ) (z 0 ,K 1 ) = g(K).

Let I j represent inversion with respect to z j . Then the step-by-step nested inversion approach
is
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g ( j − 1 ) (z j − 1 ,K j ) = I j [g ( j) (z j , K j + 1 ) ] , 1 ≤ j ≤ p , (2.2)

starting with j = p and decreasing j by 1 each step. In the actual program implementation, we
attempt the inversion shown in (2.2) for j = 1. In order to compute the righthand side we need
another inversion with j = 2. This process goes on until at step p the function on the righthand
side becomes the p-dimensional generating function and is explicitly computable. By simply
relabeling the p transform variables, we see that the scheme above can be applied to the p
variables in any order.

In each step we use the lattice-Poisson inversion algorithm in Abate and Whitt [1,2] with
modifications to improve precision and allow for complex inverse function as in Choudhury,
Lucantoni and Whitt [9]. We show below the inversion formula at the j th step. For simplicity, we
suppress those arguments which remain constant during this inversion, letting
g j (K j ) = g ( j − 1 ) (z j − 1 ,K j ) and G j (z j ) = g ( j) (z j ,K j + 1 ). With this notation, the inversion
formula is

g j (K j ) =
2l j K j rj

K j

1_ ________
k1 = 0
Σ

l j − 1

e
−

l j

πik1_ ____

k = − K j

Σ
K j − 1

( − 1 ) kG j (r j e l j K j

πi(k1 + l j k)_ __________

) − e j , (2.3)

where i = √ − 1 , l j is a positive integer and e j represents the aliasing error, which is given by

e j =
n = 1
Σ
∞

g j (K j + 2nl j K j ) rj
2nl j K j . (2.4)

Note that, for j = 1, g 1 (K 1 ) = g(K) is real, so that G 1 (z
_

1 ) = G 1 (z 1 )
_ ______

. This enables us to
cut the computation in (2.3) by about one half. For j = 1, we replace (2.3) by

g 1 (K 1 ) =
2l 1 K 1 r1

K 1

1_________




G 1 (r 1 ) − ( − 1 ) K 1 G 1 ( − r 1 ) + 2

k1 = 1
Σ
l 1

e l 1

− πik1_ ______

k = 0
Σ

K 1 − 1

G 1

r 1 e πi(k1 + l 1 k)/ l 1 k1 









− e 1 . (2.5)

To control the aliasing error, we choose

r j = 10
−

2l j K j

γ j_ _____

. (2.6)

Inserting (2.6) into (2.4), we get

e j =
n = 1
Σ
∞

g j (K j + 2nl j K j ) 10 − γ j n . (2.7)

As is clear from (2.7), a bigger γ j decreases the aliasing error. Also, as explained in [9,10],
the parameter l j controls roundoff error, with bigger values causing less roundoff error. An inner
loop of the inversion requires more accuracy than an outer loop since the inverted values in an
inner loop are used as transform values in an outer loop. With a goal of about eight significant
digit accuracy, the following sets of l j and γ j typically are adequate: i) l 1 = 1 , γ 1 = 11,
ii) l 2 = l 3 = 2, γ 2 = γ 3 = 13, iii) l 4 = l 5 = l 6 = 3, γ 4 = γ 5 = γ 6 = 15, assuming that
computations are done using double-precision arithmetic. It is usually not a good idea to use the
same l j for all j, because then more computation is done to achieve the same accuracy.
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In [1,2,9] the inverse function was mainly assumed to be a probability, so that the aliasing
error e j in (2.7) could be easily bounded. In contrast, here the normalization constants may be
arbitrarily large and therefore the aliasing error e j in (2.7) may also be arbitrarily large. Thus, in
order to control errors, we scale the generating function in each step by defining a scaled
generating function as

G
_ _

j (z j ) = α 0 j G j (α j z j ) , (2.8)

where α 0 j and α j are positive real numbers. We invert this scaled generating function after
choosing α 0 j and α j so that the errors are suitably controlled.

Let g
_

j (K j ) represent the inverse function of G
_ _

j (z j ). The desired inverse function g j (K j )
may then be recovered from g

_
j (K j ) by

g j (K j ) = α0 j
− 1 αj

− K j g
_

j (K j ) . (2.9)

To compute steady-state performance measures, we are typically interested in ratios of
normalization constants. Let 1 j be the vector with a 1 in the j th place and 0’s elsewhere. Note
that the ratio g(K − 1 j )/ g(K) can be computed in terms of the scaled inverse function g

_
1 (K 1 ) by

g(K)

g(K − 1 j )_ ________ =
g 1 (K 1 )

g1
− j (K 1 )_ _______ = α 1

g
_

1 (K 1 )

g
_

1
− j

(K 1 )_ _______ , (2.10)

where g1
− j (K 1 ) = g ( 0 ) (z 0 , K 1 − 1 j ) = g(K − 1 j ) and similarly for g

_
1
− j

(K 1 ).

α 0 j = e − α j ρ j0 and α j =
i

Min


 ρ j0

K j_ ___ ,
ρ
_

j i

a i j_ ___




, (5.41)

where

a i j =


l = 1
Σ
N i j

K j + 2l j K j + l

K j + l_ ___________




1/2l j K j

, (5.42)

N i j = m
_ _

i − 1 +
k = j + 1
Σ
p

K k η ki (5.43)

ρ
_

j i =





 i

1_ _
k = 1
Σ
i

ρ̃ j k ,

0

ρ̃ j i > 0 ,

ρ̃ j i = 0
(5.44)

m
_ _

i =
k = 1
Σ
i

m̃ k , (5.45)

η ki =


0 if ρ ki = 0

1 if ρ ki ≠ 0
(5.45)

with {ρ̃ j i : 1 ≤ i ≤ q ′ } being the sorted version (in decreasing order of magnitude) of

{ρ j i /( 1 −
k = 1
Σ
j − 1

ρ kiz k) : 1 ≤ i ≤ q ′ } and {m̃ i : 1 ≤ i ≤ q ′ } is the rearranged version of

{m i : 1 ≤ i ≤ q} associated with {ρ̃ j i }.
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8. Numerical Examples

In this section we give numerical results for our algorithm applied to four closed queueing
network examples. For each example, we calculate the normalization constant g(K) in (1.2) and
(4.3) for specified population vectors K from the generating function G(z) in (4.5). Thus the
parameters are the number of chains, p, the number of distinct single-server queues, q ′ , the
multiplicities m i , the aggregate relative traffic intensities ρ j i , 1 ≤ j ≤ p, 0 ≤ i ≤ q ′ , and the
desired population vector K.

Note that the normalization constant g(K) only depends on these parameters p ,q ′ ,m i ,ρ j i and
K. Hence, we do not fully specify the models below. In particular, we do not give the routing
probabilities R ri,s j or the mean service times t ri . Thus, there are many detailed models consistent
with our partial model specifications. One possible routing matrix consistent with the data that
we provide is a cyclic routing matrix, all of whose entries are 0’s and 1’s, which yields visit ratios
e ri = 1 for all stages (r , i) from (4.2). If we consider this case, then t ri = ρri′ and the
throughputs θ ri in (4.7) coincide with the normalization constant ratios g(K − 1 j )/ g(K). We
display some of these ratios along with the values of g(K) in our numerical results below. We
note that the throughputs for any more detailed model can be found by solving (4.2) for the visit
ratios e ri and then applying (4.7).

For the first three examples, the total number of single-server queues is the same, namely,
q = 50. However, in each example we consider ten distinct queues, each with multiplicity five.
Thus, q ′ = 10 in each example. This reduces the computational complexity for our algorithm,
but not for the others. We also allow for an arbitrary number of IS queues, with almost no
additional computational complexity. Multiplicities and the presence of IS queues evidently
complicate the theory of residues [3].

What is different in our examples is the number of closed chains. The first example has only
one chain, and is thus the easiest example. The second example has four chains, while the third
and fourth examples have eleven chains. However, the dimension can be reduced from eleven to
two in the last two examples, whereas the dimension cannot be reduced below four in the second
example, so that for our algorithm the second example is most difficult. The last case of the
second example took about an hour on a SUN SPARC-2 workstation.

The numerical results below are shown to seven significant figures, which is more than
adequate for most applications. However the realized accuracy was found to be 8-12 significant
places. This was determined by using two sets of l j values for each case. (The parameter l j
appears in (2.3); see Section 2.3.) Each number below is expressed as aek, which means a×10k .
Even with the scaling, some of the normalization constants assume values outside the range of
computation on the computer. This difficulty is circumvented by working with logarithms, as
discussed in Section 2.2.

For all the examples, we used Euler summation whenever K j exceeds 31, which resulted in
the computation of 31 terms. Euler summation works in all these examples, providing
tremendous computational savings whenever a particular K j is large.

8.1 Choosing Scaling Parameters

Note that the inversion procedure in (2.2) is a nested procedure, so that scaling done at one
step will also modify the functions in subsequent steps. By (2.7), the aliasing error term for
computing g

_
j (K j ) from the scaled generating function G

_ _
j (z j ) in (2.8) is

e
_

j =
n = 1
Σ
∞

g
_

j (K j + 2nl j K j ) 10 − γ j n . (2.11)
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Since the quantities needed in product-form models typically involve ratios of normalization
constants, we really care about the relative error and not the absolute error. The relative error is
given by

ej′ ≡
g
_

j (K j )

e
_

j_ ______ =
n = 1
Σ
∞

g
_

j (K j )

g
_

j (K j + 2nl j K j )_ _______________ 10 − γ j n , (2.12)

so that it can be bounded via

ej′ ≤
n = 1
Σ
∞ 





g
_

j (K j )

g
_

j (K j + 2nl j K j )_ _______________





10 − γ j n . (2.13)

Let

C j =
n

Max












g
_

j (K j )

g
_

j (K j + 2nl j K j )_ _______________











1/ n

. (2.14)

Then

ej′ ≤
n = 1
Σ
∞

Cj
n 10 − γ j n ≤

1 − C j 10 − γ j

C j 10 − γ j

_ __________ ∼∼ C j 10 − γ j . (2.15)

Hence, to limit the aliasing error, we want C j in (2.14) to be not too large, i.e.,

C j << 10γ j . (2.16)

Our main purpose in scaling is to satisfy (2.16), which in turn controls the relative aliasing error.
However, note that only the scale parameter α j is useful for this purpose since C j is independent
of the other scale parameter α 0 j . We use the other scale parameter α 0 j to make it more likely
that g

_
j (K j ) does not exceed the range of floating point computation that is, we want

10 − δ < g
_

j (K j ) < 10δ , (2.17)

where ( 10 − δ , 10δ ) is the range of floating point computation. However, scaling to satisfy (2.17)
is not always possible. Therefore, we use a second measure to avoid floating point range
exception. We compute and store only the logarithms of large quantities or the ratios of large
quantities.

Here is what we do: All computations involve either products or sums. In the case of
products, we express the logarithm of the product as the sum of the logarithms. In the case of a

sum s =
i = 1
Σ
n

a i , we write

s = a 1 ( 1 +
i = 2
Σ
n

(a i / a 1 ) ) , (2.18)

where a 1 =
i

max {a i}, and then
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log s = log a 1 + log ( 1 +
i = 2
Σ
n

(a i / a 1 ) )

= log a 1 + log ( 1 +
i = 2
Σ
n

exp ( log a i − log a 1 ) ) . (2.19)

To implement (2.19) we need to identify the largest term in the sum (2.l8). For us the relevant
sum is (2.3). The largest term there is easy to identify, it corresponds to k 1 = k = 0.

An obvious problem with condition (2.16) is that we do not know g j (K j ) explicitly.
However, since 10γ j is very large, it should be possible to satisfy (2.16) by roughly controlling
the growth rate of g j (K j ) based on the structure of the generating function. Specifically, in many
cases it is possible to express g j (K j ) as

g j (K j ) =
i = 1
Σ
m

A i B i (K j ) , (2.20)

where the A i’s are usually unknown constants, but the B i’s are known functions of K j . Indeed,
we show that this structure holds for the closed queueing networks in Section 5. Then our
strategy is to identify the fastest growing function B i (K j ), and introduce a scaled version

B
_ _

i (K j ) = α 0 j αj
K j B i (K j ) (2.21)

as in (2.8), so that

n
Max












B
_ _

i (K j )

B
_ _

i (K j + 2nl j K j )_ _______________











1/ n

≤ β , (2.22)

where β is of the order of 1. Indeed, we identify the fastest growing function by requiring that
(2.22) hold for all i. For the scaling of closed queueing networks in Section 5, we find that it
suffices to consider only the case n = 1 in (2.22). Given (2.22), we use the scaling in (2.21) in
(2.8).

We have just described a general scaling strategy. We present a specific scaling algorithm for
a class of closed queueing networks that follows this strategy in Section 5. With the aid of (2.22),
we are able to treat multiplicities in the factors of the generating function. However, to treat near
multiplicities, we must go beyond (2.22), as we do in Section 5.5. Hence, (2.22) should be
regarded only as a reasonable starting point. Difficult cases will require refinement.

8.2 Verification of the Accuracy of Computation

9. Dimension Reduction by Decomposition

In general, the inversion of a p-dimensional generating function G(z) represents a p-
dimensional inversion whether it is done directly or by our proposed recursive technique.
Fortunately, however, it is often possible to reduce the dimension significantly by exploiting
special structure. To see the key idea, note that if G(z) can be written as a product of factors,
where no two factors have common variables, then the inversion of G(z) can be carried out by
inverting the factors separately and the dimension of the inversion is thus reduced. The factors
can be treated separately because factors not involving the variable of integration pass through the
sum in (2.3). We call this an ideal decomposition. It obviously provides reduction of
computational complexity, but we do not really expect to be able to exploit it, because it
essentially amounts to having two or more completely separate models, which we would not have
with proper model construction. (We would treat them separately to begin with.)
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Even though ideal decomposition will virtually never occur, key model elements (e.g., closed
chains) are often only weakly coupled, so that we can still exploit a certain degree of
decomposition to reduce the inversion dimensionality, often dramatically. The idea is to look for
conditional decomposition. This dimension reduction is illustrated in Section 5.4 and Examples 3
and 4 in Section 7.

10. Closed Queueing Networks

In this section we consider multi-chain closed queueing networks with only single-server
queues (service centers with load-independent service rates) and infinite-server queues. This
section closely follows Sections 2.1 and 2.2 of Bertozzi and McKenna [3], which in turn closely
follow Bruel and Balbo [5]. However, we do not consider the most general models in [3,5]. We
use the following notation:

• p = number of closed chains

• M = number of job classes (M≥p).

• N = number of queues (service centers). Queues 1 ,... ,q are assumed to be of the single-server
type and queues q + 1 ,... ,N are assumed to be of the infinite-sever (IS) type. As usual, for the
single-server queues, the service discipline may be first-come first-served (FCFS), last-come
first-served preemptive-resume (LCFSPR) or processor sharing (PS). In the case of FCFS,
the service times of all job classes at a queue are assumed to be exponential with the same
mean.

• R ri,s j = routing matrix entry, probability that a class r job completing service at queue i will
next proceed to queue j as a class s job for 1≤ i , j≤N , 1≤r ,s≤M (i.e., class hopping is
allowed). The pair (r , i) is referred to as a stage in the network.

• class vs. chain: Two classes r and s communicate with each other if for some i and j, stage
(s , j) can be reached from stage (r , i) in a finite number of steps and vice versa. With respect
to the relation of communication, all the classes can be divided into mutually disjoint
equivalence classes called (closed) chains (ergodic sets in Markov chain theory). All classes
within a chain communicate. No two classes belonging to different chains communicate.
Since we are considering the steady-state distribution of a model with only closed chains, we
do not need to consider any transient stages, i.e., stages (r , i) that will not be reached infinitely
often.

• K j = number of jobs in the j th closed chain, 1 ≤ j ≤ p, which is fixed.

• K = (K 1 , . . . , K p ), the population vector, specified as part of the model data.

• n ri = number of jobs of class r in queue i, 1≤r≤M, 1≤ i≤N.

• n i = number of jobs in queue i, n i =
r = 1
Σ
M

n ri . 1≤ i≤N.

• n = (n ri ) , 1≤r≤M , 1≤ i≤N, the job vector, the queue lengths, the state variable.

• C j = set of stages in the j th closed chain. Clearly,
(r,i) ∈C j

Σ n ri = K j , 1≤ j≤p.

• q j i =
r : (r,i) ∈C j

Σ n ri , number of jobs from chain j at queue i.

• s(K) = state space of allowable job vectors or queue lengths (including those in service), i.e.,
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S(K) =



n : n ri ∈Z + and

(r,i) ∈C j

Σ n ri = K j , 1≤ j≤p




, (4.1)

where Z + is the set of nonnegative integers.

• e ri = visit ratio, i.e., solution of the traffic rate equation

(r,i) ∈C k

Σ e ri R ri,s j = e s j for all (s , j) ∈ C k and 1 ≤ k ≤ p . (4.2)

For each chain there is one degree of freedom in (4.2). Hence, for each chain j, the visit ratios
{e ri : (r , i) ∈C j } are specified up to a constant multiplier.

• t ri = the mean service time for class r at queue i.

• ρri′ = t ri e ri , 1≤r≤M , 1≤ i≤N, the relative traffic intensities.

• The steady-state distribution is given by (1.1) and the partition function by (1.2), where

f (n) =



 i = 1
Π

q
n i !

r = 1
Π
M

n ri !

ρri′
n ri

_____








i = q + 1

Π
N

r = 1
Π
M

n ri !

ρri′
n ri

_____





. (4.3)

• ρ j0 =
i = q + 1
Σ
N

(r,i) ∈C j

Σ ρri′ and ρ j i =
(r,i) ∈C j

Σ ρri′ for i = 1 , 2 ,... ,q, the aggregate relative traffic

intensities.

• The generating function G(z) is given by (1.4), using (1.2) and (4.3). As shown in (2.25) of
Bertozzi and McKenna [3], G(z) can be expressed simply as

G(z) =

i = 1
Π

q 


1 −

j = 1
Σ
p

ρ j i z j





exp


j = 1
Σ
p

ρ j0 z j



_ ________________ . (4.4)

In general, there may be multiplicity in the denominator factors of (4.4) if two or more
queues are identical with respect to visits by customers of all classes. In such a situation (4.4)
becomes

G(z) =

i = 1
Π
q ′ 



1 −

j = 1
Σ
p

ρ j i z j





m i

exp


j = 1
Σ
p

ρ j0 z j



_ __________________ , (4.5)

where

i = 1
Σ
q ′

m i = q. (4.6)

For us, (4.5) is the relevant form, not (4.4); i.e., the key parameters are p and q ′ . Our
algorithm simplifies by having different queues with identical single-server parameters.
(Evidently the reverse is true for the theory of residues [3].)
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Given the normalization constant g(K) in (1.2) and (4.3), we can directly compute the
steady-state probability mass function p(n) in (1.1). Moreover, several important
performance measures can be computed directly from ratios of normalization constants. For
example, the throughput of class r jobs at queue i is

θ ri = e ri g(K)

g(K − 1 j )_ ________ for (r , i) ∈C j , (4.7)

where 1 j is the vector with a 1 in the j th place and 0’s elsewhere; e.g., see p. 147 of [26]. The
means E[n ri ] and E[q j i ] and higher moments E[nri

k ] and E[qj i
k ] can also be computed

directly from the normalization constants, but the standard formulas involve more than two
normalization constant values. We develop an improved algorithm for means and higher
moments via generating functions in Section 6 below.

11. Scaling for Closed Queueing Networks with Single-Server and Infinite-Server Queues

In this section we indicate how to choose the scale parameters α 0 j and α j in (2.8) in order to
invert the generating function G(z) in (4.5) for the class of closed queueing networks considered
here. Our final scaling algorithm is given in Section 5.5 beginning with (5.41). We develop it
by starting with more elementary cases and work our way up to the full generality of (4.5). The
general strategy has already been described in Section 2.

11.1 Scaling for a Single Chain with Only Single-Server Queues

In this case we have (4.5) with p = 1 without the term in the numerator corresponding to
infinite-server queues. Using (2.8), we see that the scaled generating function is given by

G
_ _

(z 1 ) =

i = 1
Π
q ′ 

1 − ρ 1i α 1 z 1



m i

α 01_ ___________________ . (5.1)

When there are no multiplicities (i.e., m i = 1 for all i) and one aggregate relative traffic intensity
ρ 1i is dominant (substantially larger than all others), it is easy to see that we should have
α 1 = 1/max {ρ 1i }. We now give a more careful analysis to account for the multiplicities. See
Section 5.5 below for a discussion of near multiplicities.

Carrying out a partial fraction expansion with (5.1), we get

G
_ _

(z 1 ) = α 01
i = 1
Σ
q ′

j = 1
Σ
m i


1 − ρ 1i α 1 z 1




j

A i j_______________ , (5.2)

where

A i j =
α 01 (m i − j) ! (ρ 1i α 1 ) m i − j

( − 1 ) m i − j
_ _____________________






dz1
m i − j

d m i − j
_ _____ G

_ _
(z 1 )






z 1 =
ρ 1i α 1

1_ _____ .

(5.3)








In general, the constants A i j in (5.3) are difficult to compute (except when m i = 1 for all i), so
we will treat them as unknown constants. Through a term-by-term binomial expansion and by
collecting the coefficient of z1

K 1 , we get
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g
_

(K 1 ) =
i = 1
Σ
q ′

j = 1
Σ
m i

A i j B
_ _

i j (K 1 ) , (5.4)

where

B
_ _

i j (K 1 ) = α 01



 K 1

j + K 1 − 1



ρ1i
K 1 α1

K 1 . (5.5)

Note that (5.4) is of the same form as (2.20). Hence, we can get the scale parameters by focusing
on the fastest growing function B i j (K 1 ), and imposing condition (2.22). Note that, for any given
i, the term corresponding to j = m i is the fastest growing; therefore we concentrate only on that
term. It can be shown that the most restrictive condition in (2.22) comes from n = 1 and that
(2.22) will be satisfied with β = 1 by setting

α 01 = 1 and α 1 =
i

Min{a i /ρ 1i } , (5.6)

where
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a i =









 j = 1

Π
m i − 1

K 1 + 2l 1 K 1 + j

K 1 + j_ _______________




1/2l 1 K 1

for m i > 1 .

1 for m i = 1
(5.7)

From (5.6) and (5.7), we see that we do indeed have the obvious scaling with a i = 1 when
m i = 1 for all i. Moreover, we have this same scaling when K 1 becomes very large, because
a i → 1 for all i as K 1 → ∞ when m i > 1.

Note that in this case we do not use α 01 to satisfy (2.17), but as explained in Section 2 we do
not have any problem if (2.17) is not satisfied, because we work with logarithms.

11.2 Scaling for a Single Chain with Single-Server and Infinite-Server Queues

In this case the term in the numerator of (4.5) corresponding to the infinite-server queues has
to be included. Instead of (5.2), from the partial-fraction expansion we get

G
_ _

(z 1 ) = α 01
i = 1
Σ
q ′

j = 1
Σ
m i


1 − ρ 1i α 1 z 1




j

A i j e ρ 10 α 1 z 1

_______________ . (5.8)

At first assume m i = 1 for all i. For ease of notation, also let A i1 ≡ A i . Then (5.8) becomes

G
_ _

(z 1 ) = α 01
i = 1
Σ
q ′


1 − ρ 1i α 1 z 1




A i e ρ 10 α 1 z 1

_ ______________ . (5.9)

Collecting the coefficient of z1
K 1 on the right side of (5.9), and after some manipulation, we get

g
_

(K 1 ) =
i = 1
Σ
q ′

A i B
_ _

i (K 1 ) , (5.10)

where

B
_ _

i (K 1 ) = α 01 (ρ 1i α 1 ) K 1

j = 0
Σ
K 1

j!

(ρ 10 /ρ 1i ) j
_ _________ . (5.11)

Again (5.10) is of the same form as (2.20). The fastest growing term in this case is the one
corresponding to the largest ρ 1i . Let

ρ 1 ,max =
i

Max{ρ 1i } . (5.12)

To proceed further with (5.11), we consider two cases: In Case 1, ρ 10 /ρ 1 ,max ≤ K 1 , while in
Case 2, ρ 10 /ρ 1 ,max > K 1 . In Case 1, by noticing the connection to the Poisson distribution, it
can be shown that

2
1_ _ e (ρ 10 /ρ 1 ,max ) ≤

j = 0
Σ
l

j!

(ρ 10 /ρ 1 ,max ) j
_ ____________ ≤ e (ρ 10 /ρ 1 ,max ) for l ≥ K 1 . (5.13)

Using (5.13), we see that condition (2.22) is satisfied (with β = 2) by making the following
choices of scale parameters

α 01 = e − (ρ 10 /ρ 1 ,max ) and α 1 = 1/ρ 1 ,max . (5.14)

In Case 2, relation (5.13) does not hold. In this case we control the growth rate of the fastest
growing term in (5.11). Let Bi′ (K 1 ) represent this term, which is given by
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Bi′ (K 1 ) = α 01 K 1 !

(α 1 ρ 10 ) K 1

_ _________ ∼∼
√ 2πK 1 K1

K 1 e − K 1

α 01 (α 1 ρ 10 ) K 1

_ _______________ . (5.15)

The approximate expression in (5.15) is obtained by Stirling’s approximation to the factorial.
Note that Bi′ (K 1 ) is independent of i (since Case 2 ensures that ρ 10 /ρ 1i > K 1 for all i). Therefore,
we can control the growth rate of Bi′ (K 1 ) for all i by choosing the scale parameters to cancel out
the two dominant terms in the expression for the factorial. This is done with the choice

α 01 = e − K 1 and α 1 =
ρ 10

K 1_ ___ . (5.16)

The scaling for Cases 1 and 2 in (5.14) and (5.16) can be combined as follows:

α 01 = e − α 1 ρ 10 and α 1 =
i

Min


 ρ 10

K 1_ ___ ,
ρ 1i

1_ ___




. (5.17)

Finally, based on (5.6) and (5.17), we extend the scaling in the case m i > 1 as follows:

α 01 = e − α 1 ρ 10 and α 1 =
i

Min


 ρ 10

K 1_ ___ ,
ρ 1i

a i_ ___




, (5.18)

where a i is as in (5.7)

11.3 Scaling for Multiple Chains with Single-Server and Infinite-Server Queues

For the general case, the generating function is as in (4.5). In order to carry out the innermost
level of inversion (i.e., the p th or last step of inversion) with respect to z p we may assume that z i
for i = 1 , 2 ,... ,p − 1 is constant. We rewrite (4.5) as

G(z) =









i = 1
Π
q ′ 



1 −

j = 1
Σ

p − 1
ρ j i z j





m i

exp


 j = 1

Σ
p − 1

ρ j0 z j



_ __________________

















i = 1
Π
q ′







1 −
1 −

j = 1
Σ

p − 1
ρ j i z j

ρ pi z p_ ___________







m i

exp (ρ p0 z p )_ ______________________








. (5.19)

The first factor on the right side of (5.19) is a constant, while the second factor is the same as
in the one-dimensional inversion considered in Section 5.2 with ρ 10 replaced by ρ p0 and ρ 1i

replaced by ρ pi /



1 −

j = 1
Σ

p − 1
ρ j i z j




. The second parameter is complex, so we replace it by its

modulus. Using (5.18), we get the scaling as

α 0p = e − α p ρ p0 and α p =
i

Min







ρ p0

K p_ ___ , (a ip /ρ pi )



1 −

j = 1
Σ

p − 1
ρ j i z j











, (5.20)

where

a ip =









 j = 1

Π
m i − 1

K p + 2l p K p + j

K p + j_ ____________




1/2l p K p

for m i > 1 .

1 for m i = 1
(5.21)

Note that it is possible to have ρ pi = 0 for some i, but not all i. If ρ pi = 0, then a ip /ρ pi = ∞,
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so that the i th term does not yield the minimum in (5.20).

Next we consider the inversion with respect to z p − 1 . The generating function in this step is
the inverse function in the p th step. Using (5.19), we can write it as

g (p − 1 ) (z p − 1 ,K p ) = I p

G(z)

=

i = 1
Π
q ′

[ 1 −
j = 1
Σ

p − 1
ρ j i z j ] m i

exp [
j = 1
Σ

p − 1
ρ j0 z j ]

_ _________________
i = 1
Σ
q ′

j = 1
Σ
m i

k = 0
Σ
K p

A i j k!

(ρ p0 ) k
_ ______



 K p − k
j + K p − k − 1


 [ 1 −

j = 1
Σ

p − 1
ρ j i z j ] K p − k

ρpi
K p − k

_ ________________ (5.22)

where A i j has an expression similar to (5.3). The dominant term in (5.22) is of the form

i = 1
Π
q ′ 



1 −

j = 1
Σ

p − 1
ρ j i z j





K p + m i

exp


 j = 1

Σ
p − 1

ρ j0 z j



_ ______________________ . (5.23)

Note that in (5.22) we have implicitly assumed that ρ pi ≠ 0. If instead ρ pi = 0 for some i, then

corresponding to that i the term ρpi
K p − k / 




1 −
j = 1
Σ

p − 1
ρ j i z j





K p − k

would be missing. Hence, instead of

(5.23), in general the dominant term in (5.22) is

i = 1
Π
q ′ 



1 −

j = 1
Σ

p − 1
ρ j i z j





K p η pi + m i

exp


 j = 1

Σ
p − 1

ρ j0 z j



_ ______________________ , (5.24)

where η pi = 1 if ρ pi ≠ 0 and η pi = 0 otherwise.

Note that (5.24) is similar to G(z) with p replaced by p − 1 and m i replaced by K p η pi + m i .
Therefore, from (5.20), we get the scaling in the (p − 1 ) st step as α 0 ,p − 1 = e − α p − 1 ρ p − 1 , 0 and

α p − 1 =
i

Min







ρ p − 1 , 0

K p − 1_ ______ , (a i,p − 1 /ρ p − 1 ,i )



1 −

j = 1
Σ

p − 2
ρ j i z j











, (5.25)

where

a i,p − 1 =


 j = 1

Σ
N i ,p − 1

K p − 1 + 2l p K p − 1 + j

K p − 1 + j_ ________________




1/2l p − 1 K p − 1

, (5.26)

where N i,p − 1 = K p η pi + m i − 1 with η pi defined as above.

Proceeding as above, we get the scaling in step j, 1≤ j≤p, as
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α 0 j = e − α j ρ j0 and α j =
i

Min







ρ j0

K j_ ___ , (a i j /ρ j i )



1 −

k = 1
Σ
j − 1

ρ ki z k











, (5.27)

where

a i j =


l = 1
Σ
N i j

K j + 2l j K j + l

K j + l_ ___________




1/2l j K j

(5.28)

and

N i j = m i − 1 +
k = j + 1
Σ
p

K k η ki , (5.29)

with η ki = 1 if ρ ki ≠ 0 and η ki = 0 otherwise. In (5.29) if an upper sum index is smaller than
the lower sum index, then that should be interpreted as a vacuous sum.

Note that the scale parameters above are not constant. The scaling at the j th step depends on
z k for 1≤k≤ j − 1. Since the z k’s change during the course of inversion, so do the scale
parameters. From (2.3), it is clear that the z k values are always on a circle and therefore the
modulus z k is constant. Furthermore, since the parameters ρ ki are nonnegative the most
restrictive scaling (smallest values of α j) comes when z k = z k (i.e., the point z k is on the
positive real line) for 1≤k≤ j − 1. From (2.3) it is clear that this restrictive scaling is indeed done
once during the course of the inversion algorithm. If we use the restrictive scaling for all cases,
then the scale parameter at the j th step becomes constant. The advantage of this scaling is that we
then need to compute each scale parameter only once. Secondly, we need not recover the original
inverse function from the inverse of the scaled generating function in each step using (2.9).
Instead, the recovery may be done only once at the end of all inversions and all intermediate
computation may be done using only scaled functions. The use of this restrictive scaling makes
all the computations related to scaling insignificant compared to the overall computations.
Through numerical investigations we observed that the restrictive scaling produces about the
same accuracy as the scaling in (5.27), so that we recommend using it. It is as given below:

α 0 j = e − α j ρ j0 and α j =
i

Min


 ρ j0

K j_ ___ , (a i j /ρ j i ) ( 1 −
k = 1
Σ
j − 1

ρ kiz k)




, (5.30)

where a i j is as given in (5.28).

11.4 Scaling with Dimension Reduction

In many situations there will be dimension reduction. As indicated in Section 3, the
possibility of dimension reduction can be checked using the interdependence graph approach.
The scaling can be done independently of the dimension reduction, just as described in
Section 5.3, except that the dimension reduction determines the order of the variables to be
inverted. The d variables requiring full inversion become variables z 1 , . . . , z d and the remaining
p − d variables become z d + 1 , . . . , z p; i.e., the remaining variables appear in the inner loops.

It is also possible to directly determine scaling after the dimension reduction is done. We
illustrate that in this subsection with an example. We also show how it is sometimes possible to
replace a numerical inversion by an explicit formula.

Consider a closed queueing network with one infinite-server queue and p − 1 groups of
single-server queues where each group i has m i identical queues. There are p closed chains in the
model. The i th chain ( 2 ≤ i ≤ p) goes through each single-server in group i at least once and the
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infinite-server queue any number of times. As for the first chain, it goes through the infinite-
server queue and all single-server queues in the model at least once. Note that we have not fully
specified the routing matrix here, which is not necessary for computing g(K).

For this model, q ′ = p − 1 and ρ j i = 0 unless j = 1 or j = i or i = 0, i.e., the generating
function becomes

To construct the interdependence graph for G(z), we form a subgraph with two nodes for
each factor in the denominator, z 1 and z i for 2 ≤ i ≤ p. Since the numerator can be viewed as a
product of p factors, each with one z variable, each factor in the numerator is represented by a
one-node subgraph. Taking the union of all these subgraphs, we obtain the interdependence
graph Γ for (5.31) depicted below.

If we delete the subset D = {z 1 }, then Γ becomes disconnected into subsets S i (D) = {z i }
for 2 ≤ i ≤ p. According to (3.2), the dimension of the inversion resulting from the subset D is 2
in this case. That is, the inversion dimension can be reduced from p to 2.

To show the inversion order more precisely, equation (5.31) can be rewritten as

G(z) =

i = 2
Π

p 
1 − ρ 1i z 1




m i

exp 
ρ 10 z 1


_ _______________

i = 2
Π

p




1 −

1 − ρ 1i z 1

ρ ii z i_ ________




m i

exp (ρ i0 z i )_ _______________ . (5.32)

If we keep z 1 constant, then the first factor on the right side of (5.32) becomes constant and the
second factor becomes a product of p − 1 terms, each of which is a function of a single z variable.
Each such factor may be inverted independently with respect to the corresponding z variable, and
once we take a product of each inverse function, we get a function of z 1 and K 2 ,K 3 , ... ,K p . A
final inversion with respect to z 1 yields the desired normalization constant g(K). So the p-
dimensional problem is reduced to a two-dimensional one. Next comes the question of scaling.

From the scaling in Section 5.2, we see that the scaling required to invert the i th factor
(2≤ i≤p) in (5.32) is given by

α 0i = e − α i ρ i0 and α i = Min


 ρ i0

K i_ ___ , (a i /ρ ii ) ( 1 − ρ 1iz 1)




, (5.33)

where

a i =









 j = 1

Π
m i − 1

K i + 2l i K i + j

K i + j_ ___________




1/2l i K i

for m i > 1 .

1 for m i = 1
(5.34)

It is also possible to explicitly invert the i th product factor (2≤ i≤p) in (5.32) and, when we
do, we get The dominant term in (5.35) is of the form

i = 2
Π

p 
1 − ρ 1i z 1




K i + m i

exp 
ρ 10 z 1


_ ____________________ .

Therefore, from (5.18), we get the scaling in order to invert with respect to z 1 as
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α 0 , 1 = e − α 1 ρ 10 and α 1 =
i

Min


 ρ 10

K 1_ ___ ,
ρ 1i

a i1_ ___




, (5.36)

where

a i1 =


j = 1
Σ
N i1

K 1 + 2l 1 K 1 + j

K 1 + j_ ____________




1/2l 1 K 1

(5.37)

and

N i1 = m i − 1 + K i , (5.38)

It is to be noted that all scaling done in this subsection could also be derived from the final
scaling equations in Section 5.3 ((5.28)–(5.30)); in this section η j i = 1 for j = 1 and j = i and
η j i = 0 otherwise.

11.5 Near Multiplicities

We have indicated that much of the difficulty in the scaling is due to the possibility of
multiple factors in the denominator of (4.5). It should be intuitively clear that these same
difficulties can arise with near multiplicities, and that so far our scaling algorithm does not
account for near multiplicities. Moreover, in an application we might not recognize exact
multiplicities.

In this subsection we introduce a heuristic scheme to account for near multiplicities. Consider
the single-chain setting with only single-server queues in Section 5.1, and assume, without loss of
generality, that ρ 1i ≥ ρ 1 ,i + 1 for all i. (This involves a sorting, which is of low complexity.)
Without multiplicities or near multiplicities, the scaling should be a 1 = 1/ρ 11 , but with
multiplicities or near multiplicities perhaps other terms should play a role in the minimum in
(5.6). To capture the effect of near multiplicities, for the scaling only, we replace ρ 1i in (5.1) and
(5.6) by the average of the i largest relative traffic intensities, i.e.,

ρ̂ 1i =
i
1_ _

k = 1
Σ
i

ρ 1k . (5.39)

Moreover, in (5.7) we act as if the multiplicity associated with the i th group of queues is

m̂ i =
k = 1
Σ
i

m k ; (5.40)

i.e., we replace a i in (5.7) with â i based on m̂ i in (5.40). Note that â 1 = a 1 and ρ̂ 11 = ρ 11 , but
that â i ≤ a i and ρ̂ 1i ≥ ρ 1i , so that the first ratio a 1 /ρ 11 is unchanged, but the other ratios in
(5.6) are decreased, which may reduce α 1 in (5.6). The extra reduction will tend to occur when
there are near multiplicities.

Based on this idea, we propose replacing the restrictive scaling in (5.30) by an even more
restrictive scaling. We let

Finally, as a further turning heuristic, we have found that reducing a scaling parameter
successively from α j to about 0.95 α j can be helpful if difficulties are encountered with the
standard scaling in (5.41)–(5.45).

12. Moments via Generating Functions

Given the steady-state probability mass function, we can calculate moments. Without loss of
generality, let (r , i) ∈C 1 . We start with a standard expression for the probability mass function
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of q 1i , the number of chain 1 customers at queue i, namely,

P(q 1i = k) =
g(K)

ρ1i
k (g(K − k1 1 ) − ρ 1i g(K − (k + 1 )1 1 ) )_ ________________________________ , (6.1)

see (3.257) on p. 147 of [28]. (A similar expression holds for the mass function of n ri [28]. It
involves ρri′ instead of ρ 1i .)

From the telescoping property of (6.1), we can write the tail probabilities as

P(q 1i = k) ≥
g(K)

ρ1i
k g(K − k1 1 )_ ____________ . (6.2)

From (6.2) we obtain the standard formula for the mean,

E[q 1i ] =
k = 1
Σ
∞

P(q 1i ≥ k) =
k = 1
Σ
K 1

ρ1i
k

g(K)

g(K − k1 1 )_ _________ ; (6.3)

e.g., see (3.258) on p. 147 of [28]. Unfortunately, formula (6.3) is not too convenient for us,
because it requires K 1 + 1 normalization function calculations and thus K 1 + 1 numerical
inversions. We now show how this mean can be calculated by two inversions.

For this purpose, we rewrite (6.3) as

E[q 1i ] =
g(K)

ρ1i
K 1 h(K)_ ________ − 1 , (6.4)

where

h(K) =
k = 0
Σ
K 1

ρ1i
− kg(k,K 2 ) . (6.5)

Let H(z 1 ) be the generating function of h(K) with respect to K 1 . Then

H(z 1 ) =
m = 0
Σ
∞

z1
mh(m ,K 2 ) =

m = 0
Σ
∞

z1
m

k = 0
Σ
m

ρ1i
− kg(k,K 2 )

=
k = 0
Σ
∞

ρ1i
− kg(k,K 2 )

m = k
Σ
∞

z1
m =

1 − z 1

g ( 1 ) (z 1 /ρ 1i , K 2 )_ _______________ , (6.6)

where g ( 1 ) (z 1 ,K 2 ) is the partial generating function in (2.1). Now, if H(z) represents the full
generating function of h(K), then from (6.6) it is clear that

H(z) =
1 − z 1

G(z 1 /ρ 1i , z 2 , . . . , z p )_ ____________________ . (6.7)

Since H(z) is of the same form as G(z) it may be inverted by the established inversion procedure.
Hence, we can obtain the mean E[q 1i ] using two inversions from (6.4). We invert G(z) and
H(z), respectively, to obtain g(K) and h(K).

By the same approach, we can also calculate higher moments. For example,

E[q 1i (q 1i − 1 ) ] = 2
k = 0
Σ
∞

kP(q 1i ≥ k) =
g(K)

2ρ1i
K 1 h(K)_ _________ , (6.8)

where
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h 1 (K) =
k = 0
Σ
K 1

kρ1i
− kg(k,K 2 ) . (6.9)

Let H 1 (z 1 ) be the generating function of h 1 (K) with respect to K 1 . Then

H 1 (z 1 ) =
m = 0
Σ
∞

z1
mh 1 (m ,K 2 ) =

m = 0
Σ
∞

z1
m

k = 0
Σ
K 1

kρ1i
− kg(k,K 2 )

=
k = 0
Σ
∞

kρ1i
− kg(k,K 2 )

m = k
Σ
∞

z1
m =



 1 − z 1

z 1_ _____


 ∂z 1

∂_ ___ g ( 1 ) (z 1 /ρ 1i , K 2 ) . (6.10)

Moreover, the full generating function of h 1 (K) is

H 1 (z) =
1 − z 1

z 1_ _____
∂z 1

∂_ ___ G(z 1 /ρ 1i , z 2 , . . . , z p ) . (6.11)

Finally, note from (4.5) that

∂z 1

∂G(z)_ _____ =







ρ 10 +
i = 1
Σ
q ′

( 1 −
j = 1
Σ
p

ρ j i z j )

m i ρ 1i_ ___________







G(z) , (6.12)

so that the new generating function is a sum of generating functions of the same form as G(z).

For higher factorial moments, we proceed in the same way using (6.2) and

E[q 1i (q 1i − 1 ) . . .(q 1i − l + 1 ) ] = l
k = 0
Σ
K 1

k(k − 1 ) . . .(k − l + 2 ) P(q 1i ≥ k) . (6.13)

For more on moments, see McKenna [29] and references there.
Example 1. In the first example, there are an arbitrary number of infinite-server queues and a
total of 50 single-server queues, which consist of 10 distinct queues, each with a multiplicity of 5.
The model has one closed chain going through all infinite-server queues and each single-server
queue at least once.

The classical closed-form expression for the normalization constant g(K) due to Koenigsberg
[17,22,23] holds in a single-chain model when there are no multiplicities and no load-dependent
servers; see (3.9) of [3]. Bertozzi and McKenna [3] derived corresponding closed-form
expressions for g(K) when there are multiplicities but no load-dependent servers ((3.12) of [3])
and when there is an IS queue but no multiplicities ((3.22) of [3]), but evidently no closed-form
expression has yet been derived for the case considered here in which there are both multiplicities
and an IS queue. Moreover, with either multiplicities or an IS queue, our algorithm may be
competitive with computation from the closed-form formulas. However, without multiplicities or
load-dependent servers, the simple classical formula (3.9) of [3] seems clearly best.

Here p = 1, q ′ = 10 and m i = 5, 1 ≤ i ≤ 10. The relative traffic intensities are ρ 10 = 5
and

ρ 1i = 0. 1i for i = 1 , 2 , . . . , 10 ,

so that ρ 1i ranges from 0.1 to 1.0. We consider five cases for the total population: K 1 = 2×10k

for k = 0 , 1 ,.. , 4. We give the numerical results below in Table 1.
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_ _____________________________________________________________
population K 1 normalization constant g(K 1 ) ratio g(K 1 − 1 )/ g(K 1 )_ _____________________________________________________________

2 5.377500e2 6.043701e-2
20 1.906584e13 4.461782e-1

200 1.381312e26 9.659115e-1
2000 1.284918e31 9.978987e-1

20,000 1.541538e35 9.997990e-1_ _____________________________________________________________ 



































Table 1. Numerical results for Example 1.

To check our accuracy (see Section 2.3), in each case we preformed each calculation of g(K 1 )
twice, once with l 1 = 1 and once with l 1 = 2. Both calculations agreed to at least the seven
digits displayed in Table 1.

Being one-dimensional, this example is relatively elementary. However, this example has
both multiplicities (m i = 5 for all i) and near multiplicities (ρ 1 , 10 = 1 and ρ 1 , 9 = 0. 9). Hence,
neither the simple scaling α 1 = 1/

i
max {ρ 1i }, nor the scaling in Section 5.1 is effective. For this

example, we need the refined more restrictive scaling in Section 5.5.
Example 2. This example is identical to Example 1 except that now p = 4 and each of the four
chains goes through each of the 50 single-server queues at least once and the first chain does not
go through any infinite-server queue. No dimension reduction is possible in this case, because ρ j i
is positive for all i and j. Since we have 10 distinct queues, each with multiplicity 5, this model
does not satisfy the assumptions for the residue results in [3]. However, as we have noted before,
the multiplicities reduce the computational complexity here.
Example 4. This is our challenge problem for other algorithms. It is the same as Example 3
except that we change the multiplicities m i and the chain populations K j . We increase m i from 5
to 100, 1 ≤ i ≤ 10. Hence, now there are q = 1000 single-server queues, but still only q ′ = 10
distinct queues. We consider three cases. First, we increase the chain populations to K j = 200
for 2 ≤ j ≤ 11. We obtain three subcases by considering three different values for K 1 . Our
numerical results are given below in Table 4.

_ ______________________________________________________________________
chain populations
K j for 2 ≤ j ≤ 11 K 1 normalization constant g(K) ratio g(K − 1 1 )/ g(K)_ ______________________________________________________________________

200 20 1.232036e278 4.582983e-3
200 200 2.941740e579 4.281094e-2
200 2000 3.399948e2037 2.585489e-1_ ______________________________________________________________________ 
































Table 4. Numerical results for Case 1 of Example 4.

As in Example 3, the accuracy was checked by performing the calculations twice, once with
l 1 = 1 and once with l 1 = 2. Again, the inversions for variables z 2 ,z 3 , . . . , z 11 are done
explicitly by (5.35), so that the numerical inversion was essentially one-dimensional.

The results in Table 4 were obtained in less than one minute. This example would seem to be
out of the range of existing algorithms, with the exception of the ones based on asymptotics
[21,30]. (We anticipate that it should be possible to exploit the special structure with other
algorithms, but that evidently is not part of the basic algorithms. It seems to be an interesting
direction of research.)

From [30-32], we see that the PANACEA algorithm based on asymptotics requires that there
be an IS queue and that each chain visit this queue. Unlike [30-32], the asymptotic
approximation in [21] does not require any IS queue, but it seems to require that there be no IS
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queues and that all chain populations be large. To show that our algorithm does not have such
limitations, we consider two modifications of Case 1. Case 2 has classes 1 and 2 with small
populations, while the other class populations remain large. In particular, we let K 2 = 2 and
K 3 = 5. Numerical results for Case 2 appear below in Table 5.

_ __________________________________________________________________________
chain populations
K j for 2 ≤ j ≤ 11 K 1 normalization constant g(K) ratio g(K − 1 1 )/ g(K)_ __________________________________________________________________________

in all cases: 2 3.842031e407 5.128582e-4
K 2 = 2 , 20 1.484823e454 5.087018e-3
K 3 = 5 and 200 6.003231e747 4.706391e-1
K j = 200 , 4 ≤ j ≤ 11 2000 5.442693e2154 2.705391e-1

_ __________________________________________________________________________ 



































Table 5. Numerical results for Case 2 of Example 4.

Case 3 is a modification of Case 2 in which we remove all the IS nodes, i.e., we set ρ j0 = 0
for all j. Numerical results for Case 3 appear below in Table 6.

_ ___________________________________________________________________________
chain populations
K j for 2 ≤ j ≤ 11 K 1 normalizations constant g(K) ratio g(K − 1 1 )/ g(K)_ ___________________________________________________________________________

in all cases: 2 9.959619e313 4.762073e-4
K 2 = 2 , 20 1.447107e361 4.728591e-3
K 3 = 5 and 200 1.222889e660 4.417444e-2
K j = 200 , 4 ≤ j ≤ 11 2000 2.948943e2096 2.645993e-1

_ ___________________________________________________________________________ 



































Table 6. Numerical results for Case 3 of Example 4.

As for Case 1, Cases 2 and 3 required about a minute on the SUN SPARC-2 workstation.

13. Conclusions

We have presented a general algorithm for calculating normalization constants in product-
form models by numerically inverting their generating functions (Section 2). We have shown
how the dimension can often be dramatically reduced by exploiting conditional decomposition
(Section 3). We have considered in detail the special case of closed queueing networks with only
single-server and IS queues (Section 4) and developed an explicit scaling algorithm for this class
of models (Section 5). We have shown how to calculate mean queue lengths and higher-order
moments directly by performing only two inversions of the same form as for the normalization
constant (Section 6). Finally, we have presented a few numerical examples illustrating the
algorithms and showing that it can solve some challenging problems (Section 7).

It remains to develop detailed scaling algorithms for other subclasses of product-form models,
extending Section 5. Some of this is done in [7]; other cases are in progress. A further goal is to
develop an effective automatic, dynamic scaling algorithm that requires only limited knowledge
of special generating function structure, in the spirit of Lam [26].

In conclusion, we think that the numerical inversion algorithm here usefully complements
existing algorithms for closed queueing networks and related models, and that there is significant
potential for further progress with this approach.
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