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Abstract This paper introduces a deterministic fluid model that approxi-
mates the many-server G;/GI/s; + GI queueing model, and determines the
time-dependent performance functions. The fluid model has time-varying ar-
rival rate and service capacity, abandonment from queue, and non-exponential
service and patience distributions. Two key assumptions are that: (i) the sys-
tem alternates between overloaded and underloaded intervals, and (ii) the
functions specifying the fluid model are suitably smooth. An algorithm is de-
veloped to calculate all performance functions. It involves the iterative solution
of a fixed-point equation for the time-varying rate that fluid enters service and
the solution of an ordinary differential equation for the time-varying head-of-
line waiting time, during each overloaded interval. Simulations are conducted
to confirm that the algorithm and the approximation are effective.

Keywords queues with time-varying arrivals - nonstationary queues -
transient behavior - many-server queues - deterministic fluid model - customer
abandonment - non-Markovian queues

1 Introduction

Motivated by the need for tools to improve the performance of large-scale
service systems, such as customer contact centers and healthcare systems, we
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introduce and analyze a deterministic fluid model that serves as an approxima-
tion for the many-server G¢/G1I/s; + GI queueing model, which has customer
abandonment (the +GI), time-varying arrival rate and staffing (the subscript
t), unlimited waiting space, the first-come first-served service discipline and
non-exponential service and patience distributions (the two GI’s); see [3,37]
and references therein for background on contact centers and healthcare sys-
tems, respectively. Abandonment is now recognized as an important feature,
e.g., see [13,38]. Non-exponential service and patience distributions often do
arise [8] and these features can strongly affect performance.

The analysis here applies to a system that alternates between overloaded
(OL) and underloaded (UL) intervals. With time-varying arrival rates, such
alternating behavior commonly occurs when it is difficult to dynamically ad-
just the staffing level in response to changes in demand. If the staffing cannot
be changed rapidly enough, then system managers must choose fixed or nearly
fixed staffing levels that respond to several levels of demand over a time in-
terval. Then it may not be cost-effective to staff at a consistently high level in
order to avoid overloading at any time. Then the fluid model introduced here
may capture the essential performance.

Most queueing models are stochastic, because a primary cause of conges-
tion is random fluctuation in arrivals and service. Deterministic fluid models
can be useful when the systematic variation in the arrival rate and/or staffing
dominates the stochastic variation in the arrivals and service, or at least is an
important contributing factor. There is an established tradition of considering
fluid models in queueing theory [15,29]. The present paper directly extends
[36], which developed a deterministic fluid model to approximate the steady-
state performance of a stationary G/GI/s+ GI queueing model. The accuracy
of fluid models for capacity planning has been strongly supported by [5]. A
novel feature here and in [36], compared to most fluid models, is that we con-
sider a non-Markovian many-server fluid model, which involves two-parameter
functions; e.g., the queue content at time ¢ that has been in queue for a dura-
tion at most y, denoted by Q(t,y), as a function of both ¢ and y; see (2). The
abandonment rate function and service completion rate function are driven by
patience and service hazard-rate functions; see (7) and (9).

Our main goal here is to contribute to the techniques for analyzing ser-
vice systems with the important and realistic feature of time-varying arrivals
and staffing; see [14] for background. By focusing on the time-varying fluid
model, we extend important work by Mandelbaum, Massey and Reiman [24],
which established many-server heavy-traffic fluid and diffusion limits for the
time-varying Markovian M;/M,/s; + M; queueing model, and thus associated
approximations; see also [25,26]. We make a significant step beyond [24-26]
by considering non-exponential service and patience distributions as well as
time-varying arrival rates and staffing.

Just as in [24-26], the approximations here are intended for systems with
many servers and high arrival rate, so that mathematical support can be
provided by many-server heavy-traffic limits. For the stationary Markovian
M/M/s + M model, such limits are established in [13]; for stationary non-



Markovian models, such limits are established in [18,19]. A limit for a discrete-
time model with time-varying arrival rates is given in §6 of [36]. However, here
we do not establish stochastic-process limits. Instead, we are directly concerned
with the fluid model itself. It is important to recognize that the fluid model
can be considered directly as a legitimate model in its own right. By focusing
on a continuous divisible quantity, which we call “fluid,” our fluid model is a
special case of a storage or dam model, as in [31].

Even though we do not establish stochastic-process limits here, the results
here play an important role in a subsequent paper [22] in which we do estab-
lish such many-server heavy-traffic limits. The paper [22] establishes both a
functional weak law of large numbers (FWLLN), showing convergence to the
fluid model considered here, and a functional central limit theorem (FCLT),
providing mathematical support for a refined Gaussian approximation, in the
case of exponential service. The proof of the FWLLN, Theorem 4.1 in [22],
uses the compactness approach, proving that the sequence is tight and that
all convergent subsequences converge to the same limit. Theorem 3 here plays
an important role in uniquely characterizing the limit of all convergent subse-
quences; see §6.6.2 of [22] for that part of the proof. The results in [22] also
rely heavily on recent heavy-traffic limits for infinite-server queues in [30]. The
connection to infinite-server queues plays a critical role here as well; see §84,
5 and 7.1.

This paper makes important contributions even for the stationary G/GI/s+
GI fluid model introduced in [36]. Here we provide for the first time a full de-
scription of the transient behavior. The fundamental evolution equations, in
(5) here, are the same as in (2.14) and (2.15) of [36], but the time-dependent
performance when the system is overloaded actually depends on three features
introduced for the first time here: First, for non-exponential service, the time-
varying rate that fluid enters service is characterized as the unique solution
to a fixed point equation; see (18) and Theorem 10. Second, the head-of-line
waiting time is characterized here as the solution of an ordinary differential
equation (ODE); see Theorem 3. Third, the potential waiting time, i.e., the
virtual waiting time of an arrival at time ¢ if that arrival would elect never to
abandon, is characterized as the unique solution of an equation involving the
head-of-line waiting time or by yet another ODE; see Theorems 5 and 6. To
the best of our knowledge, none of this structure has been exposed previously.

There is an important modeling issue when we consider time-varying staffing.
We need to carefully specify what happens when the service capacity is sched-
uled to decrease when all servers are busy. Do we require that customers in
service stay in service with the same server until their service is complete? (Our
analysis here applies to the case in which we allow the service in progress to
be handed off to another available server.) Even with such server-assignment
switching, there are issues: Do we alter the prescribed staffing function to avoid
forcing a customer out of service? If we adhere to the given staffing function, as
assumed here, then some customers are necessarily forced out of service in the
stochastic system. (That can be prevented in the idealistic deterministic fluid
model; see Assumption 4 and §9.) In the stochastic system, when customers



are forced out of service, which customers are forced out and what happens
to them? Are these customers forced out of the system entirely? If so, is there
service complete or do they retry? If customers are pushed back into the queue
(as implicitly assumed in [24]), then where do they go in the queue, and what
is their new abandonment behavior? Under regularity conditions, these real-
istic features will be asymptotically negligible in a many-server heavy-traffic
limit, but these new considerations complicate the proof.

For the fluid model, we directly assume feasibility of the staffing function,
but in §9 we show how to detect the first violation of feasibility of a staffing
function and how to find the minimum feasible staffing function greater than
or equal to the initial staffing function if that one is infeasible. In §10 we show
how to construct a staffing function to stabilize delays at any fixed target
value, contributing to prior work in [12,17].

The results have significant relevance for applications. First, service sys-
tems typically have arrival rates that vary significantly over time, and the
results dramatically reveal the consequence, e.g., showing how the peak conges-
tion lags behind the peak arrival rate, as discussed for the M;/GI /oo stochastic
model in [10,11]. Second, service systems often do have non-exponential service
and patience distributions [8], and the results dramatically reveal the conse-
quence. From [27,35,36,38], we know that the patience distribution beyond
its mean has a significant impact. However, [35,36] show that the steady-state
performance in the stationary G/GI/s + GI model is relatively insensitive
to the service-time cdf beyond its mean. In contrast, here we show that the
service distribution beyond its mean can have a dramatic impact as well for
the transient performance; see §2. Finally, the results in this paper have al-
ready been applied in [16] to create new effective real-time delay predictors
for arriving customers in a service system with time-varying arrivals.

Here is how this paper is organized: We start in §2 by discussing an exam-
ple, showing the results of the algorithm and how they compare to simula-
tions of queueing systems. Next in §3 we carefully define the G;/GI/s; + GI
fluid model and specify key regularity conditions. In §4 we state important
scale-proportionality results, which provide important simplification for UL
intervals. In §5 we characterize performance during a UL interval.

In §6 we characterize the service content density during an OL interval.
Subsections 6.1 and 6.2 are devoted to the special case of M service and
non-M service, respectively. An explicit formula is available for M service;
an iterative algorithm is developed for other cases. In §7 we characterize the
queue performance functions. In §8 we summarize the resulting algorithm.

In §9 we show how to detect the first violation of feasibility of a staffing
function and how to find the minimum feasible staffing function greater than
or equal to any candidate one. In §10 we show how to construct a staffing
function to stabilize delays at any fixed target value, In §11 we provide three
postponed longer proofs, the proofs of Theorems 3, 5 and 6. Finally, in §12 we
draw conclusions. Additional supporting material appears in a long appendix
available from the authors’ web sites.



2 An Example

We start with an example. We consider an M;/Hs/s + Eo fluid model with a
sinusoidal arrival rate function: A(¢) = 1+40.6sin(t), mean service time 1/u = 1,
mean patience 1/ = 1, and fixed service capacity s = 1. (We consider other
examples in the appendix.) Specifically, we let the service distribution be a
two-phase hyperexponential (Hz) with probability density function (pdf)

g(x) =p- e "+ (1 —p) - pee™ 2%, >0,

with parameters p = 0.5(1 — v/0.6), p1 = 2pp and pe = 2(1 — p)u, which
produces squared coefficient of variation (variance divided by the square of
the mean) ¢? = 4. We let the patience distribution be Erlang-2 (F2) with pdf

f(z) =46%ze2% 2 >0.

The E, distribution has ¢* = 1/2.

We relate the fluid model to associated queueing models by exploiting
many-server heavy-traffic scaling, as discussed in [13,22,24,30,36]. Thus, the
corresponding queueing model with n servers will have arrival rate function
An(t) = nA(t), s, = ns servers and the same service and patience distributions,
Figure 1 shows plots of several key performance functions for 0 <t < T =17,
starting out empty, together with the specified arrival rate A(t): the head-
of-line waiting time w(t), the fluid content in queue Q(¢), the fluid content in
service B(t), the total fluid content in system X (¢) = Q(t)+ B(t), and the rate
fluid enters service b(t,0). All performance functions are continuous except for
the rate-into-service function b(¢,0). In underloaded intervals, b(¢,0) = A(¢); in
overloaded intervals, b(t,0) is the unique solution of the fixed-point equation
(18).

It is important that the fluid model provide useful approximations for
stochastic queueing models. We apply simulation to show that the fluid ap-
proximation indeed is effective for that purpose. For very large queueing sys-
tems, the stochastic system behaves like the fluid model, having relatively
small stochastic fluctuations. That is illustrated for an M;/Hs/s + E2 queue-
ing system with 2000 servers in Figure 2. In the plot, the queueing content
processes are scaled by dividing by n = 2000, so that s remains at 1. For the
actual queueing system, the quantities A(t), Q(t), B(t), X (¢) and b(¢, 0) should
all be multiplied by n = 2000.

Figure 2 actually shows three plots. It also shows the fluid approximation
for the corresponding M;/M /s + E5 model, having exponential service times
with the same mean. For that alternative model, there is a more elementary al-
gorithm, because it is not necessary to solve the fixed point equation for b(¢,0)
in order to calculate b(t, z). Figure 2 shows two things: First, it shows that the
simulation sample path for the M;/Hs/s + E2 model agrees closely with the
fluid performance. Second, Figure 2 shows that the service distribution can
make a big difference in the time-dependent performance. The performance of
the fluid model changes significantly when we change the service distribution
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Fig. 1 The performance functions of the G¢/Hz2/s+ E> fluid model with sinusoidal arrival-
rate function: (i) arrival rate A(¢); (ii) head-of-line waiting time w(t); (iii) fluid waiting in
queue Q(t); (iv) fluid in service B(t); (v) total fluid in system X (¢); (vi) rate into service
b(t,0).

from Hs to M (with the same mean); e.g., look at Q(¢) at time ¢t = 3. (We do
not show a simulation path for the M;/M/s+ E2 model, but it agrees closely
with its fluid model for n = 2000. See the appendix.)

The impact of the service distribution may be surprising, because a ma-
jor conclusion of [35,36] was that the steady-state performance is relatively
insensitive to the service distribution beyond its mean. However, there is
precedent for this phenomenon: In [9] we showed that the performance in
the time-varying M;/GI/s/0 loss model depends quite strongly on the ser-
vice distribution beyond its mean, even though the steady-state distribution
of the stationary M/GI/s/0 loss model has the well known insensitivity prop-
erty, concluding that the standard steady-state performance measures do not
depend at all on the service distribution beyond its mean.

Figure 2 suggests that the periodic models approach a periodic steady
state as time evolves; that is proved for the fluid model with M service in
[21]. (We conjecture that is also true with GT service under minimal regularity
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Fig. 2 Simulation comparison for the M;/Ha/s + E2 fluid model: (i) single sample paths
in the scaled queueing model based on n = 2000 (blue solid lines), (ii) fluid functions (red
dashed lines) and (iii) fluid functions assuming M service (green dashed lines).

conditions, but it has not yet been proved.) Figure 2 also shows that the impact
of the service cdf G beyond its mean evidently is far greater at the beginning
when the system is starting up, and then dissipates considerably as the system
approaches its periodic steady state. That is consistent with intuition, because
with Hy service, there will be more very short service times and unusually long
service times than would be the case of the exponential distribution. Hence,
at the beginning starting empty, there are no old customers with long service
times to compensate for many new customers with short service times in the
Hj case. As a consequence, the initial queue content is much less with Hy than
with M service. However, more supporting theory is needed.

Of course, most service systems have far fewer servers than the number
n = 2000 we considered. It is thus important that the fluid approximation can
still be useful with fewer servers. With fewer servers, the stochastic fluctuations
in the queueing stochastic processes play an important role. In that case, the
fluid model can still be very useful by providing a good approximation for the
mean values of the queueing stochastic processes. That is illustrated from the
plot of the average of the scaled performance measures of 200 independent
sample paths when there are only 30 servers in Figure 3. We also consider the
case n = 15 in the appendix.
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Fig. 3 Simulation comparison for the M;/H2/s + E2 fluid model: (i) the averages of 200
sample paths of the scaled queueing model based on n = 30 (blue solid lines), (ii) fluid
functions (red dashed lines) and (iii) fluid functions assuming M service (green dashed
lines).

Work is in progress to investigate approximations for the full distributions
at each time ¢, based on the new limits in [22]. A simple rough approximation
for the distribution of X (¢) based on the approximation for the mean here
is a normal distribution with variance equal to the determined mean; that is
consistent with the exact Poisson distribution with the M;/GI /oo model (and
thus the stochastically equivalent M;/M/s; + M model with 6 = ).

3 The Fluid Model

In this section we define the deterministic G¢/GI/s; + GI fluid model and
specify important regularity conditions. There is a service facility with finite
capacity (staffing function) s = {s(t) : ¢ > 0} that is set exogenously and
enforced. There also is waiting space with unlimited capacity. There is a de-
terministic arrival process, with input directly entering the service facility if
there is space available; otherwise the input flows into the waiting room. Fluid
may leave the service facility only by completing service. However, fluid may
leave the queue either by entering service or abandoning (leaving directly from
the queue without receiving service). These flows are deterministic as well. The

16
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total input of fluid over the interval [0,¢] is A(¢) = fot Au) du, t > 0. We will
be working with the time-dependent arrival-rate function A = {A(¢) : t > 0}.

There are service-time and abandon-time cdf’s G and F', respectively, with
pdf’s g and f, satisfying

G(z) = /01 g(u)du and F(z)= /Ow f(u)du, x>0. (1)

Let G and F denote the associated complementary cdf’s (ccdf’s), defined by
G(z) =1—-G(x) and F(z) = 1— F(x). We assume that the the random service
and abandon times are unbounded above, so that G(x) > 0 and F(z) > 0 for
all . We assume that the mean service time is 1; that choice is without loss
of generality, because we can measure time in units of mean service times.
In the fluid model, the cdf’s act as proportions. A proportion G(z) of any
quantity of fluid completes service and departs within time x of the time it
starts service; a proportion F'(z) of any quantity of fluid abandons and departs
without receiving service within time x of the time it arrives, providing that it
has remained waiting in queue, and has not already been admitted to service.

The key performance descriptors are the two-parameter functions B(t,y)
and Q(t,y): B(t,y) is the quantity of fluid in service at time ¢ that has been in
service for time less than or equal to y; Q(t,y) is the quantity of fluid waiting
in queue at time t that has been in queue for time less than or equal to y.
These functions will admit representations

Qt,y) = /Oy q(t,z)dx and B(t,y) = /Oy b(t,x)dx, y >0, (2)

where the fluid densities b and ¢ are non-negative integrable functions. (See
Proposition 2 in §5, Corollary 1 in §6.2, Proposition 6 in §7.1 and Corollary 5
in §7.2.)

Let Q(t) = Q(t,0) be the total fluid content in queue at time ¢, and let
B(t) = B(t,00) be the total fluid content in service at time t. Let X (t) =
B(t) + Q(t) be the total fluid content in the system at time ¢.

To fully specify the model, we also need to specify the initial conditions,
describing the system state at time 0. The initial conditions are specified by
the two functions B(0,y) and Q(0,y), which are defined as above, and also
satisfy (2) with densities b(0,z) and ¢(0,2). Thus, the G¢/GI/s; + GI fluid
model data consists of the six-tuple of functions (A, s, F, G, b(0, -), ¢(0, -)).

We make several assumptions. The first is on the initial conditions.

Assumption 1 (finite initial content) B(0) < oo and Q(0) < 0.

We develop a “smooth” model. For that purpose, let C, be the set of
piecewise-continuous real-valued functions, by which we mean that the func-
tion has only finitely many discontinuities in any finite interval, with left and
right limits at each discontinuity point (within the interval); moreover, we as-
sume that the function is right-continuous. Hence, C, C D, where DD is the
space of right-continuous functions with left limits.
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Assumption 2 (smoothness) s, A, F,G, B(0,-),Q(0, ) are differentiable func-
tions with derivatives s', A, f, g,b(0,-), ¢(0,-) in C,.

As a consequence of Assumption 2, A(t) < oo for all ¢ > 0. (We use the fact
that C, C ID here to deduce that X is bounded over finite intervals; see p. 122 of
[7]; that implies that A(t) < co.) Together with Assumption 1, that implies the
finite-content property in Assumption 1 holds for all ¢: B(t) < B(0)+A(t) < oo
and Q(t) < Q(0) + A(t) < oo for all t > 0.

Whenever Q(t) > 0, we require there is no free capacity in service, i.e.,
B(t) = s(t). Also, whenever B(t) < s(t), then the queue is empty. These
conditions are summarized in

Assumption 3 (fluid dynamics constraints, FDC’s) For all t > 0,
(B(t) —s(t)Q(t) =0 and B(t) < s(t). (3)

In general, there is no guarantee that a staffing function s is feasible; i.e.,
having the property that the staffing function is set exogenously and adhered
to, without forcing any fluid that has entered service to leave without com-
pleting service, because we allow s to decrease. (The fluid is assumed to be
incompressible.) We directly assume that the staffing function we consider is
feasible, but we also indicate how to detect the first violation and then con-
struct the minimum feasible staffing function greater than or equal to the given
staffing function; see §9.

Assumption 4 (feasible staffing) The staffing function s is feasible, allowing
all fluid that enters service to stay in service until service is completed; i.e.,
when s decreases, it never forces content out of service.

We now consider the service discipline. We let the service discipline in the
fluid model be first-come first-served (FCFS). We remark that there is much
less motivation for considering other service disciplines, such as processor-
sharing, with many servers than with few servers, because a few long service
times can only make those few (of many) servers unavailable to other cus-
tomers.

Assumption 5 (FCFS service) Fluid enters service in order of arrival.

As a consequence of Assumption 5, at time ¢ there will be a boundary of
the queue length density, which we call the boundary waiting time (BWT),

w(t)=inf{y >0:q(t,z)=0 forall =z >y}, (4)

Clearly, first, w(t) > 0 and, second, w(t) > 0 if and only if Q(¢) > 0. (Equation
(4) is informal, because it is circular, with w depending on ¢, while ¢ depends
on w. We will carefully define and characterize the BWT w in §7.)

Based on the way the queueing system operates, we assume that ¢ and
b satisty the following two fundamental evolution equations. Because of As-
sumption 5, fluid enters service from the queue from the right boundary of

q(t,x).
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Assumption 6 (fundamental evolution equations) Fort >0, x > 0 and u >
0,

b(t +u,x +u) = b(t,x)(;(gfl_)wa
q(t—i—u,x—i—u):q(t,;v)%, 0<z<w(t) —u. (5)

The first equation in (5) says that the fluid in service that is not served
remains in service (which requires that the staffing function be feasible, as in
Assumption 4). The second equation in (5) says that the fluid waiting in queue
that does not abandon and does not move into service, remains in queue.

Let v(t) be the potential waiting time (PWT) at ¢, i.e., the virtual waiting
time at ¢ for an arriving quantum of fluid that has unlimited patience. The
virtual waiting time at time ¢ is the actual waiting time if there is positive
input at time ¢; otherwise it is the waiting time of hypothetical input if it were
to occur at time ¢. In order to simplify the analysis of the two waiting time
functions w and v, we make extra assumptions: These extra assumptions will
be introduced in §7.2 and §7.3.

We now turn to the flows. Let A(t) be the total quantity of fluid to abandon
in [0,t]; let E(t) be the total quantity of fluid to enter service in [0, t]; and let
S(t) be the total quantity of fluid to complete service in [0, t]. Clearly we have
the basic flow conservation equations

Q) = QO)+A(t)—A(t)—E(t) and B(t) = BO)+E(t)—S(t), > 0. (6)

These totals are determined by instantaneous rates. To define those rates, let
ha(z) = g(x)/G(z) and hp(x) = f(x)/F(x) be the hazard-rate functions of
the service and abandonment time distributions, respectively. Then

a(t)
q(t,x) % f f b(t,x) A O"(t)
At) --— : \ I ---» b(1,0 ———» : // i

Fig. 4 (a) The fluid in queue, (b) The fluid in service.
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S(t) = /0 o(u)du, where o(t) = /000 b(t,x)hg(z)dx, t>0 (9)

We have now completed the definition of the G¢/GI/s; + GI fluid model
(with the exception of (w,q,v), for which more is given in §7; Figure 4 pro-
vides a pictorial summary. Our goal now is to fully characterize the six-tuple
(b,q,w,v,0,a) given the model parameters (), s, G, F) and the initial condi-
tions {(b(0,x),¢(0,z)) : * > 0}, where ¢(0,z) > 0 only if Q(0) > 0, which in
turn, by Assumption 3, can hold only if B(0) = s(0).

In doing so, we impose another regularity condition. We also assume that
the system alternates between overloaded intervals and underloaded intervals,
where these intervals include what is usually regarded as critically loaded. In
particular, an overloaded interval starts at a time ¢; with (i) Q(¢1) > 0 or (ii)
Q(t1) =0, B(t1) = s(t1) and A(t1) > §'(t1) + o(t1), and ends at the overload
termination time

Ti=inf{u>t:Qu)=0 and \u)<s'(u)+o(u)}. (10)

Case (ii) in which Q(t1) = 0 and B(t1) = s(t1) is often regarded as crit-
ically loaded, but because the arrival rate A(t1) exceeds the rate that new
service capacity becomes available, s'(t1) + o(t1), we must have the right limit
Q(t14) > 0, so that there exists € > 0 such that Q(u) > 0 for all u € (¢1,t1+¢).
Hence, we necessarily have 77 > 5.

An underloaded interval starts at a time to with (i) B(t2) < s(t2) or (ii)
B(t2) = s(t2), Q(t2) = 0, and A(t2) < s'(t2) + o(t2), and ends at underload
termination time

Ty =inf{u>ty: B(u) =s(u) and A(u) > s'(u)+o(u)}. (11)

As before, case (ii) in which Q(t2) = 0 and B(t2) = s(t1) is often regarded
as critically loaded, but because the arrival rate A(t2) does not exceed the
rate that new service capacity becomes available, s'(t2) + o(t2), we must have
the right limit Q(t2+) = 0. The underloaded interval may contain subinter-
vals that are conventionally regarded as critically loaded; i.e., we may have
Q(t) =0, B(t) = s(t) and A(t) = s'(t) + o(¢). For the fluid models, such criti-
cally loaded subintervals can be treated the same as underloaded subintervals.
However, unlike an overloaded interval, we cannot conclude that we necessar-
ily have T > t5 for an underloaded interval. Moreover, even if T, > ¢y for
each underloaded interval, we could have infinitely many switches in a finite
interval. We directly assume that those pathological situations do not occur.

Assumption 7 (finitely many switches between intervals in finite time) Fach
underloaded interval is of positive length, so that the positive half line [0, 00)
can be partitioned into overloaded and underloaded intervals. Moreover, there
are only finitely many switches between overloaded and underloaded intervals
in each finite interval.
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For engineering applications, Assumption 7 is reasonable, but it is un-
appealing mathematically. We would like to have natural conditions on the
model parameters under which the conclusion does hold. For the special case
of M service and for the extension to time-varying Markovian service (M),
we provide sufficient conditions for Assumption 7 to be satisfied in [20]. From
a practical perspective, Assumption 7 provides no restriction, because we can
discover violations when calculating the performance descriptions, and remove
any violation that we discover by negligibly modifying either the arrival rate
function A or the staffing function s in a neighborhood of the problem time ¢
to remove the problem. That is most easily done with the arrival-rate function
A, because we only require that it be piecewise-continuous. For ¢ in a short
interval [a, b], we can replace A(t) by A(t) £ e. This will introduce new discon-
tinuity points at the end points a and b (if they were not already discontinuity
points), but that leaves A € C,,.

All assumptions above are in force throughout this paper. We will introduce
additional regularity assumptions as needed, starting in §6. We now determine
the performance, first considering an underloaded interval.

4 Scale Proportionality

To treat an underloaded interval in the next section, we will exploit an im-
portant scale proportionality property of the M;/GI /oo stochastic queueing
model; see Remark 5 of [10]. For each ¢ > 0, let B.(t,y) be the number of
customers in service in the M;/GI /oo stochastic model at time ¢ that have
been so for a duration at most y when the system starts empty at time 0 and
the arrival-rate function is A.(t) = c¢A(t), for some given arrival-rate function
A and service cdf. The following is proved like Theorem 1 of [10], using the
two-parameter framework, as in [30].

Proposition 1 (scale proportionality in the M;/GI /oo stochastic model) For
all ¢ > 0, Be(t,y) has a Poisson distribution with mean

me(t,y) = E[B:(t,y)] = emy(t,y) = c/o ! At — 2)G(x) dx. (12)

As a consequence of the SLLN for the Poisson distribution, we see that
¢ 'B.(t,y) — mi(t,y) as ¢ — oo for each t and y. In addition, we have the
more general FWLLN in [30,32], which implies that ¢~ B.(t,y) — m1(t,y),
regarded as functions of ¢ and y. Hence, the mean function mq(¢,y) in the
M,;/GI /o stochastic queueing model directly coincides with the limit of the
scaled process; i.e.,

mi(t,y) = E[Bi(t,y)] = B(t,y),

where B(t,y) is the fluid content in service at time ¢ that have been so for a
duration at most y in the M;/GI /oo fluid model. Thus, aside from scale, the
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mean m(t,y) = E[B.(t,y)] in the M;/G1I /oo stochastic model coincides with
the corresponding fluid content in the deterministic fluid model.

Moreover, the conclusions above extend to the more general G;/GI /oo
models. First, the mean function in (12) above in the G;/GI/oo stochastic
model actually coincides with the mean function in the M;/GI /oo stochastic
model, provided that the arrival rate function is the same; this observation is
made in Remark 2.3 of [28]. Second, the FWLLN in [30,32] actually holds for
the G;/GI /oo stochastic model, provided that the arrival process satisfies a
FWLLN. To summarize, the mean function in the M;/GI /oo stochastic model
coincides with the fluid content in the corresponding G;/GI /oo fluid model,
assuming appropriate scale.

This scale proportionality in the infinite-server stochastic model actually
extends to the more general G¢/GI/s; + GI fluid model. The following scale
proportionality result is a consequence of the results in this paper.

Theorem 1 (scale proportionality in the G¢/GI/s; + GI fluid model) If the
vector (be(t,x), qe(t, ), we(t), ve(t), ac(t), oc(t)) is the performance at time t
associated with model data (cA,cs, F,G,cb(0,-),cq(0,-)), then

(b07QC7acaac) = C(blaqlualaol) and (wcuvc) = (’LUl,’Ul).

5 An Underloaded Interval

We will consider the system over successive intervals, during each of which
it is either underloaded or overloaded, as defined in §3. We start with the
easier case, in which the system is underloaded. Without loss of generality,
we assume that an underloaded interval starts at time 0 and terminates at a
time T, defined in (11). We do not need to know in advance the termination
time T'. Instead, we can assume that the system is underloaded over the full
interval [0, 00) and then calculate T'.

If the G¢/GI/s; + GI fluid model is underloaded, then there is no queue,
and so no abandonment. Then the model is is equivalent to the associated
G¢/GI /oo fluid model.

Proposition 2 (service content in an underloaded interval) For the fluid
model with unlimited service capacity (s(t) = oo for all t > 0), the integral
representation in (2) is valid for B and b, with

thy (y—t)VO ~ T
B(t,y)_/o G(a:))\(t—a:)d:r+/ G+ 40, 0) da,

Jo G(z)
b(t,z) = GX)Nt — 2)1(p<py + %b(o, T —t) L) (13)
= t £ x — X)ax - M xT)axr
B(t) = ; G@)\{t —z)d +/O G@) b(0,2)d

<At)+B(0) <oo, 0<t<T.
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If, instead, a finite-capacity system starts underloaded, then the same formulas
apply over the interval [0,T), where the underload termination time is T =
inf {t >0: B(t) > s(t)}, with T = oo if the infimum is never obtained. Hence,
b(t,),b(-,z) € Cp for allt >0 and x > 0, for t in the underloaded interval.

Proof. The first term in the expression for B(t,y) in (28) represents the con-
tent due to new input; it follows from §4. The second term represents the
content to old content still in service; it follows from Assumption 6, along
with Assumption 2. It is evident that, for each ¢, B(t,y) is differentiable in y
for all y except y = t. Thus, for each ¢ > 0, B(¢,y) is absolutely continuous
as a function of y and has the density b(¢, x) displayed above. In addition, by
Assumption 2, b(t,-),b(-,z) € Cp forallt >0 and x > 0. =

During an underloaded interval, b(t, z) depends upon the pair (A, G) and
the initial condition b(0, z). There is no queue, so (g, F, w, v) play no role. The
different roles of the two regimes are summarized in Figure 4. Hence, Proposi-
tion 2 fully describes the performance during underloaded intervals. The final
piecewise-continuity conclusion ensures that the piecewise-continuity property
assumed for b(0, -) will pass on to subsequent intervals when we consider suc-
cessive intervals.

Remark 1 (discontinuity at ¢ = z) From (28), we see that b inherits the
smoothness of G, A and ¢(0, ) except when ¢ = x. That will be a persistent
theme throughout our analysis. For general initial conditions, this discontinu-
ity is fundamental, so we cannot expect greater smoothness. However, away
from the set {(¢,z) : t = x}, we can expect smoothness of the model parame-
ters to be reflected in our performance descriptions.

Remark 2 (the generic scalar transport PDE) If, in addition to the assump-
tions of Proposition 2, A and b(0,-) are differentiable a.e. with respect to
Lebesgue measure on [0,00), then, for each ¢ and x, b(¢,z) has first partial
derivatives with respect to ¢ and z a.e. with respect to Lebesgue measure on
[0,00). Moreover, b satisfies the following PDE a.e. with respect to Lebesgue
measure on [0,00) x [0,00), a simple version of the generic scalar transport
equation:

0b 0b

E(t,x) + %(t, x) = —hg(x)b(t, x).

with boundary conditions {b(¢,0) = A(t) : t > 0} and {b(0,2) : * > 0}; see
Appendix §B.

be(t,x) + by (t,x) =

We now give a monotonicity result comparing two underloaded fluid mod-
els. For this result, we exploit hazard rate order, writing hg, < hg, if hg, (z) <
ha,(x) for all z > 0, for cdf’s satisfying the assumptions in §3. It is easy to see
that hazard rate order implies ordinary stochastic order via the representation

G(z) = e Jo halwydu 5>, (14)
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Proposition 3 (comparison result for b in an underloaded model) Consider
two underloaded fluid models. If Ay < Aa, b1(0,-) < b2(0,-) and hg, > hg, as
functions, then by < by, i.e., bi(t,x) < ba(t,z) for allt > 0 and x > 0, and
Ty < Ty, where T; is the underload termination time in model 7.

Proof. Apply (28) after applying (14) to write
G(z)/G(x —t) = exp {—/ hg(u)du}. =
r—t

The system could be in an underloaded period for an extended period of
time. If so, it is often convenient to consider the system starting empty in
the distant past. (That is done for the corresponding infinite-server queueing
models in [10,28].) That allows us to directly construct stationary versions,
including periodic versions, if that is warranted.

Proposition 4 (starting empty in the distant past) Suppose the system started
empty in the distant past (at t = —o0) and has been underloaded up to time t.
If [;° G(x)A(t — x) dx, < oo, then

b(t,r) = G(x)A\t —z) < At —=z), B(t)= /000 G(z)\(t — ) dx,
B(t,y) = B(t) - /Ooo Gla+yAt -z —y)de = /Oy G(z)\(t — z) dz

forx >0 andy > 0. If the arrival-rate function X\ is constant or periodic, then
so are b(t,-), B(t) and B(t,-).

As noted above, the expression for B(t) coincides with the mean number of
busy servers in the M;/GI /oo model studied in [10,28]; see these sources for
additional structural results. The expressions for the two-parameter function
B(t,y) and b(t, z) coincide with the corresponding mean values in [30].

6 The Service Content Density in An Overloaded Interval

Without loss of generality, we assume that the overloaded interval begins at
time 0 and ends at time T satisfying (10). Again, we do not need to know the
end time 7' in advance, because we can calculate it while we are calculating
the performance measures ¢ and w. We proceed under the assumption that
the arrival rate is sufficiently large that the system is overloaded throughout
a specified interval [0,T) (up to, but not including, time T'), and afterwards
detect violations before time T, if there are any, and then reduce the interval,
if necessary.
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6.1 The Special Case of M Service

The service content density is easy to compute if the service distribution is
exponential, so we consider that case first. From (5), we can write down an
expression for b(t, z) during the overloaded interval:

G(z) .
~ x>ty
Gz —1)
e oy, (15)

where b(0,x — t) is part of the initial conditions, but where b(t — z,0) remains
to be specified.

Since the service is exponential, the output rate, o(t), and thus the rate
fluid enters service, b(t, 0), depend only on the staffing function s, in particular,
on the values s(t) and s'(¢). (Recall that the mean service time has been fixed
at 1.)

b(t,x) = b(t — 2,0)G(x)1(z<iy + b0,z — t) =———

=b(t —,0)e” " (z)l{p<sy +0(0, 2 —

Proposition 5 (the service content in an overloaded interval) The departure
(service completion) rate satisfies o(t) = B(t), t > 0, and, during each over-
loaded interval, the departure rate o(t) and rate fluid enters service b(t,0) have
the simple form

o(t) = B(t) =s(t) and b(t,0)=s"(t)+s(t) forall t, (16)

depending only on the staffing function s. Then b is fully characterized by (15)
and (16) during an overloaded interval. Also b(t,-),b(-,x) € C, for allz, t < T.

Proof. Apply (9).

6.2 General GI Service

We start with the general expression for the service content density given in
(15), but it requires the rate into service b(t,0), which is part of what we are
trying to determine. Since the system is assumed to be overloaded over an
initial interval [0,7), the rate into service is determined by the rate service
capacity becomes available. Thus, by (9), we have

b(t,0) =s'(t) +o(t) = s'(t) + /000 b(t,x)hg(x)de, 0<t<T. (17)

We now substitute equation (15) into equation (17) to obtain the following
equation for the function b(t, 0):

b(t,0) = a(t) + /0 b(t — x,0)g(z) dz, (18)
where
a(t) = 5'(t) + /0 b0,y ();’E;t;r Y) gy (19)
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From (19), we see that @ € C, C D provided that the integral in (19) is finite.
That will hold under regularity conditions, as we will explain below.

We now specify two ways to show that the fixed-point equation (18) has
a unique solution and how it can be numerically calculated. First, we can
recognize that equation (18) is a renewal equation, as in §V.2 of [4]. Thus,
the existence of a unique solution to (18) follows from Theorem 2.4 on p.
146 of [4]. However, computation of the solution by this approach seems not
elementary. One possible way is to apply Laplace transforms. From (18), we
obtain the following equation for the associated Laplace transforms (replacing
the variable ¢ by s)

L(b)(s,0) = L(@)(s) + L(b)(s,0)L(g)(s), (20)

which has explicit solution

£(a)(s)
L(b)(s,0) = Z2)(5)" (21)
Given the transforms £(a)(s) and £(g)(s), the numerical values of the func-
tion b(t, 0) can be effectively computed by numerical transform inversion, e.g.,
using the Fourier-series method in [1,2]; see especially §13 of [1]. However,
this requires computation of the transforms £(a)(s) and £(g)(s) for the re-
quired arguments s. Since only a few arguments s are required, this approach
is feasible, but somewhat cumbersome.
We now present an alternative way to show that equation (18) has a unique
solution and numerically calculate that solution. From (18), it is evident that
b(t,0) is a fixed point of the operator 7 : D — D), where

T(u)(t) = alt) + /0 u(t — z)g(x) de. (22)

Under regularity conditions, we can show that there exists a unique solution
to equation (18) by applying the Banach (contraction) fixed point theorem.
We will use the complete (nonseparable) normed space I with the uniform
norm over the interval [0, T7, i.e.,

[ullr = sup {[u(®)[}- (23)
0<t<T

The proof of completeness follows the same argument used for the space C;
see pp. 150, 220 of [6].

We will require an additional bound on the tail of the initial service content
density b(0, ). Recall that we have assumed that G(z) > 0 for all x.

Assumption 8 (tail of b(0, -)) The tail of b(0,-) is bounded relative to the

service-time pdf g via

> b(0
7(b,g,T) = sup / QDL gy < o,
0<s<T Jo Gy
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Assumption 8 warrants discussion, because it is unappealing. At first glance,
it passes the requirement that the assumptions be on the model data, because
the service density g, the associated cdf G' and the initial fluid content in ser-
vice b(0, ) are all part of the model data. However, in application we will be
applying the algorithm recursively over several UL and OL intervals. We would
thus not know in advance the function (0, -) in all OL intervals after an initial
one. It is thus important that we provide readily available sufficient conditions
for Assumption 8 to hold; we do that after we state the theorem. For now, we
point out that there is a simple practical condition implying Assumption 8 to
hold: Tt suffices for the service hazard rate function hg to be bounded. (See
below.)

Theorem 2 (service content in the overloaded case) Consider an overloaded
interval [0, T]. If Assumption 8 holds, then the operator T in (22) is a mono-
tone contraction operator on D with contraction modulus G(T) for the norm
I -l defined in (65), so that a finite function b(t,0) is uniquely characterized
via equation (18). Hence, for any u € D, the fized point can be approzimated
by the n-fold iteration T of the operator T applied to u, with

170 () — b < 1)

< 1—7G(T)HT(U) —ullr =0 as n— oo (24)

and, if u < (>)T(u), then T=D(u) < ()T (u) < (>)b for all n > 1.
Proof. Clearly, Assumption 8 implies that ||a|lr < oo, so that 7 maps D into
D. Moreover, the contraction property follows from

t

17 (u1) = T (uz)|l7 = OiltlgT{ ; (ur(t — ) —u2(t — ))g(x) }

T
< -l [ ge)do = Jun - ualrG(T). =
0

Remark 8 Note we require G(T') < 1 in the proof of Theorem 10, which holds
because we have assumed that G(x) > 0 for all x. However, that requirement
is actually not necessary, because we can always work in an interval [0, 4] as
long as G(6) < 1 for some § > 0. We can show the uniqueness of b(-,0) for all
0 <t < T by recursively considering successive intervals of length §.

We can deduce from Theorem 10 that an analog of Proposition 2 holds in
OL intervals.

Corollary 1 (the integral representation (2) in an OL interval) The integral
representation in (2) is valid in OL intervals as well as in UL intervals.

We now return to Assumption 8, which restricts the class of allowed service
cdf’s in a rather complicated way. We will show that it suffices for the service
hazard rate hg to be bounded. But even that is often not necessary in practice.
It is important to note that Assumption 8 is always satisfied in a case of
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principle interest: if there exists yo such that b(0,y) = 0 for all y > yo. That
case occurs whenever the system started empty at some (finite) time in the
past. That case occurs if the overloaded interval of interest begins at time ¢,
0 <t < T, after the system has begun empty with b(0,y) = 0 for all y; then
necessarily b(t,y) = 0 for all y > t, by virtue of Assumption 6. Then

7 < B(0,T)g! (2T)/G(T) < , (25)

where z'(t) = sup {z(s) : 0 < s < t}.

Nevertheless, other initial conditions are interesting. For example, for the
stationary model, we might start with the stationary fluid content, which has
the form we have b(0,y) = G(y), y > 0, because G is the stationary-excess or
equilibrium-residual-lifetime density of the service-time distribution; see [36].
Thus we now present other sufficient conditions for Assumption 8.

Remark 4 (sufficient conditions for the bound when B(t) — B(0,y) > 0 for all
y.) Clearly, we need to control the initial content density b(0,y) and/or the
service pdf g(y) in order for Assumption 8 to hold. An easy sufficient condition
directly related to the stationary fluid content density for the stationary model
is for there to exist a constant K such that b(0,y) < KG(y) for all y > 0.
Another easy sufficient condition for the bound in Assumption 8 is to have

oo

sup {[ b(0,y)ha(y+1t)dy} < oc. (26)
o<t<T Jo

In turn, three different sufficient conditions for (26) are:

(i) sup{ha(z)} < oo (bounded hazard rate, using B(0) < c0);
x>0

(13) there exists 8 > 0 and K such that

/ b(0,y)e® dy < oo and hg(z) < KePz forall 2 > 0.
0

(ii7) limsup {b(0,y)/G(y)} < oo

Yy—00

(using sup b(0,y) <oo and sup hg(0,y) <oo forall ¢>0)
0<y<t O0<y<t

So far, we can only conclude that the function b(¢,0) € D. We can obtain
additional smoothness properties by imposing additional smoothness condi-
tions on the model elements s and g. We use these properties for b(-,0) to
establish properties of the ODE to calculate the BWT w in §4 of [20].

Corollary 2 (smoothness of service content in the overloaded case) If s and
g are continuous, then b(-,0) is continuous as well. In that case, b(-,z) and
b(t,z) are elements of C, for each x >0 and t > 0.



21

Proof. Under the extra smoothness conditions, we can apply the contraction
fixed point theorem on the closed subspace C of continuous functions in D,
with the same uniform norm. Then the fixed point b(t, 0 is necessarily in C as
well, from which we deduce that b(-, z) and b(¢, z) are elements of C,, for each
z>0andt>0. =

We discuss alternative algorithms to calculate b in Appendix §C.

7 The Queue Performance Functions

We now turn to the queue during an overload interval. To do so, it is convenient
to initially ignore the flow into service.

7.1 The Queue Content Ignoring Flow Into Service

Let ¢(t,z) be q(t,z) during the overload interval [0,7) under the assumption
that no fluid enters service from queue. We can once again invoke the connec-
tion to the M;/GI /oo stochastic model, discussed in §4 to treat ¢(t,z) just as
we treated b in §5, because we can let the general patience cdf F' play the role
of the general service-time cdf G. Instead of (5), we can write

F(in+u)

Gt +u,z+u) =q(t,x) Fa)

x>0, (27)
to obtain the following proposition. The proof is just like the proof of Propo-
sition 2 for B.

Proposition 6 (queue content without transfer into service in the overloaded
case) In the overloaded case, the integral representation in (2) is valid for Q
and q, with

5 ANy (y—t)VO 1 T
Qt,y) = /0 F(z2)A\(t — z)dx + /0 Mq(o, x) dz,

)
i(t.a) = Mt =) @)l + 90,0~ O Dty (29
Q(t) = /o F(z)\(t — z)dx + /OOO %q(o,x) dx

<A)+Q0) <oo, 0<t<T.

Remark 5 Just as we observed for b in an underloaded interval in Remark 2,
in an overloaded interval G satisfies a version of the generic scalar transport

PDE.

Paralleling Proposition 3, we have the following comparison result, proved
in the same way.
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Proposition 7 (comparison result for §) Consider two overloaded fluid mod-
els. If M1 < A2, 1(0,-) < ¢2(0,) and hp, > hp, as functions, then ¢1 < ¢a,
i.e., q1(t,x) < ga(t,x) for allt > 0 and x > 0.

We now derive ¢ and w. The proper definition and characterization of the
BWT w is somewhat complicated. We easily get an expression for g provided
that we can find w.

Corollary 3 (from ¢ to q) Given the BWT w,

_ - N F(z
Q(ta I) = Q(t -, O)F(I)l{mgw(t)/\t} + Q(Oa T — t)ﬂ%_)t)l{t<m§w(t)}

F(x
( )t) 1{t<z§w(t)}- (29)

=q(t — z,0)F(2) 1 pcw 0,2 —t)=——"t—
q(t =, 0)F(x) Lz <wynty + (0,2 )F@_

Moreover, q(t,-) € C, for all t > 0.

Proof. Combine Proposition 6 and (29) to deduce that ¢(t,-) € C, for all ¢, z.

7.2 The Boundary Waiting Time w

It now remains to define and characterize the BWT w. We can define the
BWT w by exploiting flow conservation, in particular, by exploiting the fact
that two expressions for the amount of fluid to enter service over any interval
[t,t + d] coincide; i.e.,

t+3
B(t+06) — BE(t) = / bu, 0) du = I(t,w(t), 4, 0) — A(t, 1 +0),  (30)

where
w(t)

I=1I(tw(t),qod) E/ G(t, z)dx (31)
w(t)—e(t,0)

is the amount of fluid removed from the right boundary of ¢, starting at = =
w(t) — €(t,0) and ending at x = w(t), during the time interval [t, ¢ + J] (where
€(t,9) is yet to be determined) and A(t,t + J) is the amount of the fluid
content in I that abandons in the interval [t,t + d]. We define the BWT w by
letting ¢ | 0 in (30). We will show in Theorem 3 below that, under regularity
conditions, the relation in (30) determines an ODE for w that has a unique
solution. Hence, we will show that the relation (30) serves to properly define
w and characterize it.

We need two more regularity conditions. First, we assume that the initial
value w(0) for the interval we consider is finite. We will be representing w as
the solution of an initial value problem involving an ODE, so this is needed.

Assumption 9 (finite initial BWT) 0 < w(0) < oo.

Second, we require that the functions A(¢) and ¢(0,x) be appropriately
bounded away from 0.
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Assumption 10 (positive arrival rate and initial queue density) For allt > 0,
Aint () = Oé{ifgt {AMw)} >0, and

Gine(0) = _inf “1a(0,u)} >0 i w(0) >0.

By equation (??) for ¢, Assumption 10 for X implies that G(t,z) > eF(z) >
0 on [0,T) for some positive e. That is useful because (¢, ) appears in the
denominator in an expression for the derivative of w in (32) below. The BWT
w can be discontinuous if these functions are 0 over subintervals; we give ex-
amples in Appendix E. We show that w can be discontinuous if A(t) = 0 or
q(0,-) = 0 over a subinterval, while w can have an infinite derivative corre-
sponding to zeros of these functions. However, we obtain the following positive
result, proved in §11. Let x(t+) and z(t—) denote the right and left limits of a
function = at ¢, respectively. We can obtain a more elementary statement and
proof if we assume even more regularity conditions; see Appendix §D.

Theorem 3 (the BWT ODE) Consider an overloaded interval [0,T). If As-
sumptions 9-10 hold, then the BWT w is well defined being the unique solution
of the initial value problem (IVP) on [0,T) based on the ODE

b(t+,0)
q(t, w(t)—-)
and any initial value w(0). In addition, w is Lipschitz continuous on [0,T]
with w(t +u) < w(t) +u for allt > 0 and w > 0 with t + w < T. Moreover,

w 18 right differentiable everywhere with right derivative w'(t+) given in (32)
and left differentiable everywhere (but not necessarily differentiable) with value

/ 0 w —1 _ b(t—,())
w'(t—) = U(t,w(t)) = 1 RTEmE

Overall, w is continuously differentiable everywhere except for finitely many t.

w'(t+) =¥ (tw(t) =1— (32)

(33)

Remark 6 (different roles of b(¢,0) and F' in shaping ¢) Our use of ¢ as an
intermediate step in constructing ¢ helps show the different roles played by
b(t,0) and F in producing g. First, the abandonment (F') controls the shape
of ¢(t,x) and thus ¢(¢,z) only for © < w(t). Second, the transportation rate
b(t,0) controls only w(t), the right boundary or the truncation of ¢(¢, z) on x;
it does not affect G(¢, z) itself, and thus ¢(t,z) for any 0 < z < w(t).

We give closed-form formulae for some special cases in the next corollary,
proved in Appendix §D.

Corollary 4 Suppose the system is overloaded for 0 <t < T and w(0) = 0.

(a). For the Gy/M/s; fluid model without customer abandonment (F(z) =
1 for z > 0),

w(t) =t — Al(/ot b(y,0)dy), 0<t<t,
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for A=Y (z) =inf{y > 0: A(y) =2}, and t =inf{t > 0: A(t) = fot b(y,0)dy}.

(b). For the Gy/M/s;+ M fluid model, where the abandonment-time cdf is
exponential (F(x) = e~ %, z >0),

w(t) =t — Al(/ot b(y,0)edy), 0<t<t, (34)

where A(t) = fg Ay)e?dy, A=Y (zx) = inf{y > 0: A(y) = z}, and t = inf{t >
0: A(t) = [} by, 0)e?dy}.

We conclude this section by combining Proposition 6, Corollary 3 and
Theorem 3 to deduce that the integral representation in (2) is valid for Q as
well as B and Q.

Corollary 5 (integral representation for Q) In the overloaded case, the inte-
gral representation in (2) is valid for @ and q, with w in Theorem 3 and q in
Corollary 3.

7.3 The Potential Waiting Time

In the previous subsection, we characterized the dynamics of the BWT w. Now
we want to connect w to the PWT v, the waiting time of an arriving quantum
of fluid at time ¢ that is infinitely patient.

As shown in [26], the PWT v can be defined as a first passage time, with
abandonment after time ¢ computed with the input turned off; also see [33].
Let A:(u) be the total fluid abandoning in the interval [t,t 4+ u] in our fluid
model, modified by having the input shut off after time ¢. Paralleling (7),

t+u [e'e)
Ai(u) = /t a(s)ds and  a(s) = / q(s,x)hpdx, s>t (35)

—t

where «;(s) is the abandonment rate of the fluid that arrives before time ¢, at
time s.
With (35), we can define v(t) as

v(t)=inf{u>0: E(t+u)— E(t)+ A(u) >Q()}, t>0, (36)

where FE(t) is the amount of fluid to enter service in the interval [0,¢], as in
(8), ie., E(t) = fot b(u,0) du, t > 0. However, in general, so far, we have not
assumed enough to guarantee that the PWT wv is finite. It is possible for fluid
to arrive and never be served; we need to rule that out.

First, we show that any initial fluid content in the system eventually must
leave. Let By(t) be the portion of the initial fluid content in service, B(0), that
is still in service at time ¢; let Qo(¢) be the portion of the initial fluid content
in queue, Q(0), that is still in queue at time ¢.
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Proposition 8 (dissipation of initial fluid content) Fort >0,

By(t) = /too b(O,y)Ggf_;)y) dy — 0 and

Qo@)s@(m:/twq(o,y)%dyw st

Proof. The representation is immediate. It is elementary that By(t) < B(0)
and Qo(t) < Q(0) = Q(0). By Assumption 1, B(0) < oo and Q(0) < oo.
The convergence then follows from the Lebesgue dominated convergence the-
orem. =

However, the queue will not dissipate in finite time by abandonment alone,
because F(x) > 0 for all z > 0. Hence we need to have fluid enter service
from the queue. Even if we invoke Assumption 9, and have w(0) < oo, so
that we have w(t) < w(0) +t < oo for all £ > 0, we cannot guarantee that
v(0) < oo. Indeed, we would have v(t) = oo for all ¢ > 0 if no fluid from
queue were ever admitted into service. That in turn would be the case if we
used the feasible staffing function s(t) = By (t), which is positive for all ¢ when
B(0) > 0, because G(z) > 0 for all z > 0. In order to avoid such problems, we
introduce two more regularity conditions:

Assumption 11 (minimum staffing level) There exists a constant sp such
that s(t) > s, > 0 for allt > 0.

Assumption 12 (minimum service hazard rate) There exists a constant ha, 1,
such that hg(x) > ha,r, >0 for all x > 0.

Theorem 4 (finite PWT) Under Assumptions 11 and 12, the rate of service
completion is bounded below: o(t) > spha 1 for all t > 0. As a consequence,

Q) +s(t) — sz
— <
spha,r

We give the proof in Appendix §D. Given that the PWT v is indeed
bounded above as in Theorem 4, we can obtain it from our algorithm for
w. The idea is simple: If, at time ¢, the elapsed waiting time of the quantum
of fluid that is entering service is w(t), then this quantum of fluid arrived in
queue w(t) units of time ago. That implies that the PWT at ¢t — w(t) is w(t).
We prove the following in §11.

Theorem 5 (the PWT v and the BWT w) Consider an overloaded interval
with Assumptions 9-10 holding and w(0) = 0. If v(t) < oo for all t > 0 (for
which Assumption 11 is a sufficient condition, by Theorem 1), then v is the
unique function in D satisfying the equation

v(t—w(t)) = w(t) or, equivalently, v(t) = w(t+v(t)) for all t>0, (37)

v(t) < o0, t>0.

as depicted in Figure 5. Moreover, v is discontinuous at t if and only if there
exists € > 0 such that w(t +v(t) + €) = w(t + v(t)) + €, which in turn holds if
and only if b(u,0) =0 for t +v(t) <u <t+ov(t)+e. Ifb(-,0) >0 a.e. with
respect to Lebesgue measure, then v is continuous.
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Fig. 5 Potential waiting time v(¢) and boundary waiting time w(t).

The proof of Theorem 5 directly gives an algorithm to compute the PWT
v given the BWT w. Similarly, the second equation in (37) can provide an
algorithm to construct w given v. We now provide an alternative characteri-
zation of v via its own ODE, but this alternative characterization involves an
extra condition. We give the proof in §11.

Theorem 6 (right derivative and ODE for v) Under the conditions in The-
orem 5, the right derivative of v always exists (except possibly infinite), with
value

(i) = lim w = &(t,u(t)) =
At F (v(t))
b((t + v(t))+,0)

The right derivative at t is finite if and only if b(t + v(t),0) > 0. If t is a
continuity point of v, then the left derivative exists as well, with

- G(t +v(t),v(t F
) — bty = VOO0 | NOFO@®)
b((t +v(t))—,0) b((t +v(t))—,0)
If @ is continuous at t, then v is differentiable at t, and v satisfies the first
ODE. If, in addition, b(t,0) > 0 for all t, then v is continuous. Then v is
differentiable except at only finitely many t, and there exists a unique solution

to the first ODE.

t),v(t)-)
b((t +v(t))+,0)

+
L=
—~

~

+

]
—~
~—

<

-1

-1>-1

Remark 7 (algorithm for v and w) In an algorithm, it is convenient to avoid
the complications for w and v that occur when b(¢,0) = 0. To do so, we can
introduce an e-approximation, letting b.(¢,0) = b(¢,0) +¢, 0 < ¢t < T, only to
be used in the calculation of w and v. Let we be w and ve be v with b(¢,0)
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/
€9

replaced by b(t,0). Since w’ > w’. and v/ > v
€l 0.

We could also enforce a lower bound for b(t,0) directly in our model by
imposing a constraint on our staffing. We could require that b(¢,0) > b* > 0 for
all ¢ in order for the staffing function s to be feasible. Since b(¢,0) = s'(t)+ 0o (t),
that translates into the staffing constraint

we have we T w and ve T v as

s'(t) > b —o(t)=b" — / b(t,x)dz, 0<t<T. (38)
0
In Appendix D we give closed-form formulae for the PWT v in some special
cases, paralleling those for the BWT w given in Corollary 4.

8 Overview of the Total Algorithm

We now summarize the full algorithm for the G;/GI/s; + GI fluid model. We
alternately consider successive underloaded and overloaded intervals (under
the assumption that any finite interval can be partitioned into finitely many
of these, which can be verified in the computation). For each underloaded
interval, we start with initial conditions as indicated in §3. We can compute
the single key performance measure b directly by applying Proposition 2. We
then end the underloaded interval the first time B(t) exceeds s(t). Since the
queue is empty, the functions ¢, w and v do not appear.

8.1 An Overloaded Interval with M service

An overloaded interval is more complicated. There are two cases: (i) M service
and (i) non-M GI service. For M service, we do not need to solve the fixed
point equation (18) for the rate fluid enters service from the queue, b(t, 0. With
M service (at rate 1), we know that b(t,0) = s'(t) + s(t), by Proposition 5.
The algorithm starts with initial conditions as in §3. The algorithm begins by
calculating ¢ via Proposition 6 and b and b(¢,0) via Proposition 5. We then
calculate w by solving the ODE (32) and then the function v via the equation
(37), as explained in the proof of Theorem 5. We consider terminating the
overloaded interval the first time that w(t) = 0. At that time we check to see
if the interval actually remains overloaded, by looking at the net flow rate into
the queue r(t) = A(t) — s'(t) — o(t) (see (10)). If r(t) > 0, then we continue
the overloaded interval. Otherwise, we shift to the next underloaded interval.
We present additional details about the algorithm for M service in Appendix
G.

8.2 An Overloaded Interval with GI service

With non-M service, we need to solve the fixed point equation (18) for the
rate fluid enters service from the queue, b(t,0), in addition to the other steps
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with M service. We now formally state the algorithm to compute all perfor-
mance functions in an overloaded interval of the G;/GI/s; + GI fluid model.
Consider an interval [0, 7] and assume that the system is overloaded at ¢t = 0,
ie., Q(0) > 0 and B(0) = s(0). However, we typically do not know when the
overloaded interval ends in advance. The objective is to determine the overload
termination time 7Tj defined in (10) with ¢; = 0 along with the other perfor-
mance functions. Hence, we determine ¢(¢,-) and b(t,-) for 0 < ¢ < T ATy. If
Ty < T, the system simply switches to an underloaded interval; otherwise, the
system stays overloaded in [0, T.

The input functions are the model parameters F', G, A(t) and s(t) for
0 < t < T and initial condition ¢(0,-), (0,-) and w(0). We require that
these conditions satisfy (i) s(0) = B(0) = [;°b(0,y)dy and (i) Q(0) =
fow(o) q(0,y)dy > 0. Applying the fixed-point operator discussed in §6, we
have the following algorithm:

L u@(t) <0, a(t) — s'(t)+ f;7b(0,9) Ly, i1

2: u®(t) — a(t) + f(f uD(y)gt —y)dy for 0<t<T

3: If Ju®™® — uC~ V|7 > ¢, then i « i+ 1 and go to Step 2;
otherwise b(t,0) « u(t) for 0<t<T

4: Solve the BWT ODE and determine T3.

5: Compute b(t, x) using (15) for 0 <t < T AT;. End.

Note that e is the (small positive) error threshold level that we specify in
advance. Here we let the contraction iteration in Step 2 end when the uniform
distance between the u functions in two consecutive iterations is small.

The algorithm above requires that the given staffing function s be feasible.
However, we can also easily modify the algorithm so that infeasibility can
be detected. That extension is discussed in Appendix G. With the algorithm
above, we will see that s is infeasible (if it is) in Step 4 by observing that
b(t,0) <0 for some 0 <t < T; see the next section.

9 Feasibility of the Staffing Function

So far, we have assumed that the staffing function s is feasible, yielding
b(t,0) > s'(t) + o(t) = §'(t) —I—/ b(t,x)hg(x)dr >0 (39)
0

for all ¢ > 0 such that B(t) = s(¢). This requirement is automatically satisfied
in underloaded intervals when B(t) = s(t), because in that case we require
that s'(t) + o(t) > A(t) where necessarily A(t) > 0. Feasibility is only a con-
cern during overloaded intervals, and then only when the staffing function is
decreasing, i.e., when s'(¢) < 0.

The first violation is easy to detect: Let t* be the time of first violation. Let
I,, be the n'* overloaded subinterval in [0, 00) determined under the assump-
tion that the original staffing function s is feasible. Let I be the union of these
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subintervals, i.e., the subset of [0, 00) during which the system is overloaded.
Then

t*=inf{t € I :b(¢t,0) < 0}. (40)

Even though we require (39), so far we have done nothing to prevent having
t* < oo (violation). Thus, we compute b and detect the first violation.

Correcting the staffing function is not difficult either (by which we mean
replacing it with a higher feasible staffing function): We simply construct a new
staffing function s* consistent with turning off the input into the queue (setting
b(t,0) = 0) starting at time ¢* and lasting until the first time ¢ after ¢* at which
s*(t) = s(t). (By the adjustment, we will have made s*(t*+) > s(t*+).) Since
the system has operated differently during the time interval [t*,t], we must
recalculate all the performance measures after time ¢, but we have now deter-
mined a feasible staffing function up to time ¢ > t*. By successive applications
of this correction method (adjusting the staffing function s and recalculating
b), we can construct the minimum feasible staffing function overall.

To make this precise, let Sy s(¢) be the set of all feasible staffing functions
for the system over the time interval [0,¢], ¢t > t*, that coincide with s over
[0,*]; i.e., with C2(t) denoting the set of twice differentiable positive real-
valued functions on [0, t] with second derivatives in Cp, let

Sps(t) = {5 € CX(t) : bs(u,0)1{p,()=sw)} =0, 0L u<t,
and  5(u) = s(u), 0<u<t*}, (41)

for ¢t* in (40), where b; is the function b associated with the model with staffing
function s.

Theorem 7 (minimum feasible staffing function) Assume that s € (Cf) and
bs(-,0) exists and is continuous for each § € Sy s(t)). Then there exist 6 > 0
and s* € Sy s(t* +6) in (41) for t* in (40) such that

s* =inf {5 € Sp(t* +9)}; (42)

ie., s* €Sy s(t*+0) and s*(u) < §(u), 0 <u < t*44, for all § € Sy s(t*+9).
In particular,

s*(t*—l—u)z/ bs(t*,x—u)ﬂda@ 0<u<é. (43)
u G(‘T - u)
Moreover, 6 can be chosen so that

d=inf{u>0:s"(t"+u)=s({t"+u)}, (44)

with 6 = oo if the infimum in (44) is not attained.
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Proof First, since bs(+,0) is continuous for our original s, the violation in (40)
must persist for a positive interval after ¢t*; that ensures that a strictly positive
0 can be found.

We shall prove that § > s* over [t*,t* + 0] for s* in (43) and any feasible
function s, and we will show that s* itself is feasible. For 0 < ¢t < t*+§, suppose
§ is feasible. Since the system is overloaded, system being in the overloaded
regime implies that

St +u) = Bs(t" +u) = / bs(t* 4+ u, x)dx
0

:/ubg(t*+u—x,O)C_}(x)dx_’_/Oobs(t*’x_u)ﬂdx
0 u

> /OO bs(t*, @ — u)é(i(if)u)d:c = s (t" +w),

where equality on the second line holds because of the fundamental evolution
equations in Assumption 6 and because bz(t*, z) = bs(¢*, z) for all z, and the
inequality holds because bz > 0. On the other hand, the equality holds when
bs(t* + u,0) = 0 for all u, which yields B(t* + u) = s*(¢t + u). Therefore, the
proof is complete. =

Corollary 6 (minimum feasible staffing with exponential service times) For
the special case of exponential service times, i.e., with G(x) = e™*, (43) be-
comes simply s*(t* +u) = B(t*)e ™, 0 <u < 4.

We have constructed a minimal feasible staffing function by requiring that
the new staffing function agree with the original one up until the time of
the first violation. We have shown that assumption leads to a unique mini-
mum feasible staffing function. However, it may be desirable to consider other
approaches to feasibility, where we have the freedom to revise the staffing
function before t* as well as afterwards. It is natural to frame the issue as an
optimization problem; e.g., as in productions smoothing, we might want to
impose costs for for fluctuations of the staffing function as well high values.
We leave such investigations for future work.

10 Staffing the G:/GI/s; + GI Fluid Model to Stabilize Delays

So far, we have discussed the performance analysis of the G¢/GI/s; + GI fluid
model with the staffing function s regarded as a given function. In this section,
we assume that we are free to choose the staffing function s, and do so with
the objective of stabilizing the potential waiting time v at some (constant)
target v* > 0. This delay stabilization problem is a variant of one considered
previously for many-server queueing models with time-varying arrival rates in
[12]. In [12], the goal was to stabilize the probability an arrival experiences any
delay. in contrast, here we stabilize the delay of all fluid at precisely v* > 0.
Now everybody must wait, but only v*.
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As a consequence of Theorem 5, we see that, in order to stabilize v at v*,
it suffices to stabilize w at v*. By Theorem 3, we see that we will be able to
do so if and only if we can find a staffing functions s for which the resulting
performance satisfies the equation

t>0 (45)

which implies that we must have b(t,0) = ¢(t, v*) when w(t) = v*.

Suppose that the system is initially empty, i.e., b(0,x) = ¢(0,z) = 0 for all
x > 0. Thus, we do not start staffing the service facility until time v*, so that
no input enters service during [0, v*]; i.e., we let b(¢,0) = 0 for 0 < ¢ < v*, in
order to let w increase from 0 to v*. At time v*, the input at time 0 is sent to
the queue, after waiting precisely time v*.

With the initial conditions ¢(¢,0) = A(¢) and ¢(0,z) = 0, the queue in-
stantly becomes overloaded at time 0, and we can apply Proposition 6 and
Corollary 3 (or (5)) to obtain

q(t,x) = F()A(t — #)1jo<o<sy, 0<t<v™ (46)
Combining (45) and (46), we obtain the transportation rate after ¢ = v*:
b(t,0) = q(t,v*) = F(v*)A(t — v*)1{s0ey
With the explicit expression of b(¢,0) and b(0,z) =0, = > 0, (5) implies that
b(t,z) = G(z)F(v")A(t — 2 — v*)ljo<u<t—vy, t>0 and x>0. (47)

Therefore, we can easily compute B(t), o(t), ¢(t,z), Q(t) and «(t) for
t > v*. We have just proved the following theorem.

Theorem 8 Consider the G¢/GI /sy + GI fluid model with a general arrival-
rate function A. Suppose the system is initially empty. For any specified con-
stant v* > 0, we can make the system overloaded such that the PWT is fized at
v*, d.e., v(t) =v* for all t > 0, by (i) not allowing any input to enter service
until time t = v*, (ii) letting the service-capacity function be

s(v*,t) =s"(t) = F(v*)/o - G2t —v* — 2)dx - Lgspey (48)

and (iit) operating the queue in the usual FCFS manner after time v* with
b(t,0) > 0. If we do so, then w(t) = v* for t > v* and w(t) =1t for t <v*,
B(t) = s*(t), b(t,0) = F(0*)A(t —v*) - Liseey,

v*

Q) = /0 F(z)\(t — z)dzx - Lio<t<o+} —1—/0 F(z)A(t — x)dz - 150+,

o) = F@) [ A= = algla)dn 1o,

*

t v
at) = /0 At — ) f(x)dr - 1{o<p<omy —|—/0 At —2z)f(2)dr - 150wy, t2>0.
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If X is a periodic function, then so are b(-,x), B(-) = s*(-), o, q(-,z), Q(:) and
« after time v*, with the same period.

Remark 8 (connection to the QED regime when v* = 0 ) All the analysis in
this section can be extended to the delay target v* = 0. In this case, the staffing
function in Theorem 8 is just sufficient to guarantee that all fluid enters service
immediately upon arrival (thus with 0 delay in the queue) and that the system
is CL for all ¢ (the service capacity is fully occupied, i.e., B(t) = s(t)). This
scenario corresponds to the heavy-traffic QED system regime.

Remark 9 (general initial conditions or no delay) Theorem 8 is based on start-
ing empty. However, it is possible to stabilize delays with arbitrary initial
conditions. We present the details in Appendix H. We can also achieve the
minimum staffing level so that there is no delay at all by simply staffing at the
fluid content B(t) in the underloaded regime. These two variants may involve
having an atom of initial fluid content enter service at time 0, so that we leave
the smooth framework.

11 Proofs of the Main Results

Proof of Theorem 3. We establish the different results in turn:

(a) (rate of growth) Consider an interval [t,t + d] that is overloaded. If no
fluid enters service during this interval, i.e., if b(s,0)=0 for t < s < ¢+ d, then
the waiting time of a quantum of fluid at the front of the queue will increase
with rate 1, i.e., w(t+9) = w(t)+4, provided that quantum does not abandon.
Hence, we have the claimed bound on the rate of growth: w(t +u) < w(t) +u
forall t > 0 and u > 0 with ¢t + v <T'. A more formal argument follows from
(5) in Assumption 6.

(b) (characterization) However, we will have w(t+0) < w(t)+4 if b(¢,0) > 0
because the FCFS service discipline implies that the queue is being eaten away
from the head. In other words, fluid is being transported from the queue to
the service facility from the right boundary of ¢(¢, ). Therefore,

w(t +8) = w(t) + 8 — e(t,8), (49)

where €(t, §) is the amount of boundary waiting time w(¢) that is pushed back
(eaten up) by b(t,0) from ¢ to t + 4, see Figure 6. (Note that § > 0 and
€(t,d) > 0.) To determine €(t,0), we apply (30), with (31). We will bound
e(t,9) in (51) below.

(¢) (controlling the abandonment term) We will show that the abandon-
ment term A(t,t 4 0) in (30) is asymptotically negligible, so that it can be ig-
nored when computing the derivative, but we use it to establish Lipschitz con-
tinuity. Even though A(t,t+ 4) is somewhat complicated, we can easily bound
it above. Moreover, we can do so uniformly in ¢ over the entire interval [0, T].
First let w! = sup {w(t) : 0 < ¢t < T}. We necessarily have w! < w(0)+7 < oo
by virtue of the bound on the growth rate growth determined above. Next let
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Fig. 6 The boundary of the waiting time w(t) under FCFS.

@, = sup {hp(z) : 0 < 2 < w'} which necessarily is finite, since f € C, and
F(w') > 0; and let ¢! = sup {G(¢,z) : 0 < z < w'}, which again necessarily is
finite because (¢, ) € C,. We thus have the bound

A(t,t +0) < hLg'e(t,8) = C16 (50)

for0<t<t+§<T, where C; = h;chwT, because €(t,d) < w's.

(d) (Lipschitz continuity) By (49), we can show that w is Lipschitz contin-
uous by showing that €(t,d) < C§ for some constant C. Recall that b(-,0) is
an element of D by Theorem 10. Hence, ||b(-,0)||r < 00, so that there exists a
constant Cy such that E(t + 0) — E(t) < Ce6 for 0 <t <t+§ < T. Together
with (50), that implies that the integral I(¢,w(t),q,0) is bounded above by
Cofor0 <t <t+d<T, where C = C; + Cs. Since the integrand of [ is
bounded below by ¢ > 0 by virtue of Assumption 10,

ce(t,0) < I(t,w(t),q,0) < (E(t+0) — E(t)) + A(t,t +0) < C§ (51)
for 0 <t <t+§ <T,so that indeed
lw(t+ ) —w(t)] <d+e(t,0) < (1+(C/e))d for 0<t<t+6<T.

as claimed.

(e) (the derivative) Since w is Lipschitz continuous, w necessarily is dif-
ferentiable a.e., but we will establish a stronger result. Given that €(t,d) =
cd +o0(d) as § | 0, from the first inequality in (50) we see that A(t,t 4+ §) =
O(6%)+0(8?), so that the abandonment term can be ignored when we consider
the derivative. Together with (30) and (31), that implies that a right derivative
of w exists at ¢ with value in (32). The convergence as ¢ | 0 in the definition
of that right derivative will be uniform over a neighborhood of ¢ if §(¢, ) is
continuous function of x at x = w(¢), but not otherwise.

To show (33) is similar. We consider an interval [t — 4, t] that is overloaded.
Similarly, we have

w(t) = w(t —8) + 6 — e(t — 6,0), (52)
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and ,
E(t) — E(t —9) E/ b(u,0)du=J+ K — A(t, t +9)),
t—5
where
(t)+e(t—8,6)
J=J(t,w(t),q) = / q(t, z)dx, (53)
w(t)
and

= G(t —9d,z)dx — §(t,z)dx.
w(t—08)—e(t—46,0) w(t)

A closer look at K implies

w(t)+e(t—68,8)—6 w(t)+e(t—46,8) 7(.%)
K= Gt —6,x)dx Gt =6, —0)=——"=dzx
w(t)—6 w(t) F(x —9)
w(t)+e(t—68,8)—6 w(t)+e(t—68,8)—6 F 5
-/ i(t — b,2)d / att - 5,00y,
w(t)—6 w(t) F(y)

w(t)+e(t—08,6)—6 n
= / qt —d,y) (1 Fly + )> dy,
w(t)—§ (Z/)

where the first equality follows from (52) and fundamental evolution equations,
the second equality holds by change of variable. It is easy to see that K = o(9)
as 0 | 0. Therefore, together with (53), that implies that a left derivative of w
exists at ¢ with value in (33).

The stronger differentiability conclusion depends on the discontinuities
of ¢(t,x). From Proposition 6, all discontinuity points lie on finitely many
45 degree lines in the upper right quadrant [0,00) x [0,00); i.e., in the set
{(t,x) :z=t+c and c € S} where S contains ¢ = 0 and the finite set of
discontinuities of A for ¢ < 0 and the finite subset of discontinuities of ¢(0, )
for ¢ > 0. Since w(t +u) < w(t) +u for 0 < ¢ < t+u < T, the trajectory of
G(t,w(t)) crosses over each of these lines at most once. Moreover, it stays on
each line for at most a finite interval. If the trajectory immediately crosses over
the line, then the crossing time ¢ constitutes the sole discontinuity point for
w’ associated with that line. If the trajectory stays on the line for an interval,
then the two endpoints constitute discontinuity points for w’ associated with
that line.

(f) (existence of a solution) The solution can be constructed by considering
the successive intervals between discontinuity points and piecing together the
solutions. The function ¥ in (32) is continuous in each continuity interval.
Hence, existence follows from Peano’s theorem; see §2.6 of [34]. We apply
Assumption 9 to ensure that w(0) < occ.

(g) (uniqueness of a solution) Under extra regularity conditions, the func-
tion ¥ in (32) will be locally Lipschitz on each continuity interval of w’, so
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that each piece constructed in the existence argument above will be unique,
by virtue of the classical Picard-Lindelof theorem; e.g., Theorem 2.2 of [34].
Specifically, it suffices to assume that A and ¢(0,-) (already assumed to be
in C,) are differentiable on the subintervals where they are continuous with
derivatives in C,, over these subintervals.

However, we can actually prove uniqueness without resorting to extra as-
sumptions. To do so, we exploit the special structure of the ODE in (32). By
(29) in Corollary 3, ¢(t,w(t)—) in the denominator or (32) takes one of two
forms, depending on whether w(t) <t or not. Our proof applies to both cases
in the same way, so we only consider one case: we suppose that w(t) < ¢t. Then
q(t,w(t)=) = M(t —w(t))—)F (w(t)). Then ODE (32) implies that

b(t+,0) R Y
P = A= w0~ (0) = 5 ( / A(y)dy> ,

t t—w(t)
so that / .0, :/ AW)dy, t1 <t<ta(54)
& F(w(y)) t

Now suppose there is another function @ that also satisfies ODE (32) with
w(t1) = 0. Then, by the same reasoning, we get

t t—w(t)
/tl %dy = /t1 AMy)dy, t1 <t<ts. (55)

Equations (54) and (55) imply that

t 1 1 t—w(t)
/n s.0) (F(M@)‘F(m@)))dy‘/t@(t) Moy, 1 <t<ts (36)

Now suppose function w and w are different. Since w(t;) = w(t;) = 0, let
t =inf{t > t; : w(t) # w(t)}, which implies that w'(f) # @'(f). Without loss
of generality suppose that w’(f) < @'(t), hence there exists a § > 0 such that
w(t) < w(t) for all £ < t < £+ 4. Then we have 1/F(w(t)) < 1/F(«w(t)) for all
t<t<t+dandti+d—w(t+0) <t+d—w(+ 7). Therefore, (56) implies
that

t+6 1 1 t+6—w(i+4)
0> [ 000 (7 = 7)) ¥ s sy MO0

which is a contradiction. Hence the solution to ODE (32) must be unique. =

Proof of Theorem 5. To show that the two equations in (37) are equivalent,
make the change of variables s = ¢ — w(t). Then the first equation gives
v(s) = w(t) = w(s + w(t)) = w(s + v(s)), which is the second equation. The
other direction is similar.

For a given w, we shall do three things: (i) construct v given the first
equation in (37), (ii) show that this construction gives a function v that is right
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w(tw+ 6 +¢)

t t+6 tw tw+6 Stvt+d+e

Fig. 7 Potential waiting time v(¢) is right continuous and has limits from the left.

continuous and has limits from the left, and (iii) show that the construction
in (i) is the unique one that satisfies (ii).

For an arbitrary ¢, we draw a 45-degree ray starting from point (¢,0):
L(s) = s —t, s > t. Let v(t) be the largest t,, such that L(t,) = w(ty), as
shown in Figure 5. We first show that there necessarily exists at least one
time t,, > ¢ such that L(t,) = w(ty). If w(t) = 0, then ¢, = t is a solution.
Otherwise, we have w(t) > 0 = L(t), and w starts above the line L at time ¢. By
Theorem 3, w is a continuous function. In general, we could have w(t) > L(t)
for all ¢, but then we would have v(t) = co. Since v(t) < oo, there necessarily
is a time t,, such that L(t,) = w(ty)-

By Theorem 3, w’(t) < 1. Therefore, once L(t,,) = w(t,,) for the first time,
it either stays there or leaves, never to return. In other words, there are two
cases: First, as always occurs if w’(¢,,) < 1, there may be a unique t,, > t such
that L(t,) = w(ty). Second, there may exist an interval I = [t1,t2] such that
L(t) = w(t) for t € I, i.e., L(t1) = w(t1) and w'(t) = 1 for ¢t € I; see Figure
5. In the first case, we let v(t) = t,; in the second case, we let v(t) = w(ty)
where t,, = inf{s > t; : L(s) # w(s)}. That completes our construction.

Next we show right continuity. For any € > 0, our construction shows that
it is possible to choose § > 0 sufficiently small that v(t 4+ ) = w(ty + 0 + ¢€)
such that w(t, + 0 +€) — w(ty) = €, where € = €(t,0), as shown in Figure 7.
Our construction implies that

€ =w(ty + 5+ €) —w(ty) =w ()5 +e)
for some t,, <t <t,+0d+eand w’(f) < 1, which implies that

w'(f) 6

EEE(t,é): m

—0, asd—0.
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Therefore, as § — 0,
vt +0) —v(t) = w(ty + 0 +€) —w(ty) — 0,

by the continuity of w. Therefore, v is right continuous. Similarly, we can show
that v has limits from the left.

It is evident that, by this construction, we have ensured that v is right
continuous with left limits and unique. Moreover, v is discontinuous at ¢ if and
only if we are in the second case with an interval of solutions. =

Proof of Theorem 6. For § > 0, the second equation in (37) yields
v(t+0)—wv(t)  (wt+o+ou(t+0))—wlt+v() [v(t+0)—uv(t)+
) v(t+0)—v(t)+6 )

_ <w(t +o(t) + eizétzi()sg —w(t+ v(t))) (v(t + 535 —v(t) N 1)

where €(t,) = v(t + ) — v(t) + 6. Simple algebra implies that

v(t+0) —v(t) 1 .
5 T L wlretetd) —wlttu(®)
€(t,0)

Letting § | 0, we obtain

, L v(t+0)—v(t)) 1
U(t+)_%53< o ) _'1—4hnﬂo(w@+ww+§32§ﬂwﬂwu») -
_ 1 1 qt+ot),wt+v(t)-) 1
1—w ((t+v(t)+) b((t +v(D)+.0)
_ dtto®),v(t)-) | AUHFEE)
b((t + v(t),0) b(t+o(t)+,0)

where the second equality holds since right continuity of v implies that e(¢, ) —
0 as 6 — 0, the third equality follows from ODE (32), the fourth equal-
ity follows from the second equation in (37), the last equality holds because
the system being overloaded at time ¢ 4+ v(¢) implies that ¢(t + v(t),v(t)) =
q(t,0)F(v(t)) = AM(t)F(v(t)). The similar argument applies to the left deriva-
tive with (v(t) —v(t — §))/6 when t is a continuity point of v.

By Theorem 5, v is continuous under the extra condition that b(¢,0) > 0
for all . That clearly makes the right derivative finite for all ¢t. Hence, v is
differentiable wherever @ is continuous. We can now exploit Theorem 3 and
its proof. Since b(¢,0) > 0 for all ¢, there will be a one-to-one correspondence
between the finitely many points where ¥ in (32) is discontinuous and the
points where @ is discontinuous. Now we have the relations (for the right
derivatives everywhere)

R0
1—w'(t+v(t))

and w'(t) = _vit—wlt) t>0, (57)

v(t) Vit —wt) + 17
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with the denominators positive in both cases. Directly, we can establish exis-
tence and uniqueness of a solution to the ODE by the same reasoning as used
for ODE (32) for w. =

12 Conclusions.

In this paper we have characterized all the standard performance functions
for the Gy/GI/sy + GI fluid model. Our results were obtained under two
important regularity conditions: (i) Assumption 2, requiring that we have a
smooth model, and (ii) Assumption 7, requiring that there be only finitely
many switches between overloaded (OL) and underloaded (UL) intervals in fi-
nite time. There also is a restriction on the service distribution in Assumption
8 in order to guarantee that the fixed point equation (18) for the rate of flow
from queue into service, b(t, 0), has a unique solution that can be computed it-
eratively. It suffices for either (i) the service hazard function hg to be bounded
or (ii) the system to have started empty at some time in the (finite) past; see
§6. Additional regularity conditions were imposed in §7 to obtain results for
the waiting times.

For M service, the relatively simple algorithm primarily requires solving
the ODE for the BWT w in Theorem 3 and the equation for the PWT v in
Theorem 5 during each OL interval. For non-exponential service, in addition
we must solve the fixed point equation (18) for the flow rate into service
b(t,0), which is needed to determine the full service content density b(¢, z). The
algorithm is summarized in §8. We characterized the model, as just reviewed,
under the assumption that the staffing function s is feasible, but in Theorem
7 we also characterized the minimum feasible staffing function greater than or
equal to any given staffing function, provided that it is not changed prior to
the first infeasibility time. In §10 we showed that we can construct a staffing
function to stabilize the potential waiting time v at any desired target v* > 0.

The fluid model is well defined directly, but it is intended to serve as an
approximation for large-scale many-server queueing systems. We performed
extensive simulation experiments to confirm that the fluid model can provide
a useful approximation for such stochastic queueing systems. One of these
experiments is described in §2; others are described in the appendix, available
on the authors’ web pages. The simulation results show that, first, the fluid
approximation is essentially exact for very large queueing systems and, second,
it can be effective as an approximation for mean values even when the scale is
not too large; e.g., the number of servers might be only 20. The approximation
tends to be more accurate when the system is either overloaded or underloaded,
rather than critically loaded, as illustrated by Figure 3.

The results here even contribute to our understanding of the stationary
G/GI/s + GI fluid model introduced in [36]. For the special case of the
G/M/s + GI fluid model, building on the present paper, in [21] we prove
that the time-dependent performance of the fluid model converges to that
steady-state performance as time evolves for any finite initial condition. More-
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over, we provide bounds on the rate of convergence. In [21], we also establish
convergence to a periodic steady state for periodic models and we establish
asymptotic loss of memory (ALOM) for more general time-varying models.

There are many directions for future research: (i) It remains to consider
alternative approaches to obtaining feasible staffing functions. The method in
89, detects any infeasibility of a candidate staffing function and removes the
problem by increasing the staffing after the violation point. Alternative meth-
ods could modify the entire staffing function, aiming to achieve minimum cost
subject to constraints. (ii) It remains to establish existence, uniqueness and
algorithm results for the more general model in which many of the regularity
conditions imposed here are relaxed. (iii) It remains to extend the model to
represented more complicated service systems with multiple service pools and
multiple customer classes. Building on the present paper, a first step has been
made for single-class networks of queues with time-varying Markovian routing
among the queues in [20]. (iv) Finally, it remains to develop alternative ap-
proximations and many-server heavy-traffic limits for G/GI/s: + GI systems
that tend to be nearly critically loaded at all times, instead of switching back
and forth between OL and UL intervals.
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APPENDIX
to
The G¢/GI/s; + GI Many-Server Fluid Queue
by
Yunan Liu and Ward Whitt

A Overview.

This appendix contains material supplementing the main paper. We start with results for
the fluid model and conclude with simulation experiments.

First, §B explains why the service content density b(¢, z) satisfies the transport PDE in
an underloaded (UL) interval, as noted in Remark 2. In §C we supplement §6 by presenting
alternative algorithms for the service content density b during an overloaded (OL) interval.
This leads to a another PDE for b(t, z) under extra smoothness assumptions.

In §D we present additional results for the BWT w and the PWT v during an OL
interval, thus supplementing §7. We begin by providing a more elementary proof of Theorem
3 for the ODE for the BWT w under additional smoothness regularity conditions. Then we
prove Corollary 4, which provides explicit formulas for the BWT in special cases. We also
state an analog of Corollary 4 for the PWT v. We also prove Theorem 4, which established
conditions for the PWT v to be finite. In §E we discuss the structure of the BWT function
w. Theorem 3 requires the positivity A;py > 0 in Assumption 10. We now consider cases
in which A(¢) = 0 for some t > 0. We show that the BWT w can have more complicated
structure when the the zero set has zero Lebesque measure or positive Lebesque measure.

In §F we say more about the flows, i.e., the service-completion-rate function, o, and
the abandonment-rate function, «, defined in (7) and (9). In §G we supplement §8, which
summarizes the algorithm, by providing more discussion of the algorithm. In particular, we
provide a formal statement of the algorithm for M service. We also specify the algorithm to
adjust for an initially infeasible staffing function s and illustrate its performance. In §H we
present additional material related to §10 on choosing staffing functions to stabilize delays.
In particular, we show how to stabilize delays with general initial conditions. (In §10 we
assumed that the system starts empty.)

Finally, in §I we supplement §2 in the main paper by presenting additional compar-
isons of the fluid model to simulations of large-scale queueing systems. These additional
simulations confirm the observations in §2: First, for very large queueing systems, with
thousands of servers, the individual sample paths of the scaled queueing processes have neg-
ligible stochastic fluctuations and agree closely with the computed fluid model performance
functions. Second, for smaller queueing systems, e.g., with about 20 servers, the fluid model
performance functions still provide remarkably accurate approximations for the mean values
of the queueing processes.

B The Transport PDE for b in an Underloaded Interval

In Remark 2 we observed that the service content density b satisfies a version of the generic
scalar transport equation in the underloaded case. We provide more details here. The same
reasoning applies to the queue content density (¢, z), during an overloaded interval, ignoring
flow into service; see §7.1.

Proposition 9 (transport pde) In the underloaded region, if b(0,-) is differentiable in x,
then the service content function b is differentiable for t # x and satisfies the the following
pde, a simple version of the generic scalar transport equation:

ob

be(t, x) + be(t, x) = %(t, z) + a(t, z) = —hg(z)b(t, x). (58)
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Proof. Since X and b(0,-) are both differentiable, then it is easy to see that b(t,) is
differentiable for ¢ # z. If we let p(u) = b(t + u, z + u), we have that

bi(t, ) + by (t,z) = p'(0) = lim <M>

_ tz(b(t—l-q;,x—l-u)—b(t,m))
u—0 u
_ Jg(@’(x+u@)t—@(x)> (bg(,;)))

- _Cg_;((z)) b(t, z) = —hg(2)b(t, z),

where we apply the chain rule of calculus and the fundamental evolution equation for b in
(%)

Solving pde (58) with initial conditions A(¢) and b(0, x), yields Proposition 2. To verify
that, recall that the general solution to pde (58) is b(t, z) = e~ Jo c(Wdug_z) = G(z)l(t—
x), where function ¢ is any differentiable function. Here we have ¢(t) = A(t)1{;>0)- By the
initial condition, (0, z) = ¢(—z)G(x) when = > 0. Therefore we see that the claim is valid.

C Alternative Algorithms for b in an Overloaded Interval

We now discuss alternative algorithms to calculate the service content density b in an over-
loaded interval.
If Assumption 8 holds, then a finite function b is uniquely characterized via equation
(15), where
b(t,x) = b(t,z)/ha(z), 0<z<t<T, (59)

with b being the unique solution of the equation

t—x

b(t,z) = a(t,z) + g(x)/o b(t —z,y)dy, 0<z<t<T, (60)

where

at,z) = g(x)s'(t — ) + g(x) /000 W

We can establish the existence of a unique solution to equation (60) by applying the Banach
fixed point theorem on an appropriate space of functions of two variables.

Although this new fixed-point equation is more complicated, it can lead to a PDE
characterization of b. This PDE representation follows directly by differentiating in the
equation (60). (Convenient cancelation occurs.)

dy € Fr. (61)

Theorem 9 (PDE for l;) Under the assumptions of Theorems 10 and 11, wherever b has
first partial derivatives with respect to t and x, it satisfies the PDE

be(t, ) + ba (t, ) = §(t, @) + 2(x)b(t, z), 0<az<t<T, (62)
where , ,
(b 2) = et 2) + e (b 2) — LD a(t,0) and 2(z) = LD (63)
g() g(x)

for a(t,x) in (68). (The functions § and £ in (63) are well defined by the assumptions in
Theorem 11.) Associated with the PDE is the boundary condition

b(t, 1) = a(t, 1) = g(£)s' (0) + g(t) /O T b0, w)he)dy, 0<t<T, (64)

which is finite by (26).
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We now continue with the two-parameter functions b = b(¢, z). To apply the Banach
fixed point theorem in this setting, we use the space F7 1 of measurable real-valued functions
of the pair of real variables (¢, x) over the “triangular” domain 0 < z < ¢t < T, for which the
norm

't
lullr = sup [ Ju(t, )| de. (65)

0<t<T Jo
is finite. The norm || - ||7,1 is an L1 norm in one coordinate and an Lo, norm in the other;

it makes Fr 1 a Banach space.

Theorem 10 (service content in the overloaded case) Consider an overloaded interval
[0, T). If Assumption 8 holds, then a finite function b is uniquely characterized via equation
(15), where

b(t,z) = b(t,z)/ha(z), 0<z<t<T, (66)
with b being the unique fized point of the operator T : Fr 1 — Fr,1 defined by

t—zx

T(u)(t,z) = a(t,z) + g(x)/o u(lt —z,y)dy, 0<z<t<T, (67)

where
a(t,z) = g(a)s'(t — ) + g(x)/o W

Moreover, the operator T is a monotone contraction operator on Fr 1 with contraction
modulus G(T') for the norm || - |11 defined in (65), so that, for any u € Fr 1, the fired

point can be approximated by the n-fold iteration T of the operator T applied to u, with

™) () — b GO
17" (u) b||T,1§1 G

dy € Fr. (68)

|17 (u) —ullrn —0 as n— oo (69)

and, if u < (>)7T (u), then TV (u) < ()T (u) < (>)b for all n > 1. Finally, b(t,t) =
a(t,t) = g(t)b(0,0).

Proof. First, we show that b in (66) is a fixed point of the operator 7T, i.e., that 7T (b) = b.
To see that, multiply (15) through by hg(x), noting that (i) hg(z)G(x) = g(z) and (ii) we
are interested in the case = < t. We get b(t,x) = b(t,z)hg(z) = b(t — x,0)g(z). Next we
successively apply (17), (5) and a change of variables to get

b(t, z)

b(t — 2, 0)g(x) = (¢t — 2)g(x) + g(x) /O T bt — 2, y)he (y) dy

b(t — 2, )R (y) dy + o(x) /O Tt - ey dy
"t — z)g(x x h —(t—= 76(‘1/)
S =)a(o) + @) [~ b0y = (0= ) g T

+o(a) [ b —ay) dy

= St -)g(e) + 90 [

t—x

ha(y) dy

S (t—a)g +g(x/ b(0 g(“(t) )dy+g(x)/()t7xl3(t—:c7y)dy

= a(t,2) + g(a )/ b(t — 2,9) dy = T(b)(t, ), (70)

0
where a(t, z) = é(t, z) + d(t, z) with

gly+t—

&ty @) = g(x‘)sl(t —x) and d(t, x) = g(x)/o b(0, y) G(y) = -
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We next show that |la||7,1 < oco. First, ||é[l7,1 < G(T)||s'||7 < oo because s’ € Cp, C D.
Because of the factor g(x), ||cZ||T71 is bounded by the integral term. Taking the supremum
over z and ¢t with 0 <z < ¢ < T of the integral in the expression for d yields the term 7 in
Assumption 8, which we have assumed is bounded. Hence ||d||7,1 < oo, and so ||a||7,1 < oo.

Next note that 7 is indeed a contraction operator on (Fr,1,|| - ||7,1), because

rt rt—x
1T - Tz < sup [ g@) ( [ —wle -2 dy) dz < G(T)|[ur — uallr1,
o<t<T Jo 0

and we have assumed that G(T') < 1 for all T.. The geometric rate of convergence in (69) is
the standard conclusion from the Banach fixed point theorem, and the subsequent ordering
follows from the monotonicity of 7. Finally, l;(t7 t) = a(t, t) because the subset of u in Fr ; for
which u(t, t) = a(t) is closed, and 7 maps that subset into itself, because 7 (u)(t, t) = a(¢, t),
0<t<T,forall win Fr . By (17), a(t,t) = g(¢)b(0,0). =

We now provide conditions for b(-,z) and b(-,z) to be in C, for all & > 0. (We use these
properties for b(-,0) to establish properties of the ODE to calculate the BWT w in §4 of
[?].) We first introduce extra smoothness conditions.

Assumption 13 (extra smoothness for g and s) g and s’ are differentiable with derivatives
g and s"” in Cp.

We next impose additional regularity conditions on the service-time pdf g. For that
purpose, let ||g||cc be the uniform norm, i.e., ||gllcc = sup,>¢ {lg9(z)|}-

Assumption 14 (extra regularity for g) The service-time pdf g satisfies: g(x) > 0 for all
z, ||glloc < 00 and there exists K such that g(z) < g(0)eX® for all x > 0.

We will use the last inequality in Assumption 14 in its equivalent form: |g’(z)| < Kg(z)
for all z. (To see the equivalence, Divide by g(z), integrate and take the exponential.)

Theorem 11 (smoothness of service content in the overloaded case) If Assumptions 8-14
all hold, then l;(, x) and b(-, x) are differentiable functions for each x > 0, almost everywhere
equal to their partial derivatives with respect to t, for b in (66) and b in (67). Hence,
b(-,2),b(-,z) € Cp for all z > 0.

P’)“OOf. We again apply the Banach fixed point theorem, but now on a subspace of Fr 1
with a new norm. Consider the subspace of measurable real-valued functions u of the pair
of real variables (¢, ) over the same triangular domain 0 < z < ¢ < T that are differentiable
with respect to the variable ¢, and equal almost everywhere to the integral of its partial
derivative u¢, with finite norm |ju||r 2, where

llullz,2 = sup {/ (lu(t, )| + [uc(t, )]) da, } (71)
o<t<T Jo

which is like the Sobolev norm on the Sobolev space W1°°(0,t). The functions in Fr,2 are
Lipschitz continuous in the first variable t for each x in 0 < z <t < T. Reasoning as in the
proof of Theorem 10, we will show that ||a|7,2 < co, and then we will show that 7 maps
Fr,2 into itself.

Then,

lallr,2 < llallr,y + G(T) (IIS”IIT + K0<SUI<)T/0 (0(0,9)g(s +y)/G(y)) dy) < oo

by the proof of Theorem 10 and the conditions in Assumptions 8, 13 and 14. (Since C, C D,
15" ll7 < 00.) Next, IT(@)llr,2 < llallz2 + GT)(lullz1 + supocyer {lut, O} + futllz,1) <
oo. Then we see that 7 is again a contraction operator on (Fr,2,| - ||7,2) with modulus
G(T). We can ignore the term involving |ui(t,t) — u2(t,t)|, because, as noted at the end
of Theorem 10, we can restrict attention to the closed subspace Fr o containing only u for
which u(¢,t) = g(¢)b(0,0); as a consequence, ui(t,t) = wua(t,t) for all ¢t. Hence, the fixed
point b is an element of Fr,2, and so has the claimed smoothness properties. =
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D More on the Performance in Overloaded Intervals

We now present additional material on the queue performance functions during an OL
interval.

D.1 More on the BWT w

Alternate Proof of Theorem 3: the ODE for the BWT w. If we assume additional
smoothness, then we can obtain a simple direct proof of Theorem 3. In particular, we can
obtain the expression for the ODE describing the evolution of the BWT w(t) by differen-
tiating in the basic flow conservation equation in (6). Consider an overloaded interval that
starts out with the queue empty, so that Q(0) = 0. Then, when we differentiate with respect
to ¢ in (6), we get

L) = Q') = \() — alt) ~ (1,0), (72

where, from (7) and Corollary 3, by a change of variable,

'] w(t) t
a(t)E/O q(t,x)hF(x)dm:/O At — 2)f () dm:/tiw(t) A@)f(t —z)de.  (73)

and,
t

w(t) _ _
Q(t) = / At —z)F(x)dx = / Ax)F(t — x) da. (74)
0 t—w(t)
Then, assuming that w is differentiable (as well as F'), we can differentiate under the integral
in (74) to get

t

Q'(1) = A(®) — q(t, w(t))(1 — w'(t)) + A@)f(t — =) de. (75)

t—w(t)

We remark that the standard conditions to justify differentiation under the integral, i.e.,
differentiation of

b(t)

() = / h(t, o) d (76)
a(t)

is to have (i) the partial derivative of h(t,z) with respect to ¢t be well defined, (ii) h(t, x)

and Oh(t,z)/0t both be continuous in the two variables ¢t and x in some region including

{(t,z) : a(t) <z <b(t),t1 <t <t2}, and (iii) a and b to have continuous derivatives in the

region {t: ¢1 <t < t2}. Under these conditions,

b0 oh(t,a)
—— axr

77
o o (77)

I'(t) = h(t, b))V (t) — h(t,a(t))a’(t) +/

Equation (75) is an application of (77) to (74).
Inserting (75) into (72) and making appropriate cancelations (A(t) and «(t) appear on
both sides), we get

b(t,0) = q(t, w(t))(1 —w' (1)), (78)
which yields
o b(t,0)
W= G ) ™)

The more complicated analysis in our main proof is needed because we do not have all the
smoothness conditions. =
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Proof of Corollary 4: explicit expressions for the BWT w. Since the proofs to (a)
and (b) are similar, we will only prove (b). ODE (32) implies that

d

ot O(t—w(t / tw(®) 0
b(t, 0)e’t = A(t — w(t))e? =) (1 — /(1)) = - /0 Ay)e®¥dy | |

which implies
~ t
A - w(®) = [ b0,
0
and inverting function A(-) yields (34). Moreover,

i=inf{t > 0:w(0) =0} =inf{t > 0: A(t) = /t b(y,0)e’dy}. =
ty

D.2 More on the PWT v

We now give closed-form formulae for the PWT v in some special cases, paralleling those
for the BWT w in Corollary 4. We omit the proof, which is similar to the proof of Corollary
4, which is given in the next subsection.

Corollary 7 Suppose v(0) = 0, the system is overloaded for 0 <t < §, b(t,0) > 0.
(a). If there is no abandonment, i.e., if the model is G¢/M/s¢, then

oo =17 “Aw)dy) 1,

for 0 <t <t, where I'(t) = fg b(y,0)dy, I'1(z) = inf{y > 0: I'(y) = 2}, and t = inf{t >

0: () = [y My)dy}. )
(b). If the abandonment-time distribution is exponential (F(z) = e=%% for x > 0), i.e., if
the model is Gy/M/s¢ + M, then

o =14 “Aw)edy) — 1,

for 0 < t < T, where ['(t) = f(f b(y, 0)e?¥dy, ' 1(z) = inf{y > 0 : I'(y) = =z}, and
t=inf{t > 0: (1) = [} Ay)e?dy}.

Proof of Theorem 4: finiteness of PWT wv.

Proof Recalling the definition of o(¢) in (9), and using Assumption 12, we obtain

o(t) = /(;00 b(t, z)hg(x) de > /(;00 b(t,z)hg, dv = B(t)ha, -

However, in the overloaded interval, B(t) = s(t) and s(t) > s;pq by Assumption 11. Hence
we have the claimed lower bound on o(t). We use that lower bound to bound E(t+u)— E(t)
below. Note that

t+u t+u
Bt +u) — E(t) = /t b(v, 0) dv — /t (s'(v) + o(v)) dv > s(t +u) — s(t) + sphe, L.
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By Assumption 11, s(¢+u) > sp. Starting from the definition (36), we apply the inequalities
above to obtain

v(t)

inf{u>0:E(t+u)— E®) + A(u) > Q()}
inf{u>0:E(l+u)—El) > Q)}

IN

QU +s() —su _

spha,L

IN

inf {u>0: (sphg,ru—s(t) +s0)t > Q1)) <

)

where Q(t) < Q(0) + A(t) < oo for all ¢.

E Structure of the Boundary Waiting Time w.

Theorem 3 requires the positivity A;,y > 0 in Assumption 10. We now consider cases in
which A(¢) = 0 for some ¢ > 0. That leads to more complicated behavior for the BWT
function w.

E.1 The Zero Set of A(-) Has Zero Lebesgue Measure.

First, suppose that A(tg) = 0 for some tg > 0 but the zero set of A(-) has zero Lebesgue
measure, i.e., fOT 1(A(t) = 0}dt = 0, see Figure 8(a). Again we assume that both b(¢,0) and
A(t) are continuous for 0 < ¢ < T.

We only consider the overloaded case (the underloaded case is not interesting since
w(t) = 0). For simplicity, suppose the system is initially critically loaded, i.e., B(0) = S(0),
w(0) = 0, Q(0) = 0, and A(0) > o(0), then the system becomes overloaded in the next
moment.

We give a vivid example. Let the system be initially critically loaded and suppose
b(t,0) = 1 as long as the system is overloaded. For instance, this can be achieved if S(¢) =1
and the service-time distribution is exponential with rate 1. Let the arrival-rate function
A(t) = t2 — 3t + 9/4 and the abandon-time distribution be exponential with rate 0.5, i.e.,
F(z) =0.5-¢795% for x > 0.

We can see from Figure 8(a) that A(3/2) = 0 and foT Lia@w=0ydt = 0 for all T > 0.
Because A\(0) = 9/4 > b(0) = 1 the system becomes overloaded after time 0. We plot in
Figure 8(b) the boundary waiting time w(¢),0 < ¢t < T with T" = 3. One can see that the
derivative of w(t) reaches —oco once, and this corresponds to the fact that A(t) touches 0
once but does not stay at 0.

E.2 The Zero Set of A(-) Has Positive Lebesgue Measure.

In a more general setup of the arrival process, A(¢) can stay at 0 for a while meaning that
the arrival process is turned off. For instance, it is natural that the arrival process may look
like the first picture in Figure 9.

Intuition tells us in this case w(t) cannot be continuous for all ¢ > 0, it will jump at
some times. But when will w(¢) jump? What will be the heights of the jumps? To answer
these questions, we simply assume that A\(t) = 0 for 0 < &1 < t < {2 < oo. The case that
A(t) = 0 for ¢ in finite disjoint intervals can be easily generalized. Note that A(¢) being
left-continuous or right-continous does not matter because it is just a rate function.

Again, we consider a vivid example. Suppose the system is initially overloaded with
w(0) = 2 and ¢(0,2) = eo‘szl{ogzgw(o)}. We choose A(t) large enough such that the system
stays overloaded for ¢ > 0 and fix b(t,0) = 0.5. Let A(t) = (9t —3t%) - 1ro<i<3y +3- 11>5.5)-
In other words, A(t) is quadratic for ¢ € [0, 3), stays at 0 for ¢ € [3,3.5), and is constant 3
for ¢ > 3.5, see Figure 9(a). Let the abandon-time distribution be exponential with rate 0.5.
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YO)

w(t)

0 L L L L L L L

2
Time t

Fig. 8 An example of boundary waiting time w(t) with A(¢) = 0 once.

In Figure 9(b), the red line is g(¢,x) at ¢ = 0, which is a function of . The blue line
on the negative half-line is the arrival-rate function A(t) reflected with respect to the y
axis. Imagine that with the origin fixed, the blue line moves to the right at rate 1, because
new fluid keeps arriving to the system after time 0. The right boundary of the red line is
the boundary waiting time w(t) at each ¢, which is being controlled by the ratio between
b(t,0) =1 and q(¢t,w(t)). So one can see that the right boundary of the red line is moving
at rate 1 — b(¢,0)/q(t, w(t)) since fluid at the front of the queue is being transported into
service (eaten away) by b(¢, 0).

As time evolves, for the part of the reflected arrival-rate function that exceeds the
origin (that is pushed onto the positive half-line), the height decreases with time because
of abandonment. In Figure 9(c), all fluid that was in queue at time 0 is just gone at time
t1, and w(t1) = ¢1 because the blue line travelled by ¢ to the right. At time t1, ¢(t1,z) =
A(t1 — z) - €795 - 1r9<z<y,} which is the red line, and q(t1,w(t1)) = q(t1,t1) = 0 implies
that w’(t1) = —oo, see Figure 10. Although w’(t) has a discoutinuity at t1, w(t) itself is
continuous at t1.

At time to— which is the moment right before the quadratic part of A(t) is eaten away,
the boundary waiting time w(ta—) = t2 — 3, where 3 is the length of the quadratic part of
A(t). Then at time to+, w(t) jumps from w(t2—) = t2 — 3 to w(ta+) = t2 — 3.5, because
there is an interval of length 0.5 in which A(¢) = 0, see Figure 10. At to the left derivative
w(ta—) = oo because q(t2—,w(t2—)) = 0.

This example shows that discontinuities of X\ yield discontinuities of w’, and \ staying
at 0 over in interval yields discontinuities of w.
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(a) The arrival rate A(t)

Time t
(b) At time O

0
(c) Attime t .

0
(d) Attime t .

w(t)

\

0
(e) Attime t .

Fig. 9 The dynamics of q(¢,z) of an example with A(¢) =0 for 0 < t; <t < t2 < oo.

F More on the Flows

We next discuss the departure function S in (9) and the abandonment function A in (7).
These flows are performance measures of interest in their own right, but they are also
important because they enable us to extend the model treated here directly to open networks
of fluid queues, in which the departing fluid or abandoning fluid from one queue become
input to another queue; see [?].

F.1 Main Results

We show that the flows S and A inherit the structure of the original input A, so that the
results in this paper extend to open networks of fluid queues. The following results are
elementary. The proofs and other properties are given in the following subsection.
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1 2 3 4 5 6 7
Time t

Fig. 10 An example of the boundary waiting time w(t) with A(t) =0for 0 < t; <t < t2 <

0.

Theorem 12 (the departure rate) Assume that the conditions in Theorem 11 hold. For
t>0,

o(t) =/0 b(t — x,0)g(x) dw+/0°° %d%

where b(t,0) = A(t — u) in an underloaded interval, but is the solution to the fized point
equation in Theorem 10 during an overloaded interval. As a consequence, o € Cyp.

Theorem 13 (abandonment rate) Assume that the conditions in Theorem 4.1 of [?] hold,
so that the BWT w is well defined and continuous. For t > 0,

w(t)
at) = (/O At — =) f(2) dﬂv) Liw<ty

t w(t)—t 0, +
+ (/0 At — ) f () dw+/0 % dy> Liw(t)>t}-

As a consequence, o € Cp.

F.2 Elaboration on the Flows

We now elaborate on the discussion about the flows in the previous subsection; i.e., we
discuss the departure process S in (9) and the abandonment process A in (7). Make the
same assumptions as above including the conditions in Theorem 11 and Assumption 12.

Theorem 14 (departure rate)
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1. Fort >0,
) — V() o — o °°b(0yg(t+y)
(t)_/o b(t, z)he(x) d /bt 0)g(x) dx +/ dy, (80)

where b(t,0) = A(t —u) in an underloaded interval, but is the solution to the fized point
equation in Theorem 10 during an overloaded interval.

2. 0 € Cp, as assumed for \ in Assumption 2.

3. o(t) > B(t)hg,r, > 0 for allt > 0, so that o satisfies the requirement for X in Assump-
tion 10 over the interval [e,t] for each € > 0.

4. If there exists a constant hg,uy such that hg(z) < hguy < oo for all x > 0, then
o(t) < B(t)hG’U < S(t)hG’U for allt > 0.

5. If b(t,0) is absolutely continuous with derivative b/ (u,0) in Cp on the interval [0,t] (as
occurs in the case of exponential service) and if

oo b /
T2(b,g,t) = sup / 7(0’ y)|_g (s + )l dy < oo, (81)
0<s<tJo G(y)

then o is absolutely continuous with derivative (a.e.)

rt r 00 (s
7 () = b0.0)9(0) + [ ¥ 0)g(a) e+ [T NI gy e

P’)“OOf. We prove the properties in turn:

(i) (representation (80)) Apply (9) and Assumption 6.

(ii) (o € Cp) By the finiteness of the initial conditions, Assumption 8 and the continuity
of b(+-,0) from Theorem 11, o(t) < oco. By Theorem 11, b(+,0) is in C,. By the Lebesgue
dominated convergence theorem, the continuity of b(¢,0) and g(¢ + y) in the integrands of
(80) is inherited by o, so o € Cp, as claimed.

(iii) (lower bound) By the initial relation in (80), we have o(t) > B(t)hqg,r. Since
s(u) > sp > 0 for 0 < u <t A(t) > Aipy(t) > 0 and G(z) > 0 for all z, we have
B(t) > tAinf(t)G(t) A sg for all t > 0, which implies that there exist constants ¢ > 0 and
T Linf,n,e} such that o(u) > ofins ey >0for 0 <e<u<t

(iv) (upper bound) By the initial relation in (80), we have o(t) < B(t)hg,u, but we
always have B(t) < s(¢).

(v)(derivative) We differentiate under the integral in (80) using Leibniz integral formula
for differentiation under the integral, for which we require the finiteness of 72 in (81). =

The abandonment rate is somewhat more difficult. First, the abandonment is only posi-
tive during the overloaded intervals, so we assume that we are focusing on a single overloaded
interval. Second, the abandonment depends on ¢, which in turn depends on w, which also
is more complicated, requiring more conditions.

Theorem 15 (abandonment rate) Assume that the conditions in Theorem 8 hold, so that
the BWT w is well defined and continuous.

1. Fort >0,
w(t)
alt) = /O At — ) f () dz | 1gwi<ey

t w(t)—t t
+ </o At —z)f(z) dz +/0 w y) L{w(t)>t}- (83)

2. a € Cp, as assumed for \ in Assumption 2.

3. If Assumption 12 holds, then a(t) > Q(t)ha, 1, for all t > 0.

4. If there exists a constant hg,uy such that hg(z) < hguy < oo for all x > 0, then
o(t) < Q(t)ha,u, which is bounded over finite intervals, because Q is continuous.
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5. Ifb(t,0) > 0 a.e., then a is absolutely continuous with derivative (a.e.)

() = (A(t —w(t)) f(w(t))w / Nt —x)f(z) dﬂv) Liw(t)<t}
q(0,w(t) =) f(w(t)) )
()\(0) (w(®)) +/ ‘(- 2)f(x) dac—',—( o =y )(w t) — 1))
w(t)—t 0, s
+/0 %@O Liw)>t}- (84)

P’)“OOf. We prove the properties in turn:
(i) (representation) Applying definition (7) and Assumption 6, we have

o rt oS}
o) = [~ ot de = ["at -0 dor [T IO gy s

from which (83) follows.

(ii) (e € Cp) Note that X, ¢q(0,-) € Cp by Assumption 2, ¢(-,0) € Cp, by Theorem
3 and Corollary 3 and w is continuous by Theorem 3. Hence, by the Lebesgue dominated
convergence theorem, the continuity of A(¢,0) and f(t+y) as a function of ¢ in the integrands
of (80) is inherited by o, so o € Cp, as claimed.

(iii) (lower bound) By the initial relation in (83), we have a(t) > Q(t)hp, 1.

(iv) (upper bound) By the initial relation in (83), we have a(t) < Q(t)hr,u.

(v) (derivative) We differentiate under the integral in (80) using Leibniz integral for-
mula for differentiation under the integral. Since the integrands are bounded over the finite
intervals, the integrals are finite. =

G More on the Algorithm

G.1 The Algorithm for the G;/M/s; + GI Model

We formally state the algorithm for the G¢/M/s¢ + GI fluid model. We assume the system
does not alternate between overloaded and underloaded for infinitely many times in a finite
time horizon. It might be possible to construct functions A(-) and s(-) such that the lengths
of intervals in which the system is overloaded and underloaded converge to 0, but we do not
consider those cases.

For given model parameters F', G, A(t), s(t) for 0 < ¢ < T, and initial condition ¢(0, z) =
r(z) for z > 0, Q(0) = [;° r(z)dz, w(0) = wo > 0 and B(0) < s(0) such that Q(0)(s(0) —
B(0)) = 0, the algorithm is as follows:

- n<—1,t8<—0,tg<—0,F<—1
— IF B(0) < 5(0)

— By — B(0)

— % —inf{t > td_ : Boe“tifl + fttn L AMy)et?dy > s(t)ert}

— IFt¢ >T, THEN N «—n —1, U <« 1. END.

— ELSE

o t* —tl wy—0
w(t) solves ODE (32) for t > t* with w(t*) = wo, t& « inf{t > t¥ : w(t) = 0}
IF s'(t) + s(t)u < 0 for some t* < t <t THEN F « 0, END.
IF t& > T, THEN N « n, U < 0. END.
ELSE
- Bo < s(t), n < n+1, go to line 4.

— ELSEIF B(0) = s(0) and Q(0) > 0

— w(t) solves ODE (32) with w(0) = wo, < inf{t > 0 : w(t) = t}
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— IF s'(t) + s(t)u < 0 for some 0 < t < £, THEN F « 0, END.
— t* — 1, wg « ¢, go to line 8.
— ELSE (B(0) = s(0) and Q(0) = 0)
— IF X(0) > ¢(0), THEN t* « 0, wg = 0, go to line 8.
— ELSE (A(0) > ¢(0)), Bo = s(0), go to line 4.

The output of this algorithm are integer variable N, indicator variables U and F', and
a sequence of time points {t%,t¢,n = 1,2,...,N}. F = 0 implies that the given service-
capacity function s(-) is infeasible and the algorithm will end as soon as it detects this
infeasibility. The service-capacity function s(t) is feasible if the algorithm ends with F = 1.
The value of indicator variable U indicates whether the system is underloaded (U = 1)
or overloaded (U = 0) at time T. For instance, if the system is underloaded at time 0 and
U = 1, then we know that the system is underloaded for ¢ € [0, t%]U[t4, t4]U---Utd, |, t%]U
[t4,T] =TY, and the system is overload for ¢ € [t¥,t¢] U [t%,td] U --- U [t%,t%]. Moreover,
we have that w(t) solves ODE (32) for t € [t¥,t%] with w(t¥) = 0 for 1 < n < N, and
w(t) = 0 for all t € TV. Other cases are similar.

G.2 A Fluid Algorithm with Infeasible s.

Our main algorithm for the G¢/GI /sy + GI fluid model assumes that the staffing function
s is feasible. That algorithm is designed to stop whenever the given staffing function s is
detected to be infeasible. Now we want to apply the results in §9 to find the minimum
feasible staffing function.

We illustrate how to do so for the G¢/M /st +GI model; §9 shows how to do the same for
more general GI service. In the context of the G¢/M/s¢ + GI model, a sufficient condition
for feasibility over [0,T] is

s(t) +s'(t) >0, 0<t<T. (86)

Here we want to generalize our algorithm. Suppose the target staffing function s is not
feasible for all ¢. Instead of stopping the algorithm, we want (i) to produce a 'best’ modified
capacity function sz (t) and (ii) to finish the algorithm with our new target sz(t).

We only need to modify our initial algorithm when the system is in the overloaded
regime. Flow conservation of the service facility says that b(¢t,0) = B’(t) + p B(t) which
is equal to s'(t) + s(t) if s(t) were feasible. However, if we want to make B(t) decrease as
fast as possible, the best we can do is to set b(t,0) = 0 and let fluid deplete with only its
service completion. Therefore, when s becomes infeasible at ¢1, i.e., s’(t1+)+s(t1+) becomes
negative, B(t) will satisfy ODE B’(t) = — B(t) for ¢ € [t1,¢1 + 6] with B(t1) = s(¢1), which
implies that B(t) = s(t1)e~(¢—11),

We let to = inf{t; <t < T:s(t) = BOIAT =inf{t; <t <T:s(t) =st1)e" Tt} A
T. Note that b(t,0) = 0 for t; < t < to guarantees that the queue does not empty out
before to so that the system does not switch from overloaded to underloaded regime before
to. This is so because with b(t,0) = 0, abandonment becomes the only source that deplete
the queue, and the abandonment rate a(t) goes to 0 as Q(t) goes to 0. For instance, if the
abandonment distribution is exponential with rate 6, then a(t) = 6 Q(¢).

If to = T, the system stays overloaded until 7" and we are done. Otherwise, we let
t3 = inf{tec < ¢t < T : ')+ SEt) < 0} AT, b(t,0) = s'(t) + ps(t) for to < ¢t < t3.
Just as in the original algorithm, we solve ODE (32) with w(t2) = 0 for t2 < t < t3. If
ty = {t > t2 : w(t) = 0} < t3, then the system switches from overloaded to underloaded
regime and we continue with the old algorithm in the main paper; otherwise, s becomes
infeasible once again at t3 while the system is overloaded, and we shall repeat the above
argument, and as before, we run the algorithm dynamically until we proceed to time T'.

It is not hard to see that under the above construction, we successfully obtain the interval
ILinf in which s is infeasible and a modified service-capacity function s¢(t) = B(t) lier,,, ; +
s(t) Lie(o,71/1;, ;- Also, s¢(t) is the closest feasible function to the given target s(t).
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Fig. 11 The M/M/s¢ + M fluid model with infeasible s.

Example of the Algorithm. To evaluate the performance of the modified algorithm,
we use the example in §1.2.1, i.e., we consider the Markovian M/M/s; + M model that
has a Poisson arrival process with a constant rate \, exponential service and abandonment
distributions with rates p and 6 respectively, and a sinusoidal capacity function

s(t) = A+ X -sin(c - t). (87)

We stilllet A\ =1, c=1, p =1, § = 0.5. To make s infeasible, we let A = 0.9X = 0.9 instead
of 0.6\ = 0.6 in §1.2.1. Now s has greater fluctuation and it is easy to see that condition
(86) is no longer satisfied.

We plot the performance measures of the fluid model in Figure 11. Compared with
Figure 21, we see that I;,; = [3.27,5.05] U [9.55,11.33] U [15.84,17.62] is the interval in
which s becomes infeasible. For t € Iz, sf(t) (the blue dashed curve) is different from
(above) s (the red solid curve), and B(t) follows s instead of s since B(t) cannot decrease
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Fig. 12 The M/M/s¢ + M fluid model with infeasible s compared with simulation.

as fast as s(t). Moreover, since b(t,0) = 0 for ¢ € I;,,r, w(t) increases with slope 1. In other
words, since the system stops transporting fluid from the queue into service, whatever is
waiting at the head of the queue keeps waiting there. However, Q(t) does not increase with
rate 1 because abandonment still occurs.

Figure 12 shows that w(t), Q(¢) and B(t) obtained from our modified algorithm (the
red dashed curves) agrees with single sample paths of simulation estimates of wn, (t), Qn(t)
and By, (t) (the blue solid curves), where we still set the fluid scaling factor n = 1000. Both

B(t) and By (t) are distinct from the given service-capacity function s (the dashed green
curve) in Iy, .

H Stabilizing Delays with General Initial Conditions

Is §10 we showed how to choose a staffing function to stabilize the PWT v at any desired
target v*. However, Theorem 8 considered a special initial condition: the system is initially
empty. We generalize Theorem 8 to arbitrary initial conditions in the next theorem.

Theorem 16 Consider the Gt /GI/s¢+ GI fluid model with a general arrival-rate function
X and initial conditions w(0—) = wo > 0, b(0—,z) = Y(z) > 0 for x > 0, ¢(0—, z) = ¢(z) >
0 for 0 < & < wo, Q(0-) = [;*° q(0—, z)dx, s(0-) = B(0—) = [;~ b(0—,x)dx. For any
given v* > 0, we can make the system overloaded such that the PWT is fixed at v*, i.e.,

18
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v(t) = v* for all t > 0, by letting the service-capacity function be

woVo™*
/ P(z ())dx-l-G()/*O o(x)dx
pr [T dlwo At — b4 7) Gla)
e </(tv*)+ F(wo Av* —t+x) dz | - 1> —wo)+y  (88)

t—v™*
+ F(v*) (/ A(t—x—v*)G(x)dz) Aoy
0
If we do so, then

w(t) = 0" Lies (or—wg) )

wo Vv o(wo Av* —t) F(v* N
b(t,0) = 50(t)/v ¢(x)dx + (wo JF@') Lo —wo)t <t<vry T AL = V)W) - 1> ey,

. F(wo Av* —t)
B(t) = s(t),
woVo*
o) = [ vte—0gi s vt [ ptoyts
sy [ [ *wo>* $(wo Av* —t+ ) g(x)
+FE) </(tu*)+ F(”LUO Av* —t+ 1) dm) ’ l{tZ(v**w0)+}
_ t—v*
+ F(v*) </ At—z—w )g(:c)dx) Loy,
wo/\v _ F 4
Q) = ( (W t) t)( dx+/ At =) F(z) “’”) L{o<t<(or —wo)*}
+ ( Alt =) F(Z‘ dx+/ (M_xt)—t)()dx> .1{(v**w0)+<t<v*}
+ < At — ) F(x) m) L{t>0*)
wo/\v _ t
alt) = < (2(90?];; o =) f(@) . +/ A(t—x)f(m)dw) L{o<r<(ve—wo)*+}
+ ( At —z) f(x) d:c+/ (bx_xtzi)()dx> L x —wp)t <t<v*}
+ ( At —z) f(x) :c) 1it>0%)

where 6y (t) is the direct-delta function at y, i.e., 0y(t) = 0 for t # vy, f: Oy(t)dt = 1 if
a<y<hb.

Proof. (i) If the system is initially underloaded, i.e., w(0—) = wo = 0, ¢(0—, z) = ¢(z) = 0,
Q(0—) =0, B(0—) < s(0—). This case is similar to Theorem 8 where the system is initially
empty. Note the only difference is that there is fluid in the service facility. Let B°(t) be the
fluid in service that has been in service at 0—. Then we have

G(x)

Gl — )d:c.

Bo(t):/t. b(t:cdx—/ b(0—,z —1t)
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Again, we do not allow any input to enter service until time ¢t = v*, we can let the staffing
function be

s(t) = B°(t) + s* ()

Yz —t) Gz _ gt
:/t %dm—i—b"(v*)/o G@)A(t —v* —z)dx - Lpsyey,

where s*(t) is defined in (48). It is obvious that this expression coincides with (88) when
wo = q(0—, z) = ¢(z) = 0. When we do this, the input rate to the service b(t, 0) is the same
as in Theorem 8. The proof of other performance measures are similar.

(ii) If the system is initially overloaded, i.e., w(0—) = wg > 0, ¢(0—,x) = ¢(z) > O,
Q(0—) = [5"° ¢(z)dx > 0, s(0—) = B(0—). There are two cases (a) wo > v*, (b) wo < v*.

(ii.a) If wo > v*, then in order for v(t) = v*. We let all fluid that has been in queue for
x > v* enter service immediately at time 0. The quantity of fluid that enters service at 0
is [0 q(0—, z)dz = [i° ¢(x)dz. However, this will make B(t) have an atom at 0. Similar
argument to Theorem 8 implies that it suffices to match b(t,0) with g(t,v*) for all £ > 0. If
t <wv*, q(t,v*) = g(0—,v* —t)F(v*)/F(v*—t). If t > v*, then all fluid that has been in queue
at 0— has entered service, which implies that q(t,v*) = q(t — v*,0)F(v*) = A(t —v*)F(v*).
Therefore, we have

b(t,0) = /‘ $(@)dz + q(t, ")

* — ) F (v -
=) | * g(z)dz + % Nogicve) +AE =0V Lirse).

The service capacity and fluid content in service are
t —
s(t) = B(t) = B°(t) +/ b(t — z,0)G(x)dz.
0

If 0 <t < v*, we have

G(=) aowy [F O —t+ 2)G(2)
/ Yz —t) G )dw—i— d) dac/ So(t —x)G )dw—i—F(v)/O mdm,

() o(v* —t+2)G(x)
= [T 00D da v b [ st P [ DO,

If t > v*, we have

s(t):/oow(x— (G(x))d:c—f—G(t/ o(z

*—t4x)F(v* KN\ B ~
+/ ( T —tj—:c() ) “Lio<t—a<v*} + At —z—v")F(v )'1{15—1211*}) G(z)dz

— [T o072 a0 [ ot
+ F(v*) (/ttu* d)(F(z;t——i_tj-mm +/t " At —z—v" )G(m)dw)

It is easy to see that this expression coincides with (88).
(ii.b) If wp < v*, then we do not allow any input to enter service until time v* — wog,
which implies

¢(wo — t) F(v*)

o0 = ", 1)

. 1{v*7w0§t<v*} + At — ’l)*)F(’U*) . 1{t2v*}-
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Therefore, if 0 <t < v* — wo, no new fluid enters service,
G(z)
s(t) / Y —t) =———dux.
Gz —1)
If v* —wo < t < v*,
b p(wo —t+ ) F(v*)
F(wo —t + )

i (=) rt—(v* —wp) d(wo — t + ) G(x)
= [T v -0 2 e s Fo | T

s(t) = B°(t) +

{v*fwogt—ac<v*}é(x)dx

If t > v*,

o b ¢(wo —t + ) Fv* Y (g 5
s(t) = B (t)+/0 ( (?(wo _;’”i x()“ ) Ao wp<t_acvr) AN —z —v*)F(v ).1“,@)*}) G (x)dx

' G(x) =" =w0) g(wo — ¢+ z) G(x) e “e
/ Yz —t) Gl )dx-i—F(v)(/tv* de-ﬁ-/o A(t—x—v)G(x)d:c).

It is easy to see that this expression coincides with (88). The proof of other performance
measures is similar.

I Comparisons with Simulation

In this section we present additional results evaluating the fluid model approximations by
comparing them to simulation results for large-scale queueing models. These results com-
plement those for the M;/H>/s + E2 example in §2.

We start by applying our algorithm to the special “base” case of an M;/M/s+ M model,
having only a time-varying arrival rate function. For this special case, we could also have
applied [24-26]. In §1.2 we present additional simulation results for allowing the alternative
features: (i) time-varying staffing function, (ii) non-exponential abandonment-time cdf, and
(iii) non-Poisson arrival process. (The fluid model does not change when we change the
arrival process from My, to G, but the queueing system does.)

In §2 we already considered the M;/Hs/s + E2 model, which has both time-varying
arrival rate and non-exponential service and patience distributions. We consider other ex-
amples in §1.3.

1.1 A Base Example

We start by applying our algorithm to the base case of an M;/M/s+ M model, having only
a time-varying arrival rate function.

For the initial M¢/M/s + M model fluid example, we consider constant staffing s. We
let the arrival rate function A\ be sinusoidal, i.e.,

A(t) =a+b-sin(c-t), t>0, (89)

where we let b = 0.6a, ¢ = 1 and a = s. By making the average input rate a coincide with
the fixed staffing level s, we ensure that the system will alternate between overloaded and
underloaded. We let the service rate be p = 1 and the abandonment rate § = 0.5; i.e.,
Giz)=1—e"and F(z) =1—e 9 =1—¢95% for > 0. Without loss of generality, for
the fluid model we let s = 1.

Figure 13 shows key fluid performance functions of this M¢/M/s+ M example. In Figure
13, we plot key fluid performance measures for 0 < ¢t < T, where T' = 16. It is easy to see
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Fig. 13 The performance functions of the M;/M/s+ M fluid model with sinusoidal arrival-
rate function: (i) arrival rate A(¢); (ii) waiting time w(¢); (iii) fluid in buffer Q(t); (iv) fluid
in service B(t); (v) total fluid X (¢); (vi) rate into service b(t, 0).

that the system alternates between underloaded (when Q(t) = 0 and B(t) < s(t) = 1) and
overloaded (when Q(t) > 0 and B(t) = s(t) = 1) intervals.

In Figure 14 and 15, we plot the two-parameter functions ¢(t, z) and b(t, z) for 0 < ¢t < 4.
The decays on the x dimension in Figure 14 and 15 are due to customer abandonment and
service completion, the shape changes on the time dimension are according to the sinusoidal
arrival rate. The discontinuity at t1 = 1.66 of b(¢, x) is consistent with the discontinuity of
b(t,0) in Figure 13, ¢(t,xz) = 0 for 0 < ¢t < t1 since the system is underloaded.

As discussed in §2, it is important that the fluid model provide useful approximations
for stochastic queueing models. We apply simulation to show that the fluid approximation
indeed is effective for that purpose. For very large queueing systems, the stochastic system
behaves like the fluid model, having relatively small stochastic fluctuations. That is illus-
trated for the same example for a queueing system with 1000 servers in Figure 16. (In the
plot, the queueing content processes are scaled by dividing by n = 1000, so that s remains
at 1.)

We did not plot the abandonment rate a and the service-completion rate o, because
in the exponential case they are simple functions of the performance measures shown:

16



60

14

12

0.8

q(tx)

04

0.2

o (1 fl
01 z | I \MH\HHHH
i

Fig. 14 The two-parameter density function ¢ for the G¢/M /s + M fluid model with sinu-
soidal arrival-rate function.

a(t) = 0Q(t) = 0.5Q(t) and o(t) = pB(t) = B(t). All performance functions are con-
tinuous except for the transportation-rate function b(-,0), which has discontinuities when
the system alternates between underloaded and overloaded: b(t,0) = A(t) when the system
is underloaded; b(t,0) = s = 1 when the system is overloaded.

With the MSHT scaling, we let n = 1000. Since, s = 1, that makes s, = a, = 1000,
which of course is very large. The other parameters of the queueing model are the same
as for the fluid model, e.g., b, = 0.6a, = 600. In Figure 16 we compare the simulation
results for the queueing performance functions W, Qn and B, from a single simulation run
to the associated fluid model counterparts w, @ and B. The blue solid lines represent the
queueing model performance, while the red dashed lines represent the corresponding fluid
performance. Since n is so large, we get close agreement for individual sample paths; we are
not displaying averages over multiple simulation runs.

Of course, most service systems have fewer servers. It is thus important that the fluid
approximation can still be useful with fewer servers. With fewer servers, the stochastic
fluctuations in the queueing stochastic processes play an important role. In that case, the
fluid model can still be very useful by providing a good approximation for the mean values
of the queueing stochastic processes. That is illustrated from the plot of the average of
the scaled performance measures of 200 independent sample paths when there are only 20
servers in Figure 17.

In Figure 18 below we plot the analog of Figure 16 for the case of one sample path of the
simulation with n = 100, for the same fluid model. In Figure 19 below we plot the average of
10 sample paths. We see that the fluid approximation provides only a rough approximation
for a single sample path, but it is remarkably accurate for the average over 10 sample paths.
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The accuracy is especially high in this example, because the extent of the overloads and
underloads are quite large.

The quality of the approximation does degrade as n decreases, for the given fluid model.
To illustrate, we plot a single sample path for n = 20 in Figure 20 and the average over
200 sample paths in Figure 17. (The latter appears in the main paper.) The stochastic
fluctuations are so much greater for a single sample path that we need to average over more
sample paths to get a good estimate. For n = 20, the fluid model clearly yields a good
approximation only for the mean values, but the mean is remarkably well approximated for
n = 20. The approximation for the mean values in Figure 17 are so good that it is evident
that the fluid model approximations can provide useful approximations for the mean values
for much smaller n (and thus the number of servers, sy).

1.2 Variants of the Base Model

We now consider three variants of the base model in order to illustrate consider: (i) time-
varying staffing, (ii) non-exponential abandonment and (iii) a non-Poisson arrival process.

1.2.1 Time-Varying Staffing Levels

We now consider a Markovian M/M/s¢ + M model that has a Poisson arrival process with
a constant rate A, exponential service and abandonment distributions with rates p and 6
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Fig. 16 Performance of the M;/M/s + M fluid model (dashed lines) compared with simu-
lation results (solid lines): one sample path of the scaled queueing model for n = 1000.

respectively, and a sinusoidal capacity function
s(t) = A+ X -sin(c-t). (90)

In the previous base example in §1.1, we fixed the capacity function and varied the arrival rate
around it; now we fix the arrival rate A and vary s(t) around XA. We let A =1, X =0.6\=0.6,
c=1,pu=1and 6 =0.5.

Before implementing the algorithm, we first verify that this capacity function s is fea-
sible. With exponential service distribution, we know that a sufficient condition for the
feasibility of s is

s'(t) > —us(t), t>0. (91)

In this example, we require ccos(ct) > —puX — pXsin(ct) which is equivalent to sin(ct + ) >
—(u/v/ 2 + u?)(A/X) where § = arctan(c/p). It is easy to check that this equality holds
with A=1,\, p=1and c= 1.

We plot the performance measures of the M/M/s¢ + M fluid model in Figure 21 and
compare them with simulation estimates in 22, analogs to Figure 13 and 16. In Figure 22,
our simulations add real system constraints. First the staffing levels must be integer-valued,
so they must be rounded. Second, when the staffing levels decrease, we do not remove servers
until they complete the service in progress. As in §I, we let n = 1000 for the sequence of
scaled queueing models in §7?7. Thus we have A, = a, = 1000, b, = 600, ¢, = 1.
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Fig. 17 Performance of the M;/M/s + M fluid model (dashed lines) compared with sim-
ulation results (solid lines): an average of 200 sample paths of the scaled queueing model
based on n = 20.

1.2.2 Simulation Comparisons for the My/M /s, + GI Fluid Model.

For the general abandon-time distribution, we considered two cases: Erlang-2 (E2) and
Hyperexponential-2 (H2). Let A be the generic abandonment time. A follows E2 implies
that A = X; + X2 in distribution, where X; and X2 are two iid exponential random
variables. Moreover, f(x) = ~v2xze~7®, where v is rate of Xj.

If A follows H2, then A is a composition of two exponential random variables, i.e.,
f(z) =p-01e= 1% £ (1 —p)-02e 2% where 01 and 02 are the rates of these two exponential
random variables, and 0 < p < 1 is the sampling probability.

If we fix the mean of A, i.e., let E[A] = 1/0, E2 has squared coefficient of variation
(SCV) Cscv = Var(A)/E[A)? less than 1; H2 has Cscy greater than 1 if p, §1 and 02 are
appropriately chosen.

For B2, we let f(z) = 460%ze=2%% such that Cscy = 1/2. For H2, we let f(z) =
p-01e= %1% 4 (1 — p) - O2e= 927 with p = 0.5(1 — v/0.6), 61 = 2p0, 62 = 2(1 — p)é, such that
Cscv = 4.

We still let the arrival-rate function A be sinusoidal, as in (89). Welet a =1, b = 0.6%xa =
0.6, ¢ = 1. We let the service-capacity function be constant s = 1. Let § = 0.5 and p = 1.
We plot the dynamics of the My/M/s + E2 and M;/M/s + H2 fluid models in Figure 23
and 25 respectively for ¢ € [0,T] with T' = 16. The performance measures shown in Figure
23 and 25 are the boundary waiting time w(t), the fluid in queue Q(¢), the fluid in service
B(t), the total fluid in the system X (t), the abandonment rate a(t), and the transportation
rate b(t,0). We omit the departure rate o(¢t) = pB(t) because of the exponential service
times.

In Figure 24 and 26 we compare the fluid approximations with simulation experiments.
The queueing model has a nonhomogeneous Poisson arrival process with sinusoidal rate

16
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Fig. 18 Performance of the M;/M/s + M fluid model compared with simulation results:
one sample path of the scaled queueing model for n = 100.

function as in (89), with a = s = 2000, b = 0.6a = 1200. In Figure 24 and 26, the blue solid
lines of the simulation estimations of single sample paths applied with fluid scaling, and the
red dashed lines are the fluid approximations. We conclude that the fluid approximation is
remarkably accurate.

1.2.3 Simulation Comparisons for the Gy/M/s; + M Fluid Model.

We first explain how to construct a non-Poisson arrival process that has a well-defined rate
function. We do so by performing a time transformation of a rate-1 stationary point process.
The following construction applies to any stationary point process, but we apply it to an
equilibrium renewal process with Hg times between renewals.

Let M = {M(t) : t > 0} be a delayed renewal process; i.e., let X1, X2, X3,... be
independent random variables with finite means, such that X; follows cdf H, X, follows cdf
G forn > 2. Let Sp, = Y p_, X, and define M (¢t) = sup{n > 0: S, < t}. In particular, if we
let H(z) = Ge(z) =1/mx fot G(u)du for mx = E[X2], which is the equilibrium distribution
of G, then M becomes an equilibrium renewal process and we have E[M (t)] = t/mx for
any t > 0. We call M standard equilibrium renewal process (SERP) if mx = 1.

For a given rate function A(t), let A(t) = fot A(u)du. We assume that A(¢) > 0 for t > 0,
hence A(t) is a strictly increasing function. For a given SERP M, we construct a process
that has rate function A(¢) by performing a change of time with respect to this function
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Fig. 19 Performance of the M;/M/s + M fluid model compared with simulation results:
an average of 10 sample paths of the scaled queueing model based on n = 100.

A(t). We define N = {N(t) = M(A(t)) : t > 0}. Since E[N(t)] = A(¢) for t > 0, process N
has the given deterministic arrival rate function A(¢).

When the cdf G is not exponential, IN is a non-Poisson arrival counting process that
has time-dependent rate function A(¢). Now we explain how to simulate the point process
associated with N, i.e., to simulate the times of arrivals of M. For a given sample path of
the SERP M, let S), = s, for n > 0, we want to determine the arrival times t,’s, where t, is
the time at which the nth arrival occurs. It is easy to see that t, = A’l(sn) for n > 0, where
A71() is the inverse of A(-), which is unique, continuous and strictly increasing since A(-)
is continuous and strictly increasing. Therefore, to obtain a sample path of N, we simulate
a sample path of M and do a change of time.

In Figure 27, we compare the fluid approximation with simulation experiments of the
Gi/M/s + M model based on an equilibrium Ha arrival process and the same arrival rate
function used in the M; example. Here the only difference from Figure 16 is that the arrival
process (Gy) is not Poisson; it has the same sinusoidal rate function as (89). In particular,
the arrival process is created (by the deterministic time transformation) from a rate-1 equi-
librium renewal process with Hs interarrival times, having cdf G(z) = 1—p1e~ V1% —pge~"2%
for p1 +p2 =1, p1 =0.5(1 — \/ﬁ), v1 = 2p1v and v2 = 2pov with 1/v = 1 being the mean
interarrival time.
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Fig. 20 Performance of the M;/M/s + M fluid model compared with simulation results:
one sample path of the scaled queueing model for n = 20.

1.3 More Simulation Comparisons for the Example in §2 with GI Service

Here we consider the M;/Ha/s + E2 example in §I with smaller n. As shown in Figure
28, we plot the mean value functions, obtained by averaging the paths of 500 independent
simulation runs, with n = 15. Although less accurate than the case n = 30, the fluid model
serves as a much better approximation than the algorithm of M service.
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Fig. 21 The M/M/s¢ + M fluid model with sinusoidal service-capacity function.
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Fig. 22 The M/M/s¢ + M fluid model compared with simulations of the queueing system.
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Fig. 23 The M;/M/s + E2 fluid model with sinusoidal arrival-rate function.
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Fig. 24 The M;/M/s+ E2 fluid model compared with simulations of the queueing system.
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Fig. 25 The M:/M/s + H2 fluid model with sinusoidal arrival-rate function.
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Fig. 26 The M;/M/s+ H2 fluid model compared with simulations of the queueing system.
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Fig. 27 The G¢/M/s + M fluid model compared with simulations of the queueing system.
The arrival process is a time-transformed equilibrium Hs renewal process with ¢2 = 4, as
described in §1.2.3.
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Fig. 28 Simulation comparison for the M;/Ha/s+ E2 fluid model: (i) simulation estimates
of an average of 500 sample paths of the scaled queueing model based on n = 15 (blue solid
lines), (ii) fluid functions for Ha service (red dashed lines) and (iii) fluid functions assuming

M service (green dashed lines).
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Fig. 29 Fluid dynamics of the G¢/GI/s + E2 model with fixed mean service time and E2
patience distribution. The service distributions are: (i) E2 (CVS = 0.5); (ii)) M (CV S = 1);
(iii) H2 (CVS =2) and (iv) H2 (CV S = 4).
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Fig. 30 Fluid dynamics of the Gy/M/s + GI model with fixed mean patience time and M
service distribution. The patience distributions are: (i) E2 (CVS = 0.5); (ii)) M (CV S = 1);
(iii) H2 (CVS =2) and (iv) H2 (CV S = 4).



