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Effective Bandwidths with Priorities

Arthur W. Berger,Senior Member, IEEEand Ward Whitt,Associate Member, IEEE

Abstract—The notion of effective bandwidths has provided a on effective (or equivalent) bandwidth (or capacity) with the
useful practical framework for connection admission control and  first-in first-out (FIFO) discipline, see Chang and Thomas
capacity planning in high-speed communication networks. The [8], de Veciana, Kesidis, and Walrand [17], Guerin, Ahmadi,

associated admissible set with a single linear boundary makes . -
it possible to apply stochastic-loss-network (generalized-Erlang) &nd Naghshineh [23], Kelly [26], Whitt [36], and references

models for capacity planning. In this paper we consider the therein.

case of network nodes that use a priority-service discipline to ~ Researchers have begun to examine the impact of non-FIFO
support multiple classes of service, and we wish to determine gqueueing on bandwidth allocation and admission control in
an appropriate notion of effective bandwidths. Just as was done p;yp sneed networks. First, Elwalid and Mitra [18] analyzed
previously for the first-in first-out (FIFO) discipline, we use large- I S d I. h ' h ion h

buffer asymptotics (large deviations principles) for workload tail @ 0SS-priority model where each ATM connection has some
probabilities as a theoretical basis. We let each priority class Cells designated high priority and others designated low pri-
have its own buffer and its own constraint on the probability of  ority, and all cells are buffered in a single FIFO queue, with
buffer overflow. Unfortunately, however, this leads to a constraint  |ower priority cells being discarded when the queue length

for each priority class. Moreover, the large-buffer asymptotic o, -o0qs 5 threshold. A generalization of this model with two or
theory with priority classes does not produce an admissible

set with linear boundaries, but we show that it nearly does MOre loss priorities per connection was analyzed by Kulkarni,
and that a natural bound on the admissible set does have Gun, and Chimento [28].

this property. We propose it as an approximation for priority Zhang [37] and Elwalid and Mitra [20] considered models
classes; then there is one linear constraint for each priority \yith Markov-modulated rate process (MMRP) sources,

class. This linear-admissible-set structure implies a new notion of . P N
effective bandwidths, where a given connection is associated with each belonging to a priority class with its own buffer. In

multiple effective bandwidths:one for the priority level of the given Particular, Zhang [37] considered an MMRP model where
connection and one for each lower priority leveThis structure can  the state of the underlying Markov chain determines the
be used regardless of whether the individual effective bandwidths rate of two or more MMRP sources. Zhang found the exact
are hdeotlermined by large-buffer asymptotics or by some other gqjytion for the joint distribution of the amount of fluid in
method. each queue. Elwalid and Mitra [20] provided an approximate
Index Terms—Asynchronous transfer mode, communication solution to the important special case of Zhang's model in
system control, communication system performance, communi- \hich independent Markov chains determine the arrival rates
cation system planning, communication system traffic, Laplace L - ) . .
transforms, queueing analysis. to two delay-pnqnty queues. With their a_pproxmatmn, they
could apply their previous MMRP algorithms to calculate
the (approximate) admissible set.
. INTRODUCTION Here we focus on developing an appropriate notion of

HE DESIRE to provide different quality-of-service (Qos)effective bandwidths for the same model (where each priority
guarantees to different classes of customers using eme#§ss has its own queue and buffer), allowing more general
ing communication networks is leading to the use of prources (not necessarily MMRP's). Our main conclusion is
orities in the allocation of network resources. In particulathat the notion of effective bandwidths needs to be modified.
asynchronous transfer mode (ATM) switches are being builith priorities, the admissible set should be determined by a
with the capability of supporting multiple priority classesconstraint for each priority class, because there is a separate
Also, priority queueing can be used in Internet protocol (IRjypically quite different) performance constraint for each pri-
routers to support real-time services along with best-effatity class. Under appropriate assumptions or approximations,
service. Thus, it is natural to consider admission control aitfese constraints can be regarded as linear. Then there is one
dimensioning procedures that take account of the prioritjiear constraint for each priority class, which implies a new
structure. In this paper we discuss extensions of the effectivestion of effective bandwidths—a given connection should
bandwidth concept when there are priority classes, allowitigve multiple effective bandwidths, one for the priority level
any number of priority classes. For accounts of previous wogk the given connection and one for each lower level.
The linear-admissible-set structure is important for apply-
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the design tool developed for the FIFO discipline by Mitraare needed in their supporting LDP for departure processes.
Morrison, and Ramakrishnan [30]. Our analysis provides Zhang [38] establishes an LDP for the two-queue generalized
basis for extending such tools to priority classes. processor sharing (GPS) discipline, which contains the two-
With priorities, the loss network model can be solvegriority model as a special case. Zhang's LDP is based on the
using numerical transform inversion, as in Choudhury, Leungame sample-path LDP for departure processes used in [7],
and Whitt [10]-[12]. The loss network model can be solvef®], and [15], and so it too does not apply to the examples
repeatedly using a search procedure as in [12] to determomnsidered here. Additional LDP’s for GPS are contained in
appropriate resource capacities. As indicated in [11] and [LBaschalidis [31] and Bertsimas, Paschalidis, and Tsitsiklis [6].
it is also possible to consider alternative sharing schemesie consider two priority classes, because the key points
besides the complete sharing. Upper limit and guaranteeah be made with just two. However, the results extend
minimum constraints are proposed as a way to provide mitamediately to any number of priority classes because for
tiple grades of service and protect one type of source fraamy priority class under consideration, all higher classes can
overloads from other types of sources. These constraints beslumped together and all lower classes can be ignored. Since
appealing because with them it is still possible to calculate thige large-buffer asymptotics with priorities typically produce
blocking probabilities using the numerical transform inversioan admissible set with nonlinear boundaries, we develop two
algorithm [11], [12]. approximations for the low-priority steady-state workload.
Our contribution is to show how an admissible set with &hese approximations cause the nonlinear admissible set (i.e.,
linear constraint for each priority class can be derived and with nonlinear boundaries) to be replaced by a linear ad-
point out the implications for effective bandwidths. To do sanissible set (i.e., with linear boundaries), thereby making it
we start by applying large-deviations theory to derive the exgubssible to define the new notion of effective bandwidths. The
admissible set associated with priority classes using largeso approximations produce upper and lower bounds on the
buffer asymptotics. However, that is only the first step becauadmissible set. The lower bound is appealing because it is
unlike for FIFO queues, the exact large-buffer asymptotmnservative and because it tends to be close to the admissible
admissible set with priorities doemt have linear boundaries. set based on large-buffer asymptotics. The two approximations
We show that natural approximations and bounds for thiabth reduce the low-priority steady-state workload to an ap-
admissible set do have linear boundaries. We also examprepriate FIFO workload. Since the two approximations are
numerical examples to see how these approximations perfogeneral, they also can be used to approximate the full low-
We establish the exact large-buffer-asymptotic admissilgpeiority workload probability distribution and to produce other
set for priorities in a companion paper [4]. In support of thatotions of effective bandwidths besides the notion based on
work we have derived new large deviation principles (LDP’darge-buffer asymptotics, e.g., see Kelly [26].
for departure processes from a FIFO queue in [32], extendingOthers have also proposed our lower-bound approximating
earlier work by de Veciana, Courcoubetis, and Walrand [15dmissible set with linear boundaries. First, a lower bound
Chang [7], and Chang and Zajic [9]. Those authors found thiatr the GPS large-buffer-asymptotic admissible set established
an LDP for the departure process could be obtained frombg de Veciana and Kesidis [16] reduces to our proposed
stronger sample-path LDP for the input process. However, tadmissible set when the GPS discipline is specialized to the
sample-path LDP for the input processes used applies ohlo-priority case. Kulkarni and Gautam [27] also introduce
to discrete-time processes whose increments have momehis approximating admissible set. However, none of these
generating functions that are finite everywhere, which naturallgher papers on large-buffer asymptotics for priorities explore
occurs if the input increments are bounded. This requiremehe implications for effective bandwidths. Also, none discuss
is not too restrictive from an engineering perspective, bother methods besides large-buffer asymptotics.
it is from the modeling perspective because many naturalUnfortunately, the effective-bandwidth approach based
models do not have this property. We obtain a more genec@mpletely on large-buffer asymptotics is often not a very
LDP for departure processes in [32] by requiring that theccurate approximation, e.g., see [13]. Moreover, it can be
input process satisfy a sample-path LDP in the function spadificult to find tractable source traffic models that accurately
D of right-continuous real-valued functions with left limitsfit traffic data. Nevertheless, we believe that our results
with an appropriate nonuniform topology, which allows thean be very useful because they identify an appropriate
rate functions to be finite on sample paths with jumps. Th&ructure for the admissible set. Once we decide to use an
extension is needed even to establish an LDP for the departadenissible set with linear boundaries, which corresponds to
process from the elementary M/D/1 and M/M/1 fluid queuesultiple effective bandwidths for each priority class, the actual
The new work shows that the same large-deviation behaviffective bandwidths used can be defined in various ways.
for departure processes originally established in [15] hol&ge illustrate by specifying alternative measurement-based
more generally [see (2.12)]. We show the application to thocedures for obtaining appropriate effective bandwidths,
low-priority workload in Section Il which are based on the linear structure and which are easy for
Important related work includes LDP’s for priorities estabpractitioners to apply. We provide an informal development
lished by Kulkarni and Gautam [27] and Zhang [38] in papeisf effective bandwidths with priorities not based on large-
that appeared after this paper and [4] were submitted. Kulkamiffer asymptotics in [5]. A related brief informal discussion
and Gautam [27] obtain the same exact asymptotic admissiblgpears in Ahmadit al. [3, p. 609] and in Kelly [26, Sec. III].
set obtained here, but extra conditions as provided in [3&Hditional support for our conclusions is provided by Elwalid
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and Mitra [20], who found for the case of two priorities thatvork. We use workload here to focus on loss criteria. We

the approximate admissible sets that they calculated often hiatdnd to treat delay criteria in subsequent work.

this linear structure. The effective bandwidth of a typgsource at priority: is
Here is how the rest of this paper is organized. In Sectiatefined to be

Il we develop the large-buffer asymptotics for priorities and

present the two bounds on the admissible set, referring to ¢ij = ¥a,,;(n)/ni,  wheren; = —(log p;)/b;  (2.3)

[4] and [32] for technical details. In Section Il we give the ) )

asymptotic-decay-rate functions for standard input processd@d?.4,,(6) is the asymptotic-decay-rate function for a type-

There we relate the MMRP to conventional queueing inp§Purce at priorityi

processes. Choudhury, Mandelbaum, Reiman, and Whitt [14] . 1 0.4, (t

showed that any MMRP can be represented as a limit of P, (9) :thigo £ log Ee “ (2.4)

Markov-modulated Poisson processes (MMPP’s); here we

show that this limit applies to the asymptotic-decay-rate fun@”dAw( ) is the input of work of a typg-source at priority-
tions. during the interval[0, ¢].

Sections IV and V are devoted to numerical examplesASS“m'”g that the system starts with initial workloBEd0)
evaluating the performance of the effective-bandwidth ag” class: at time O, theworkload for class: at time ¢ can
proach with priorities, using the large-buffer asymptotics t8¢ defined by

enerate the effective bandwidths. In Section VI we pres . . . .
glternatlve ways to generate effective bandwidths, no? baig = Vi(0)+ X:(t) - ogfgt {min0, Vi(0) + Xi(s)},
on large-buffer asymptotics, that exploit the linear-admissible- t>0 (2.5
set structure. In Section VIl we give an example illustrating
how the priority structure might be applied in practice. Finallyvhere
in Section VIl we draw conclusions based on both the theory

and our numerical examples. Ai(t) = A () + -+ Ais (D) (2.6)
Xi(t) = Ai(t) — Sa(t) (2.7)

Il. LARGE-BUFFER ASYMPTOTICS Si(t) =ct (2.8)

With two priority classes, let class 1 be the high-priority Sa(t) =ct — Di(t) (2.9)
class. Our model has input from multiple sources from each D;(t) :AZ( )+ Vi(0) — Vi(¢) (2.10)

of the two priority classes. Led,;(¢) denote the input of work

in the intervall0, ¢] from a types source of priority:. Let there With A;(0) = 0 for all . The processe$sS;(¢): ¢ > 0} in

be J; source types of priority. We let{4;;(t): t > 0} be a (2.8) and (2.9) are thserver-availability processese., S;(¢)

general stationary process. It could be an MMRP, but it could the total potential processing that can be done for class

also be more general. We assume that the procedsés) ¢ in the interval [0, t]. The maximum server processing rate

are mutually independent. We assume that work is processgdhe capacity or available bandwidih Clearly, (2.8) holds

continuously at a constant ratewhenever work is present. for the high-priority class. The processgp;(t): t > 0} are

As in previous work on effective bandwidths with the FIFGhe departure (output) processesse., the output in completed

discipline, e.g., [36], in our mathematical analysis we assuri®rk during the intervall0, ¢]. The outputD;(t) is clearly

that there is an infinite buffer. The tail probability thus servei§e input over[0, ¢, plus the initial work, minus what is

as an approximation for the overflow probability. present at time, as indicated in (2.10). Far= 2, the server-
The notion of effective bandwidth is based on performan@ailability process can clearly be defined in terms of the

criteria on the tail probability of the priority-steady-state departure process of the high-priority class by (2.9). Finally,

workload V; for ¢« = 1, 2, namely the procesq X;(¢): t > 0} in (2.7) is thenet input proces$or
classi, in terms of which the workload process is defined by
Prob(V, > b;) < p;, 1=1,2 (2.1) the usual one-dimensionaflection mapin (2.5).
In this context the tail-probability asymptotic decay rate
and on the exponential approximation in (2.2) is determined as the roétof the equation
Prob(V; > b;) me™™",  i=1,2 (2.2) pa,(0;) + s, (—0;) =0 (2.11)

which is asymptotically correct a§ — oo under regularity whereq, andvs, are defined as in (2.4); see [36, Th. 10].

conditions, i.e., the large-buffer asymptotics. (We refer tgnder extra regularity conditions, the high-priority departure-
[4] and [36] fOI‘ more deta”s |nC|Ud|ng teChn|Ca| Cond|t|0n?)rocess asymptot|c decay rate funct|0n |S

needed for the results below.)

Note that, with priorities, the steady-state low-priority delay Y (8) = {z/)Al (q), 6 <A9A
is different from the steady-state low-priority workload. The P P4, (0) + (60— 0), 6>
low-priority delay can be much bigger than the low-priority . .
workload, because it may be necessary for low-priority work twhere ¢ is determined by the equatiaf, () = c; see [7],
wait for high-priority work that arrives after the low-priority [9], [15], [32].

(2.12)

>
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Using the effective-bandwidth approximation, the set a$ correct ifd < 6 (which is often the case), angs, (f) ~
connections that satisfy the performance criteria (2.1), calle@— .1, (8). Applying the effective bandwidth approximation

the admissible set, is the set of; for which to the empty-buffer system yields the empty-buffer effective-
. bandwidth (EBEB) admissible set (2.14), (2.16), and (2.17). As
Z ciniy < Gy, i=1,2 (2.13) mentioned ea_rller,_ the EBEB approximation is also deve_loped
= as an approximation to the exact large-buffer-asymptotic ad-

missible set by Kulkarni and Gautam [27, p. 87, eq. (17)]. The

where n;; is the number of typg- priority-i sources and lower bound on the GPS large-buffer-asymptotic admissible
C; is the “effective capacity,” which depends on the servejet derived by de Veciana and Kesidis [16] when specialized
availability process for priority.. For priority 1, the effective to priorities also reduces to the EBEB approximation. Note,
capacityC is simply the speed of the serverbut for priority however, that our empty-buffer bound applies much more
2, the effective capacity depends on the departure procesgyeherally (beyond large-buffer asymptotics).
the aggregate of priority-1 connections. The RSR approximation assumes that the server is continu-

For the desired simplicity in network planning models, weusly available to the lower priority class but at a reduced rate,
make further approximations so that the priority-2 constraimthere the reduction is the long-run average usage of the high-
in (2.13) is a linear combination of the priority-1 and priority-priority class. In particular, the RSR approximation makes
2 sources. A natural choice would be an admissible set of thg(t) ~ (1 — p;)ct and s, (0) ~ (1 — p;)ch. Applying the

form effective bandwidth approximation to the RSR system yields
b the RSR-effective-bandwidth admissible set (2.14) and (2.16)
Z C1jN1y S C (214) with
j=1
5 -, ¢% = cpy; (2.20)
Z eni + Z 2jM2; < C. (2.15) wherepy; is the occupancy of a typgpriority-1 source.
j=1 j=1

Although both (2.17) and (2.20) are useful to bound the

However, we claim that (2.15) is needlessly conservative ag@missible set, for a single estimate «f,, we recommend

significant improvement is obtained if (2.15) is replaced witk2.17) because the empty buffer approximation yields the exact
effective capacityCs (2.13) for a relevant range af and is
o & conservative while the RSR approximation is not.
Z enyy + Z e2;N2; < € (2.16)
j=1 j=1

IIl. COMPUTING DECAY-RATE FUNCTIONS
where efj is the effective bandwidth of a typg-priority-i

source as seen by priority 2 In [36] and other papers explicit formulas are given for

arrival-process asymptotic-decay-rate functions for many spe-
ij =vPa,, (13)/75- (2.17) cific models, which can be used to gen_erate eﬁective band-

widths based on large-buffer asymptotics, as in (2.3) and

Equations (2.14), (2.16), and (2.17) immediately generalize (®.17). For example, a very general arrival counting process for

an arbitrary number of priorities: gueueing models is thdarkovian arrival proces§MAP); e.g.,
ko see Lucantoni [29]. For a MAP, the arrival-process asymptotic-
Z Z ng < e fork=1.---.1T (2.18) decay-rate function is
gty = ’ ) .
= ¥4(0) = pf(Do + Dic’) (3.1)
where

where Dy and D; are square submatrices of the specially
el = a, ()i (2.19) structured MAP infinitesimal generator matrix apd is the

Perron—Frobenius eigenvalue; see [36, Sec. VI]. The Per-

To obtain the desired linear structure in (2.16), tWO aRyn_Frobenius eigenvalue of a square matrxwith this
proximations are suggested: tleenpty-buffer approximation gy \cture is a real eigenvalue greater than the real part of

provides a lower bound on the true admissible set, while “&'ﬁy other eigenvalue; see Seneta [33, p. 46, Th. 2.6]. The
reduced-service-ratéRSR) approximationprovides an UPPer perron_Frobenius eigenvalue of the mattixan be calculated
bound. (The bounding properties are intuitive; see [4] fq;y solving the characteristic equatiaiet(z] — A) = 0 and
proofs.) The empty-buffer approximation for priority class ?inding the root with maximum real part.

makes the simplifying assumption that the amount of priority- A, MMPP is the special case of a MAP in whidb, =

1 work that queues in the buffer is negligible and, thus, thg; _ A ang Dy = A, where M is the infinitesimal generator
priority-1 departure process is approximated by its arrivak the Markovian environment process afds the associated
process. In particular, the empty buffer approximation mak@g,gonal matrix of Poisson arrival rates in the environment

S2(t) & ot — Au(t) s0 thatX(t) = Ai(?) + A2(f) — et and - giates. Hence, for an MMPP characterized by the (@i A),
V,(t) is approximated by the total workload (t) + Va(¢). (3.1) becomes

In terms of asymptotic-decay-rate functions the empty-buffer
approximation implies thatp, (#) ~ .4, () in (2.12), which Pa(0) = pf(M — A+ Ac). 3.2)
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Given that we are focusing on workloads, in a queueirlf the jumps are size 1, them;() = ¢ and ¥.4() =
model we should consider the total input in required servicgc? — 1). In this section we shall consider the special case
time. If we consider the total input stemming from an arrivah which the jumps are exponential with meart?, as in
counting process with asymptotic-decay-rate functign(¢) the M/M/1 workload process, them ;(6) = /(1 — ) and
bringing i.i.d. service requirements, with a generic serviegs(6) = A\6/(u — 6).

requirementZ, where Now suppose that all sources are M/M/1 workload sources
with mean service timeg;* for classi. Thus, the model is
z(0) = log Ec% (3.3) equivalent to the M/M/1 two-priority queue. The goal is to
determine the feasible arrival ratégs and ). or, equivalently,
then the overall arrival process is the feasible offered _Ioadﬁ} and p» where p; = )‘i/(ﬂic)-
The M/M/1 model nicely illustrates the results since many
cw quantities of interest can be determined analytically. One can
A(t) = Z Z, £>0 (3.4) view the model as representing (not necessarily accurately)
= - the traffic on an ATM network as Poisson arrivals of bursts
of cells.
and the overall arrival-process asymptotic-decay-rate function'Ve compare six cases for the admissible set associated with
becomes the M/M/1 two-priority queue:
Da(0) = pe(2(6)) (3.5) 1) exact admissible set;

2) admissible set given the RSR approximation;
e.g., see [36, Th. 5]. 3) admissible set given the empty-buffer approximation;

Alternatively, it is natural to consider MMRP input, asand, paired with each of the above, the corresponding effective
in Elwalid and Mitra [19]. If the infinitesimal generator ofpandwidth approximations:

the Markgv(ljz_;m envllronm_entf zrocesg 1, and ‘/} is the o 4) admissible set (2.13) with the exact calculation for the
associated diagonal matrix of deterministic arrival rates in the oo crive capacity ofC):

environment states, then the arrival-process asymptotic—decayS) admissible set (2.14), (2.16), and (2.20), based on the

rate function is effective-bandwidth approximation and the RSR approx-
imation;
Pa(0) =pf(M + AB). (3.6)  6) admissible set (2.14), (2.16), and (2.17), based on the
effective-bandwidth approximation and the empty-buffer
We now show how to relate the MMPP and MMRP decay  approximation.
rate functions in (3.2) and (3.6). Choudhury, Mandelbaum, \we computed the exact admissible set by numerically
Reiman, and Whitt [14] showed that any MMRP can bgerting the Laplace transform of the class-2 steady-state
represented as a limit of MMPP's. Consider a common Mafyorkload, using the transform inversion algorithm in [1]. For

kovian environment process with infinitesimal generatdr the M/G/1 priority queue, this transform is given in Kella [25]
Let A be the diagonal rate matrix for the MMRP, where

all entries are positive (not representing flow out). Then the
asymptotic-decay-rate function is (3.6). We can obtain (3.6)
by considering a limit of MMPP inputs. For each> 0,

we define an MMPP arrival process model. For eagclet

the Markovian environment infinitesimal generator ide the
arrival rate matrix be the diagonal matrix/e, the service \here V; is the prioritys steady-state workloadhs(s) =
times be deterministic of size and the processing rate be ),(1 — 4,(s)), and §(s) is the LaplaceStielties transform
Then, by (3.2) and (3.5), the asymptotic-decay-rate functiQnsT) of the priority4 service-time distribution (i.e., distri-

Aa()(L = 1 = o)
ha(s)(s — 21 (ha(s))

Ele 2] = 4.2)

of the MMPP/D/1 input process is bution of work added by a priority-arrival), 2, (s) = s +
B A » p1 — p1bi(s), and by (s) is the LST of the priority-1 busy-
pa,0) = pf <M LT ) (3-7)  period distribution, which is given by the Kendall functional

equationb; (s) = g1 (s+p1— p1b1(s)). Values of the transform
Bl(s) can be calculated iteratively; see [2].

The corresponding effective-bandwidth approximation has
a simple closed form when the batches are exponentially
distributed. Then the asymptotic-decay-rate function for the

In this section we consider examples in which the sourggiority-1 departure processp, (6) is
arrival processes are batch Poisson processed(df is a
compound Poisson process with Poisson saé@d component
i.i.d. jumps having moment generating functions (), then { Arf 9 <d

r(/)Dl (9) =

If we expand the exponential, letting® = 1 + <6 + O(¢?) in
(3.7), then we see that (3.7) approaches (3.6) as0.

IV. EXAMPLES WITH M/M/1 INPUTS

IA

the asymptotic-decay-rate function is py— 6’ (4.3)

$(6) = A(my(6) — 1). (4.1) Mpr =) +e(0-6),  0>6
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wheref = ul(l — \/E), by (2.12). Thus, the admissible seEven whenp; equals the maximum admissible valgg®* in
based on effective bandwidths is (4.8) or1 — ufln{' in (4.14), the maximum admissible value
of p2, in (4.9) or (4.15), respectively, is still positive. Hence,

1—p bt =1 (44) " the admissible set is convex.
1— p1 < (1— prlng)? In the general M/G/1 setting, with the empty-buffer approx-
P2 . 1— it PL = 172 imation, the priority-2 steady-state workloa# is distributed
1—pytyt ~ 2, C1 oo as the waiting time in an M/G/1 FIFO queue with arrival rate
p(l= /o) /ms, pr > (1= py3)?, (A1+X2)/cand service distributiot\; G1 +X2Ga) /(A1 +A2),

(4.5) where G; is the batch-size distribution of priority. When

he distributions are exponential with the same mgah for

oth priorities, the aggregate workload is that in a model with
M/M/1 input having parameters\; + A2, 4, ¢). The workload

is the same as for the parameter triple; +X2)/c, p, 1) and

(4.16)

The empty-buffer approximation (2.16) and (2.17) wil
coincide with (4.5) when the maximum admissiblgis less
than(1—u7 n3)? or, equivalentlyy; /ns > 2— 7 tns, which
holds whenpy is at least twiceps. This typically would be
the case, as, for example, when the priority-2 threslhelts
at least twice priority 1'sh;, andp; < ps.

With the RSR approximation (and M/M/1 input), the classThe rate herg: — (A + X2)/c = p(1 — p1 — p2) is smaller
2 steady-state workloaliy is distributed as the workload inthan the RSR ratg — X2 /c(1 — p1) = p(1 — p2/(1 — p1)) in

an associated standard M/M/1 queue, if we rescale time @7). The admissible set is

P(Vs > t) = pem=Cutr)/o)t =y >,

that the processing rate is one. For the high-priority class,

the workload with parameters\;, i1, ¢) is equivalent to the
workload in a model with parameters\/c, p1, 1), which

corresponds to a standard M/M/1 model. (We do not sc
the service requirements, which are not time, but work.) Th

P(VE > t) = P(Vi > t) = pre” =/, (4.6)

For the low-priority class, the RSR approximation yield
M/M/1 input with parameteréis, 2, ¢(1—p1)). The steady-
state workload is the same as for the parameter tfijgl¢c(1—
pl)a H2, 1) Thus
P2
PVy>t) = ——
(V3 > 1) 11—

6_(M2_)\2/c(1—/71))t’ t>0. (47)

a

max

p1 < pi
pr <3

(4.17)

— P (4.18)

Ml\zmereplflax and p5'** are the same as in the RSR approxima-
tion (4.10). If by > b; andpy > p1, which is the meaningful
case, thepy™* > p"*, and the admissible set is convex.

Note that the empty-buffer admissible set (4.17) and (4.18)
& a subset of the RSR admissible set (4.8) and (4.9) and that
they approach each other@8>* — 1. The upper limitp3*** is
close to one when the priority-2 performance criterion is loose,
i.e., bp andps are relatively large and, hence; is small.

If the two batch-size distributions are exponential with
different meang:; ' and i !, then the aggregate input is an

Thus, for the RSR approximation with M/M/1 input, theM/H2/1 queue. The effective bandwidths are given by (4.11)

admissible set is given by

(4.8)
(4.9

pr < pr

p2 < pmax

2 (1 =)

where pi*** is the value ofz that solves

zeHi1=2)b — o 1=1, 2. (4.10)
The effective bandwidths with M/M/1 input are
- Ai ,
1/’Az-(77é )/771 = % ) v = 17 2 (411)
Hi —7;

and the RSR effective-bandwidth admissible set [(2.14),

(2.16), and (2.20)] becomes
AL
w1 —
Az
B2 =10
Expressed in terms op; and p2, the

(4.12)

<e(l—pr) (4.13)

where 7 < ;.
admissible set is

< (4.14)
1=yt
p+—2 <1 (4.15)

1—py'ng

and the effective bandwidth of priority 1 as seen by priority
2 94, (03)/n5 is A /(1 — n3). The admissible set [(2.14),
(2.16), and (2.17)] becomes

A
pH1— 1
"
H2 — 7)o

<c

(4.19)

AL

* <c
H1 — T

(4.20)

wheren} < p1 and#n; < min{ui, p2}. In terms ofp; and
p2, the admissible set is

P1

— <1 (4.21)
1—p 177T

A P2 <1 (4.22)
L R/ S Sl T

Note that criterion (4.21) is more stringent than < 1,
while criterion (4.22) is more stringent than + p> < 1.
Also note that the criterion in (4.22) is more stringent than
the low-priority constraint with the RSR effective-bandwidth
approximation in (4.15).

When A, c(pur — nf) and, thus, priority 1 is at its
maximum admissible load (4.19), then (4.20) becomes

A2 < < )(77 )

H2 — 15
=

1= (4.23)
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TABLE | where the exact effective-bandwidth constraint for priority
PARM;‘Q/T'\Q/;S E:AEPEEO EERZO;ZISNETC:ILERENIO_G 2 (4.5) is linear in(py, p2) and also helps to reduce the

’ ' conservatism of the empty-buffer effective-bandwidth approx-
imation for the priority-2 constraint (4.22). Ifj is also
small, then theriority-1 effective-bandwidth constraint is less

maximum admissible ps
eff. bndwths. no eff. bndwths.
p1 | emp. | exact | RSR | emp. | exact | RSR

007 931 | 931 | 031 | 931 | 931 | 031 conservative. For instance, suppésen the previous example
05 | 881 | .881 | .884 | .881 | .881 | .885 is increased from 20 to 150 and, thug, is decreased to
10 ] 831 | .831 | .838 | .831 | .831 | .838 1.33775 = 0.092. Now the maximum admissiblg; given the

A5 781 | 781 | 791 | .781 | .781 | .792 effective bandwidth approximation matches to three significant

20 | 731 | 731 | 745 | 731 | 731 | .745 figures the true maximun®®> in (4.10), which is now 0.908.
25 | 681 | 681 | .698 | 681 | 681 | 608

1 * max 1
T i & T e ol sl e Notg that changlngh. changeScl_ and p"®*, but for a given
ST — — 581 381 605 feasible p;, the maximum feasibles does not change for
the exact calculation nor for the approximations including the
effective bandwidths.

Provided that;; > 73, which is the usual case, we can always
admit some priority-2 work after priority 1 has reached its V. EXAMPLES WITH MMPP INPUTS

capacity. Consequently, the admissible set is convex. We now consider more realistic traffic models. As in Section
However, ifn} <73, then the admissible seti®tconvex. |y e consider only two priority classes. Now at least
If any priority-2 input is present, then the priority-2 constrainge class has MMPP input. With this more complex input,
is binding, but if no priority-2 input is present, then only th§ue no longer calculate the exact admissible set, but we
priority-1 constraint is relevant and more priority-1 input is,ymerically calculate the exact admissible sets associated with
allowed. _ _ the RSR and empty-buffer approximations. To illustrate a
For a numerical example, consider the case where belthge of behavior, we present three examples. In the first
classes have Poisson arrivals.an_d exponential batch sizes ‘@-ﬁample the RSR and empty-buffer approximations and their
mean 1. The performance criterion parametersigre- 20, associated effective bandwidths all yield essentially the same
by =200, andp; = py = 10°. Hence,y} is 0.691 and is ten 5qgmissible set. Since the approximations serve as upper and
times bigger tham;. Herep*™* in (4.10) is 0.36, which is 16% |ower bounds for the true system, we thus indirectly calculate
bigger than the maximum admissibig given the effective- the exact admissible set. In the second example the RSR
bandwidth approximation — p; “nf = 0.31. This illustrates ang empty-buffer approximations yield common admissible
the well-known conservatism that occurs with effective bandats put the associated effective-bandwidth approximations
widths, apart from any priorities [13]. However, for clas§though comparable to each other) are qualitatively more
2 (which has a loose performance criterion), the maximugynservative, as can occur in nonpriority FIFO queues [13].

admissiblep, given the effective-bandwidth approximationtpe third example considers a larger number of connections.
matches'* to three significant figures, 0.931. Table | showg| three examples are inspired from ATM networks. An
some sample points on the frontier of the six admissible setgiyal represents a cell and adds one unit of work. The
The six cases listed earlier are presented in the order: 6,,flycessing rate equals one cell/cell-time.

5,3, 1, 2. In Table | emp. stands for empty buffer; emp. o the first example, suppose that the priority-1 connections

with (without) effective bandwidths corresponds Fo (4.2_1) ar%pport a constant-bit-rate service and have equally spaced
(4.22) [(4.17) and (4.18)]. The exact values with (withouQe|ls, Their superposition is conservatively modeled as a

effective bandwidths are based on (4.4) and (4.5) [(4.2) Willhisson process. A priority-2 connection represents more
numen.cal inversion]. The RSR values with (without) effectlv%ursty traffic and is the popular two-state MMPP where one
bandwidths are based on (4.14) and (4.15) [(4.8) and (4.9)ktate ison while the other state isFF, and, hence, the process

Since 773 is less thand in (4.3) even forp, equal 10 g equivalent to an interrupted Poisson process (IPP). The
P, the empty-buffer effective-bandwidth and the effectivey\pp has rate matrix

bandwidth admissible sets coincide. Although the empty- 0
buffer admissible set does not equal the exact admissible A= <01 0)
set, they coincide to three significant figures over the range
of feasible p; given the effective-bandwidth approximationand infinitesimal generator
for priority 1. However, if we had not used the effective

M= <—7‘1 T1 ) )

bandwidth of priority 1as seen by priority 204, (v73) /7, but
rather had used the (unadjusted) priority-1 effective bandwidth
Pa, )/t in (4.22), then wherp; = 0.30, we would have The parameteray, 1, 72 are determined as follows. Let the
thought the maximum admissibje would be 0.027, which mean arrival rate of a class-2 connection)aez/(r; +72) =

is 23 times smaller than the correct value of 0.631. 0.02 cells/cell-time, let the fraction of time the connection

Similar results occur for other parameter values as long iasin the oN state ber:/(r1 + r2) = 0.1, and let the mean

7 > n3, which is the most meaningful case. The conditionumber of arrivals during amN period be Ai/r; = 20,

77 > n3 along with the feasibility condition ony;, 77 < 11, corresponding to roughly 1 kbyte. Let the performance-criteria
ensures that; is relatively small. This increases the regiomparameter values bl = 100, b, = 1000, p; = 10, and

T2 —T9
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po = 1078, These performance parameters correspond to the TABLE I

ATM context where the priority-1 queue length should be kept FIRST MMPP ExawPLE: PRIORITY-1 IS POISSON PRIORITY-2
. . . CONNECTIONS ARE TWO-STATE MMPPS, 7 = 1515 = 0.207

relatively short to satisfy a QoS commitment on cell delay max. no. priority 2

variation and where the priority-2 connections have access to e

.. pr.-1 | eff. bndwths. | no eff. bndwths.

a nonnegligible “moderate” buffer space. For these parameters, o [emp. | RSR | emp. RSE
77 = 15n5 = 0.2072. The effective bandwidth of the priority-1 0.0 38 38 39 39
Poisson arrival process is 0.1 34 34 35 35
1 0.2 30 31 31 31
e =a, () /ni = p(e™ = 1)/ny = L1111p;  (5.1) 03 | 27 | o1 | 27 27
. . . . 0.4 23 23 23 23
which is only 10% bigger than the class-1 effective bandwidth 0.5 19 19 19 19
as seen by priority 2 (2.14) 0.6 15 15 15 15
5 . 0.7 11 11 11 11
e1 =9Pa,(m3)/n5 = 1.0069p;. (5.2) 08 | 7 7 7 7
0.9 3 3 3 3

Thus, when priority 1 is at its maximum admissible value,
there is relatively little spare capacity for priority-2 connec-

tions. From (3.2), the effective bandwidth of a priority-2 o
connection is Table 1l shows the admissible sets of the four cases. The

effective bandwidths are slightly conservative compared to the
er = VYa, (m3)/nh = <_a + \/a2 +dA; (e — 1)) /27 “exact” RSR and empty-buffer approximations, but the four
regions are essentially the same. Since effective-bandwidth
(5.3) approximations do not always work so well, it is heartening
wherea = 7, + 7y — )\1(@’75 —1). For the given parameterto not_e that the present_ example dqes mirr_or_a relevant
values,co = 0.0258, which is only 30% greater than the mearf@S€ I ATM—we can think of the higher priority queue
rate of 0.02. Note that the priority-2 performance criterion igarrying constant.-b|t-rate connections, Whpse Sl_JpeI‘DO.SItIOI’]
relatively loose—the thresholf, is 50 times the mean burst¢@n be con§ervat|vely modelgd by the reIatlve!y nice Poisson
size of 20 cells. This is a regime where effective bandwidttf Datch-Poisson process, while the second-priority queue has
based on (2.2) are more likely to be accurate. The maxim(tHTer space on the order of 1000-10000 cells, allowigg
admissiblep, based on the effective bandwidth approximatiofP Pe refatively small. _ .
(5.1) is 0.899 96, which almost equals the exact value from the!n the second example the connections of both priority
M/D/1 model of 0.900 27. Likewise, the maximum admissiblgIasses are tWOfStam‘UOFFMMPP,S' A pI‘IOI’.I'[y-l connectl_on
number of priority-2 connections, based on the eﬁectiv@-as a mean arrival rate of 0.02 cells/cell—tlme, the fractlon of
bandwidth approximation (5.3), {g/c2| = |1/0.0258] = 38, time onis 0.1, and the mean number of arrivals duringcan
whereas the exact value is 39, obtained from computing tREM0d iS ten. For a priority-2 connection the parameters are,
workload distribution of theS", MMPP;/D/1 queue. As in re;pe_cnvely, 0.04 cells/cell-time, 0.1, and 50. The perforgnance
[13], this computation is done by numerically inverting th&riterion parameter values asg = 100, by = 500, p; = 1077,

— -6 * ok H
LST of the virtual waiting time distribution of the MAP/G/1P2 = 1077, and, henceyf = 7.573 = 0.207. The effective
queue, given by bandwidth of a priority-1 connectios, is 0.133 and is about

. five times bigger than the effective bandwidth as seen by
w(s) = s(1 — p)g[s] + Do+ D1h(s)] e (5.4) class 2,c2 = 0.026. Thus, if one were to use (2.15) for the

here D 4D he infinitesimal . £ th admissible set, then one would significantly overestimate the
where Do and Dy are the infinitesimal rate matrices of the o 1 effective bandwidth as seen by class 2 (in the priority-2
MAP, h(s) is the LST of the service-time distributioH (¢),

. o o ) constraint).
clsa column vetor of all 1_39 IS traffic intensity (over_all According to the effective-bandwidth approximation, the
arrival rate times mean service time), and the row vegts

he soluti G — ~ 1 wh h ixis given b maximum number of priority-1 connections igl/e;| =
the solution tyG = g, ge = 1, where the matrixzis given by 7 -\ hije the true value is 13, obtained from numerically

computing the workload distribution in thg:, MMPP;/D/1
gueue. This is an example of the well-known phenomenon
that in nonpriority FIFO queues effective bandwidths based
%n (2.2) can be very conservative [13], particularly when
the performance paramete(g;, p;) are relatively tight for
o1+ 0.0258n, < 1 (5.6) the arrival processes. Our approximations for priorities are
still subject to the accuracy of the effective bandwidths in
which is almost the same as the corresponding empty-buffaEQ queues, which is evident on the axes of the admis-
effective-bandwidth constraint (2.16) with (2.17) sible set where only one class is present. Herein we use
1.0069p1 + 0.0258n < 1. (5.7) effe_ctive bandvyidths based on (2.2) to have the de_sirec_j lin-
earity property in (2.16). One could apply our approximations
The admissible sets for the (noneffective-bandwidth) RSR afat priorities to alternative concepts of effective bandwidths;
empty-buffer approximations are computed numerically [13}ee Section VI.

G = / (DA G () (5.5)
0

The priority-2 admissible-set constraint for the RSR effe
tive bandwidth approximation (2.16) with (2.20) is
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TABLE 11l =
SeconD MMPP EXAMPLE: PRIORITY-1 AND PRIORITY-2 - 0 RSR
CONNECTIONS ARE Two-STATE MMPPS 1} = 7.5n5 = 0.207 A
max. no. priority 2 X :?u;;%obnu:f;:.se)«nbdmh,
no. | eff. bndwths. | no eff. bndwths. | int. 2 V  FIFOsenice
pr-1l | emp. | RSR | emp. RSR eb g
0 6 6 8 8 8 '§
1 5 5 8 8 7 c g
2 5 5 8 8 7 g R B TR
3 5 5 8 8 7 ; "
4 5 5 7 8 7 £ o
2 <
5 5 5 7 7 6 5
6 5 5 7 7 6 i)
7 4 5 7 7 6 * o
8 - - 6 7 6 N
9 6 7 6
10 - - 6 6 5
11 - - 6 6 5 =}
12 - - 5 6 3
13 - - 5 8 5 0 20 40 60

. . # of priority-1 connections
Table 11l shows the admissible sets for this second example.

(See the next paragraph for an explanation of the last chi9- 1- Admissible sets. Third MMPP examglg. Performance criteria param-
- " . . . . tersby = 500, bo = 5000, py = p2 = 1-e"°.
umn “int.eb,” which stands for intercept effective bandW|dth3
The main point of the table is that the approximations for
the priority queueing have added little additional inaccura@t the expense of greater computational complexity. Unlike
beyond what was inherent from effective bandwidths bas#ie RSR and empty-buffer effective bandwidths, the com-
on (2.2). That is, the exact admissible set, which has not bgautational complexity of the intercept-effective bandwidths
computed, is closely bounded by the RSR and empty-buffiecreases with the number of connections, but not as quickly
approximations, and the admissible set based on effecta® the (exact) empty-buffer approximation. For example, the
bandwidths with the exact effective capacity (2.13) (alsoumber of states in the Markov process for the superposition
not computed) is closely bounded by the RSR and empiyf V; homogeneous two-state MMPPis= 1, 2 is (N, +
buffer effective-bandwidth approximations. For the emptyt)(N2 + 1) [13]. Thus, if one can numerically solve systems
buffer effective bandwidths, if we had not used the effectivef 100 states, then the empty-buffer approximation can be
bandwidth of class 1 as seen by prioritye2, but rather had used for systems with about ten connections in each priority,
kept the effective bandwidth as in the priority-2 constraint, whereas the intercept-effective-bandwidth approximation can
then instead of the vector (6, 5, 5, 5, 5, 5, 5, 4) of admissible used in systems with 100 connections since only one
priority-2 connections, we would have obtained the needlesgyiority is considered at a time. In the special case where
conservative vector (6, 5, 4, 3, 2, 2, 1, 0). the per-connection arrival process of work (ATM cells) is
This second example also illustrates the usefulness of dne same for both priorities, the numerical computation of
other approximation, given that one wanted to avoid the cotite empty-buffer approximation simplifies and the approxi-
servatism of the effective bandwidths based on (2.2) but stillation becomes identical to the intercept-effective-bandwidth
retain the linearity of (2.16). Define the effective bandwidthpproximation.
to be the reciprocal of the number of admissible connectionsin the third example we consider a larger number of
given each priority alone, including the case of priority-tonnections. Suppose that the connections of both priorities
connections subject to the priority-2 performance criterioare oNJOFF MMPP’s with the same parameter values: mean
(the latter corresponds to the empty-buffer priority-2 constrairdte 0.01, fraction of timeoN 0.1, and mean burst size 20.
Prob(V; + Vo > ba) < p2, where only priority-1 connections Let b; = 500, b, = 5000, and p; = p» = 107°. Here
are present). For the present example= 137!, e; = 871, #f = 10" = 0.028, and¢; is 1.7 times the mean rate
ande? = 39~1, where 39 is the maximum number of admiswhile ¢ ande, are only 5% greater than the mean rate. The
sible priority-1 connections given the priority-2 performancadmissible sets are given in Fig. 1. The effective bandwidth
criterion. We call this approximation “intercept effective bandapproximations again give a low estimate for the number
widths,” and the last column of Table 11l shows the resultingf admissible priority-1 connections, 57, whereas the correct
admissible set. Although, for this example, the admissiblalue is 66. Otherwise, the approximations are rather tight.
set from the intercept effective bandwidth approximation is &lso shown is the case of effective bandwidths where FIFO
subset of that from the empty-buffer approximation and, thusgrvice is used and all connections are subject to the class-
is conservative relative to the true admissible set, this negdcriterion; here since the connections of each class are
not hold in general. stochastically equivalent, the upper edge of the admissible
Note that the intercept-effective-bandwidth overcomes tiset is a line with slope minus one. Last, Fig. 1 shows the
conservatism of the effective-bandwidths based on (2.2), lm#tse where the unadjusted priority-1 effective bandwidtfs
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used in the priority-2 constraint, as in (2.15), as opposet to upper limit (again ignoring integrality problems) and sirgg
(2.16). Note that half of the potential gain (measured in ternh&is previously been determined, we can solve for the single
of area of the admissible set) from using priorities instead ofissing parameteeé‘j, obtaining (6.3).

FIFO is not realized if (2.15) is used. In the case wherey; is chosen to be the maximum number
admissiblen;;, thenmy, is a natural measure of the benefit
VI. ALTERNATIVE APPROACHES from using per-priority effective bandwidths, sineg;, would

The results in this paper can be used without invoking Iargb? zero with effective bandwidths based on FIFO service.

buffer asymptotics. First, any notion of effective bandwidt oreover, whem;; equalsm;;, (6.3) can be expressed as
previously developed for the FIFO discipline can be directly ko

applied together with the empty-buffer or RSR approximation o = d; <1 _ M) (6.5)
because those approximations reduce the problem to the FIFO ¢

case. The most important conclusion in this paper is the )

appropriate new structure for effective bandwidths with prin (6.5) ¢}; equalse}; times a factor that is between zero and
orities, i.e., that there should be multiple effective bandwidtie. The larger the value o, the smaller is the value of
associated with a connection. We now Specify two prac“cgﬁj relative to Céj' Thus, another measure of the benefit of
engineering methods for the FIFO discipline and show hoRer-priority effective bandwidths is how much smallg is
they can be extended to priorities, exploiting the linearity alative toCﬁj. In cases Wheﬂfj is close tOegij, the complexity

the admissible set. of using distinct effective bandwidths probably outweighs the
potential efficiency gains.
A. A Boundary-Point Method From (6.1) and (6.3), we obtain all of the effective-

bandwidth paramete@“j with 7« < k. We have obtained these

The first method is based on measurements at boundagl N . . X
. S . rameters by exploiting the linearity of the constraint set.
points of the admissible set. In particular, suppose that the

FIFO service method is based on determining the maximurn'ven thls_lmearlty, it suffices to c9n5|der only pr_mntyype— .
7 _connections when we determine the effective-bandwidth

number of admissible connections of a given type when fo A e . . .
. a9 yp arameterse! . via (6.1). Similarly, fori < k, it suffices
other connection types are present, using measurements froﬁr)] a ©y

simulation testbed network or an actual network. To determine consider O’?'V priorityr type connectlon_s and prlorlt}cu
i : L ) . ! type+ connections for any when we determine the effective-
ey;» consider only priority- type- connections for one fixed

4. Find the upper limitz;; for each connection type alone tobandwidth parameteré}‘j via (6.3). A significapt ppint s thaF
obtain parameter specizfjication we need consider only two connection types in this calculation.

To determinec’;, we consider priorityi type-j connections

251

@;Ij = c/mi; (6.1) and priority% type£ connections for some (any)
Since the linear admissible set is only an approximation, we
which corresponds to the constraint might not actually want to fit the parameters by considering
efjmj <ec (6.2) connections at their upper and lower limits. Instead, we might

want to exploit knowledge of the typical operating region

(In using (6.1) we ignore integrality constraints, i.e., thand determine a linear approximation to a more accurate
requirement that the number of connections must be som@missible set by constructing a linear hyperplane tangent to
integer. Assuming that the capacityis relatively large, this the boundary for each priority class. This observation applies
effect should be minor.) to the determination of both;; and e:fj for & > <. For

So far we have determined the effective bandwidi'bsfor example, the more accurate admissible set might be determined
k = i. Now we determinez; for k& > 4. First fix ¢ and &k by simulation, perhaps using source traces, or by system
with k& > <. We consider a feasible number of prioritgype- measurements.
J connections established on the link, sa§. This number

might be the maximum number admissible given the prioritys. A Traffic-Descriptor Method

i criterion7,;; or it might be a lower value that corresponds to a A second practical measurement-based approach can be
deggned engineering pplnt. Givery;, we then see how many based on a standardized traffic descriptor. Consider variable-
priority-k type£ connections can be admitted for any fixéd Pit-rate (VBR) ATM connections for which the sustainable-

cqn3|der|ng the p0r|or|tye performance criterion. Suppose thaceII—rate (SCR) traffic descriptor is specified [21]. The SCR
this number ismj,. We then let . :
constitutes an upper bound on the mean rate of the connection.

ij = (C_GII:émZZ)/ngj- (6.3) Suppose that in the FIFO context the effective bandwidth
) ) for these connections is chosen to be some factor times the
Equation (6.3) corresponds to the constraint connection’s SCR. Thus, for this subsection, detrepresent
Cfﬂ% n e’,jénu <e (6.4) the effective bandwidth of theth connection established on

the link and letSCR,, denote the SCR for this connection.
In (6.4) we first determine a value for;;, »7;. Then, with Then
that valueny; in place, we determine the upper limit eny,

my,. Since the inequality (6.4) should be an equality at the en =a-SCR, (6.6)
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and, given that there ar& connections established on the VIl. EXAMPLE ENGINEERING APPLICATION

link, the FIFO admissible set would now have the form In this section we apply the general principles of the pre-

vious sections to a particular engineering example. Consider
al al an ATM network that is being designed as an infrastructure
ZC"IZ a-SCR, <ec. (6.7) X 9 9
— — to support the services of a network operator. Suppose the
network nodes have four priorities. In the highest priority are

Note that in this case connections are not grouped into “type8iaced the ATM connections that support circuit emulation.
A theoretical determination of the parameterin (6.6) N the second priority are connections carrying VBR speech,
and (6.7) would depend on many factors, including addi€- §peech where S|Ienc<_a has been _ellmlnated. I.n the third
tional characteristics of individual connections besides tiRgiority are VBR nonreal-time connections supporting frame
SCR. However, a more heuristic approach could be based'§Y: and in the lowest priority are unspecified-bit-rate (UBR)
historical measurements of realized connections and netw§fnections, supporting best-effort elastic data traffic. As part
performance. In fact, for some years now, various netwofi the network design, suppose the network operator is using
operators have been using this approach for frame refffective bandwidths for dimensioning link capacities via loss-
networks, wherein the committed information rate (CIR) i§étwork models. (When effective bandwidths are used for
analogous to the SCR. A conservative value fomight be dimensioning, as opposed to connection admission control,
picked initially and then subsequently reduced as long as #gher approximations are appropriate, consistent with the
performance commitment for the connections continues to Bacertainty of the future traffic demands.)
met. From a conservative worst-case perspective, since th&Ve wish to specialize (2.18) to the present example of
realized mean rate could be as big as the SCR (or CIfQur priorities I = 4. For brevity in this section, the phrase
« would need to be greater than one. However, in frameircuit-emulation connection” means an ATM connection
relay networks, measurements have shown the mean ratéh@ supports circuit emulation, and likewise for the other
be significantly less than the CIR, and valuescofof 1/2 services. Since circuit-emulation connections encounter cell-
or even 1/4 have been used. Of course, the service provideale congestion within the highest priority queue, one should
should gather measurements on an ongoing basis to tr&isle an effective bandwidth somewhat higher than the peak cell
changes in overall load and connection characteristics durif@je in order to meet a tight cell-delay-variation commitment.
network busy periods. For example, as frame relay networkbis then gives some potential to use a lower effective
include switched connections as well as semipermanent ongandwidth for these connections in the lower priority con-
and as the applications using the frame relay networks begitnaints. However, as illustrated in the first example of Section
to include voice and video, we expect that the valuecafill V, the potential gain is modest and, thus, for simplicity,
need to be increased. we will use the same effective bandwidth in all of the
To extend the traffic-descriptor method to account for prpriority constraints. As a consequence, the priority-1 constraint
orities, multiple factorsa are determined. Again for thisis subsumed within the other constraints and thus can be
subsection, let¥, represent the effective bandwidth of thegnored. Also for simplicity, we use peak cell rate without
n' connection established at priorityas seen by prioritfs, a multiplicative factor as the effective bandwidth. We can
where group the circuit-emulation connections into types, based on
the rate, which is appropriate if we wish to apply loss-network
ek =af.-SCR, (6.8) models. Thus, for priority 1, we havé; equal to the peak cell
rate for connections of bandwidth categgryindependent of

for chosen factors:¥, with o’ < o¥. Likewise, given that * = 1, -=+, 4.

N; connections are established on the link at priofitghe  For the VBR speech connections, we assume the traf-
admissible set has the form fic entering the operator’'s network is non-ATM pulse-code-

modulation 64-kb/s circuits, and the operator has chosen an
E N, kN, encoding algorithm that eliminates the silences, and packages
> e=> > af-SCR,<¢, k=1,---,1. theresulting bit stream into ATM cells. We can use a stochastic
i=1 n=1 i=1 n=1 model for the characteristics of this VBR flow and estimate
(6.9) the number of such connections that can be supported for a
given bandwidth; e.g., see Sriram and Whitt [35] and Heffes
It is more difficult to select the multiple correction factor@nd Lucantoni [24]. Thus, we can use the boundary-point
a¥ needed in (6.8) and (6.9) than it is to select the singheethod of Section VI-A to obtain effective bandwidths for
correction factore needed in (6.7). The large-buffer asympthese connections at priority 2. Note that here we have a
totics and the EBEB approximation could be used to generatependency that frequently occurs where the effective band-
candidate relative valuesy’; then we can set* = 3a* for a width depends on the capacity which, in turn, is the object
single parametes and adjust the single parametgbased on to be determined. Thus, in principle, an iteration is necessary;
experience. It is important to recognize that more work neettough, for given a range of interest, the effective bandwidth
to be done to develop a complete engineering solution, but ¥a& the VBR speech connections may vary only slightly and
have identified an appropriate framework with (6.8) and (6.9p further simplify the calculation a constant value could be
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used. For example, if the speech encoding algorithm is 3Recialize to
kb/s adaptive differential pulse-code modulation with silence

elimination, if ATM adaptation layer 2 is used, and if the J1

bandwidth for the noncircuit-emulation connections will be Z eyyny +emz <c  (7.1)

at least the speed of @1, 1.5 Mb/s, then from Sriram, i=l1

Lyons, and Wang [34] one can assume an effective bandwidth J1 J3

of 21.9 kb/s. D eumytedna+ ) eana; <e o (72)
For the effective bandwidths of the VBR speech connections ; =t J =t

as seen by the third-priority frame-relay connections, the L ’ SN

large-buffer asymptotic-decay-rate approximation of Section Il 231 Crjnag + ez + 231 egng +Pese  (1.3)

Jj= Jj=

should be appropriate, given a relatively large buffer threshold
n the_ performance crlte_rla for the_ frame-relay ConneCtlon\%ihere the effective bandwidthe®, are determined by the
Likewise, for the effective bandwidth of the VBR speech : K

. - . _methods discussed above.
connections as seen by the fourth-priority UBR connections,
where there is a very loose, if any, performance criterion,

the large-buffer asymptotic approximation would again be VIIl. CONCLUSIONS

appropriate and, moreover, the asymptotic approximat?on Ma%\e have considered the problems of connection admission
be close enough to thg mean ra.te that the mean rate itself &8Atrol and dimensioning when there are priority classes and
be used as the effective bandwidth; see the third exampleyjy, performance criteria are expressed in terms of buffer over-
Section V. In summary, for the priority-2 speech connectionge,y probabilities, which translate into steady-state workload
there is just one category, thus no dependence on subscgiftyropabilities in an infinite-buffer model, LeP(V; > b;) <
j.andex > e} > ¢, wheree; or bothe; and e} could be . as in (2.1). For all priority classes except the highest, the
the mean rate. steady-state workload is different from the steady-state delay.
For the effective bandwidth of the frame-relay connecfhe steady-state workload is the appropriate quantity when the
tions, it would be reasonable to use the standardized-traffiwncern is buffer overflow. We have focused on the special
descriptor method of Section VI-B, as this is already beingase of two priority classes, but our analysis extends directly
used in existing frame-relay networks. As with the rate® any number of priority classes.
for circuit-emulation connections, the sustainable cell ratesAn important general observation about effective band-
(SCR’s) can be grouped into categories. To reduce complexiwidths with priorities is that there needs to be a constraint
the multiplicative factor (see Section VI-B) could be pickedin the admissible set for each priority class. In the constraint
to be the same for all SCR’s; alternatively, it could be differedi@r priority classi, all higher priority classes play a role (but no
for different rate categories or be dependent on wheth@kver priority classes). This implies that a connection at pri-
the connection is switched or semipermanent, as one co@Idy level : is associated witmultiple effective bandwidths,
expect the former to have a higher occupancy than the latt@p€ for the priority level of the given connection and one for
(More work should be done to determine good choices.) £ach lower priority level. 'For two pr@ority classe.s,.this means
for the effective bandwidth of the frame-relay connectiondat there are two effective bandwidths for priority class 1:
as seen by the fourth-priority UBR connections, one coufff'® 8s S€en by2 priority 1 and anotheg as seen by priority
again use the standardized traffic descriptors with a reduced"-€- €1; @ndey;. It is important thatey; be used in the
value of « or, as we will choose here, one might Simpbp?nstramt associated with priority class 2 mstead}gf Often

o 9 R
use the historical measured mean rate. Thus, for the frarﬁéfy’- '25 significantly larger thary;, so F?at ulsmgclj instead
relay connectionsgs; would be greater thaa‘*j, where the ©' €1 prog![uces "_’} sbelrlotus e_rro_:, Sz'gn' icantly underestimating
type j could depend on a rate category and/or switcheHle capacily avajiabie 1o priofty <.

. : o If large-buffer asymptotics are used to compute indi-
versus-semipermanent connection, and whgyes given by . . '
. . L vidual effective bandwidths, then we propose the empty-
the traffic descriptor method anegj, for simplicity, is the

o buffer effective-bandwidth (EBEB) approximation (2.17),
historical mean rate.

. . . . (2.19)—where the effective bandwidth of a typesource
For the fourth prlorlty, UBR comjectlons with no m|n|r.numOf priority ¢ seen by classk, wherei < k, is ij _
rate guarantee,_ the S|mples_t poll_cy would be to assign 9’@{-(77}2)/772—35 a relatively simple approximation for
effective bandwidth of zero, in which case the fourth-priority,e " agmissible set with priorities. The effective-bandwidth
constraint would be subsumed into the third. However, givefynroximations considered in Sections I1-V are based on large-
that the network operator wishes to engineer some capagyffer asymptotics, under assumptions yielding exponential
for the fourth-priority connections, a simple policy wouldaijl probabilities. The complex structure found in many traffic
be to dimension a given amount of bandwidth, or a givefieasurements on existing communication networks indicates
fraction, says3, of the total capacity for the aggregate of althat the suitability of these assumptions needs to be carefully
fourth-priority connections. checked in applications. Thus, alternative heuristic ways to
In summary, for this example of dimensioning an ATMlefine effective bandwidths were described in Section VI.

infrastructure to support four different services, (2.18) woul@ihey make strong use of the linear-admissible-set structure.
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With large-buffer asymptotics, we propose the EBEB apnissible set, if necessary. The empty-buffer and RSR ap-
proximation instead of the exact effective-bandwidth approproximations reduce the exact calculation of the steady-state
imation primarily because the EBEB approximation producésw-priority workload tail probability to an exact calculation
a linear admissible set, i.e., an admissible set constructeith the FIFO discipline. When the four approximations—all
from linear constraints, whereas the exact effective-bandwidtbmbinations of empty-buffer and RSR, effective bandwidth
approximation does not. The reduced-service-rate (RSR) efid exact—are close, then we know that the EBEB approxi-
fective bandwidth approximation (2.14), (2.16), (2.20) alsmation is accurate. Indeed, since the admissible sets tend to be
produces a linear admissible set, but it tends to be less accuratiered, it suffices to compare only the EBEB approximation
as well as not conservative. A linear admissible set greatly the RSR exact calculation.
helps for doing capacity planning using loss network models. A partial check on the accuracy of the effective-bandwidth

We have noted that the EBEB approximation is a compproximation is provided by considering each priority class
servative approximation to the exact effective-bandwidth aplone and computing the maximum admissible number of con-
proximation. Hence, when the exact effective-bandwidth apections for the FIFO case. This determines the disparity on the
proximation is conservative (which is usually, but not alwayaxes of the admissible set in the priority case. Sometimes one
the case [13]), the overall EBEB approximation is itselfan get a useful bound without doing this computation—the
conservative. Our experience with numerical examples is thaaiximum admissible number of connections is upper bounded
the EBEB approximation is often very close to the exadty the link rate divided by the mean rate of a connection,
effective-bandwidth approximation. The most likely sourcand sometimes the empty-buffer effective bandwidth is not
of error, if there is significant error, is the gap between thauch bigger than the mean rate. Indeed, for some relevant
exact effective-bandwidth approximation based on large-buffeases the effective bandwidthg; and co; were within 20%
asymptotics, and the exact admissible set. of the mean rate, and the effective-bandwidth constraint for the

The effective-bandwidth analysis also dramatically showswer-priority class could be shown to be very accurate. As a
when it makes good engineering sense to introduce prioritpnsequence, the effective-bandwidth approximations tended
classes. (There can also be other reasons to introduce friwork better for the lower priority class than for the higher
orities.) Consistent with intuition, it is appropriate to makeriority class. A natural approach, then, is to use the EBEB
class 2 a low-priority class when the performance requirememgproximation only for the lower priority constraint and to
for class 2 are much less stringent than the performandge a more refined analysis to generate the higher priority
requirements for class 1. The effective-bandwidth analysienstraint(s).
characterizes the performance requirements via the effectivdo numerically calculate empty-buffer and RSR exact ad-

performance criterig; = — log p; /b; in (2.3), associated with missible sets with MMPP input, we used the numerical trans-
the constraintP(V; > b;) < p;. Hence, when); > 53, it form inversion algorithm in [13]. As indicated in [13], that
makes sense for class 2 to be the low-priority class. algorithm is only effective for up to about 100 environment

The class- effective performance criterion; = log p;/b; states. That means we can treat 100 identical sources of one
is clearly more strongly affected by the buffer sizethan the type but only ten sources each of two types. Thus, the inversion
overflow probabilityp; because of the logarithm. Thus, thelgorithm is far from being able to treat examples with many
strong orderingn > 75 is likely to occur whenb; < b,. sources of many types.

In turn, the ordering; < b- is likely to occur, not so much A promising approximation strategy—intercept effective

because buffer sizes are different, but becdyss kept small bandwidth—is to characterize the admissible set only on the
in order to meet more stringent delay requirements for ties and connect the points by lines. On each axis, only one
high-priority class. (The steady-state delay and workload a@éthe classes is present, so that the model is simplified. Our
identical for the high-priority class.) For parameter values thakamples based on large-buffer asymptotics indicate that the
we deemed reasonable, it often seemed appropriate to hagpty-buffer exact and overall exact admissible sets tend to
n¥ /ms == 10. For ratios in this range, we found the two-priorityde slightly concave, so that the intercept-effective-bandwidth
structure to be effective. approximation is not necessarily conservative, but it is often

In addition to providing the EBEB approximation we havéluite close to the full empty-buffer exact admissible set.
provided ways to check its accuracy. The empty-buffer andFinally, the RSR and empty-buffer approximations for the
RSR approximations produce convenient upper and lowlerv-priority workload process open the way for other ap-
bounds on both the exact effective-bandwidth approximatigfioaches to determine an appropriate admissible set, includ-
and the full low-priority steady-state workload tail probabiliing approaches that are not based on large-buffer exponen-
ties. When the admissible sets based on the empty-buffer diadi asymptotics. Promising practical measurement-based ap-
RSR effective-bandwidth approximations are close, we c@hoaches that exploit the linear admissible-set structure were
conclude that the EBEB approximation must be close to tféesented in Section VI.
exact effective-bandwidth approximation. It is our experience
in examples witlm} > 73 that the EBEB approximation could
essentially be identified with the exact effective-bandwidth The authors would like to thank G. Choudhury for his
approximation. generous assistance with the numerical calculations, and R.

The most difficult challenge is validating the effectiveGuerin for encouraging us to be clear about the engineering
bandwidth approximation or producing a more accurate atglevance and the relationship to prior work.
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