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The Pros and Cons of a J’ob Buffer in a Token-Bank Rate-Control Throttle

Arthur W. Berger and Ward Whitt

Abstract— Rate-control throttles with token banks or leaky
buckets have been used for overload control in telecommuni-
cation systems and have been recommended for traffic polic-
ing in Broadband Integrated Services Digital Networks (B-
ISDN’s). Enhancing the token-bank throttle with a buffer to
shape the admitted traffic has been suggested. Researchers
have shown that the presence of the buffer can dramatically
reduce the squared coefficient of variation of the interad-
mission time. However, we show that the impact of the
buffer on longer-time-scale characteristics of the admitted
traffic is much less dramatic. In particular, we show (pri-
marily through simulations) that the job buffer has much
less impact on higher values of the index of dispersion for
intervals and on small tail probabilities for the steady-state
number in system at a downstream queue (with only this
one arrival stream). Indeed, the smoothing benefit of the
job buffer decreases as longer-time-scale characteristics be-
come more important. However, if the downstream queue is
fed by many sources with throttles, as would be the case in
most applications, then the relevant time scale at the down-
stream queue indeed becomes relatively short. Our simu-
lation results show that then the benefit of traffic shaping
can be much greater. The benefit gained in reduced buffer
requirements at the downstream queue, though, is typically
significantly less than the sum of all job buffers added to
the throttles. A full cost/benefit analysis depends on the
relative cost of buffer space in the two places and on details
of the relevant application.

Keywords—rate-control throttles, leaky buckets, traffic polic-
ing, traffic shaping, buffers, B-ISDN, ATM, overload control

I. INTRODUCTION

Rate-control throttles based on token banks have been used
for the regulation of call-setup requests in telecommunica-
tion switching systems [1} and have been proposed for polic-
ing in Broadband Integrated Services Digital Networks (B-
ISDNs) using Asynchronous Transfer Mode (ATM) [2]-
[5]. Researchers have examined the addition of a buffer in
which jobs queue when no token is available [6]-[12]. The
operation of such a throttle is illustrated in Fig. 1. The
throttle contains two finite buffers, one for tokens and one
for jobs, where the jobs may be cells in a B-ISDN/ATM,
packets in a general high-speed packet network, or call-
setup requests to a telecommunications switching system.
The tokens arrive deterministically and evenly spaced from
an infinite source. Tokens that arrive to a full bank are
blocked and lost. (The token bank can be implemented by
a counter with a cap.) If the bank contains a token when
a job arrives to the throttle, then the job is allowed to
pass through, and the bank is decremented by one token.
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Fig. 1. Diagram of token-bank, job-buffer throttle and
downstream queue.

If the bank does not contain a token when a job arrives,
then the job queues in the job buffer if the buffer is not
full. If the job arrives to a full buffer, then the job is said
to have “overflowed.” In packet networks, the overflowed
frame or cell may be discarded or may be marked and later
treated as a lower priority class. (If marking is used and if
job sequence is to be maintained, then a job arriving to a
full job buffer could be queued and the job at the head of
the queue could be marked and admitted.) Herein, our pri-
mary interest is in the non-overflow jobs, and for simplicity
we assume the overflow jobs are discarded.

The primary reason for the job buffer is traffic shaping
(or smoothing) in order to reduce subsequent congestion
experienced by jobs admitted by the throttle and by other
jobs sharing the same subsequent resources. Our question
is: How effective is the job buffer, first, in shaping the traf-
fic and, second, in reducing congestion?

The following result from [9] and [13] helps put this ques-
tion in proper perspective:

Overflow Invariance Property: Except for a finite
initial period to account for initial conditions, the
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job overflow process depends on the (finite) capac-
ity of the token bank, Cr, and the (finite) capacity
of the job buffer, Cy, only via their sum Cr+Cj.

The overflow invariance property implies that we can
decompose the traffic shaping by the rate-control throttle
into two separate parts: First, there is the shaping caused
by job rejections, which depends only on the total capacity
Cr + Cj. Second, there is the traffic shaping provided by
the job buffer given a fixed total capacity Cr + Cy. It is
this second effect that we primarily want to understand:
For given total capacity Cp + Cj, what are the costs and
benefits of including a job buffer of capacity Cj? We begin
to investigate this question in [13] wherein we prove sample-
path inequalities and limits under very general conditions.
In this letter, we continue the investigation, via simulation
experiments, and illustrate the magnitude of phenomena
and convergence rates for typical cases of interest. Addi-
tional results from the simulations are reported in [14].

I1. THE BENEFITS OF EXTRA DELAYS

Theorem 5.1 of [13] shows that increasing C for fixed Cp+
Cy actually increases the time spent in the throttle by each
admitted job (again modulo the initial conditions). A very
general question, then, is: What are the pros and cons of
adding extra delays to some jobs upon arrival before they
enter a service system?

For the case in which a single arrival process comes to
a single-server queue with unlimited waiting space and the
first-in first-out (FIFO) discipline, it is easy to see each
job’s total time in system necessarily increases if we reshape
the arrival process by introducing delays in any way prior to
admission to the queue; see Theorem 12 of [15] and p. 358
of [16].

Nevertheless, the extra delays may be worthwhile be-
cause time spent in the subsequent service system may
be much more costly than time spent waiting externally.
Then we might be content to know that judicious delays
added upstream would reduce the delays downstream [17],
[18]. There also is the issue of multiple classes and fairness.
Adding delays to one class of jobs may reduce delays for
another class of jobs. Fairness obviously is an important
aspect, but we do not consider it here.

ITII. TRAFFIC SHAPING BY A JOB BUFFER

It is easiest to contrast an all-job-buffer throttle (Cpr = 0)
with an all-token-bank throttle (C; = 0), assuming that
Cr + Cy is fixed. In the all-job-buffer throttle, the ad-
mission epochs of successive jobs are always separated by
at least the deterministic interval between successive token
arrivals, whereas in the all-token-bank throttle the jobs can
be admitted in batches equal to the token bank capacity
Cr. Hence, it is evident that the job buffer has the poten-
tial for traffic shaping.

Assuming Poisson job arrivals, Sidi et al. [7] showed that
a token-bank throttle with an infinite-capacity job buffer
can smooth the admitted stream, in the sense of reduc-
ing the squared coefficient of variation (SCV) of the inter-

departure (interadmission) times, ¢2. This effect also oc-
curs when the arrival protess is a Markov-modulated fluid
source, as demonstrated in [12]. Herein, we examine the
admission process in greater detail, and as a first step we es- |
timate the index of dispersion for intervals (IDI) of the job
admission process, {19, pp. 70-72] and [20, §I1I], assuming
a bursty on-off renewal process with parameters chosen to
give a rough representation of current local-area-network
(LAN-to-LAN) traffic on contemplated access links of a
B-ISDN/ATM (with mean number of cells per burst rang-
ing from 10 to 100). Let {D,,n > 1} be the sequence of
job interadmission times from the throttle. Assume that
{Dn,n > 1} is stationary, i.e., the joint distribution of
{DnyDys1y. oy Diem} is independent of n for all m. Let
Sp = Di+...+D,. TheIDlis the sequence {IDI(n), n >
1} defined by: IDI(n) = nVar(S,)/[E(S,)]?, which equals
the variance of S, normalized by what the variance would
have been if the process were Poisson.

Our main conclusion about the influence of the job buffer
on the IDI is that the impact on JDI(n) decreases asn in-
creases. Fig. 2 plots simulation estimates of IDI(n) for n
from 1 to 1,000 for three cases: (A) Cr = 50, Cjy = O
(B) Cr = Cy = 25; and (C) Cr = 0, Cy == 50, where the
job arrival process has a mean rate of 3 (jobs/ms), has a
geometrically distributed number of jobs in a burst with a
mean of 10 and a spacing of 0.05 ms, and has an exponen-
tially distributed off-period, and where the tokens arrive
equally spaced at a rate of 4 (tokens/ms). Additional de-
tails of the simulation are given in [14]. Also shown is
the IDI of the arrival process to the throttle. The arrival-
process IDT is constant and equal to c2 since the arrival
process is renewal. In summary, the traffic smoothing by
the job buffer is less than one would expect from looking
only at the interadmission-time SCV ¢% = IDI(1). Indeed,
Theorem 5.2 of [13] shows that IDI{co) is unaffected by the
job buffer. Moreover, from Fig. 2 we have an illustration
of the rate at which the three sequences of IDI’s approach
their common limit. In particular, for n = 1, the ratio of
the IDI of the admission process from the all-token-bank
throttle (case A) to that from the all-job-buffer throttle
(case C) is substantial, 2.9, and for n = 10 is still substan-
tial, 2.4, though when n = 100, the ratio has declined sig-
nificantly, to 1.3, and for n = 1,000 is 1.03. Similar results
are obtained for other example job-arrival processes [14].
Expressed differently, we conclude that the traffic smooth-
ing depends on the time scale [20]-[22]. We conclude that
the job buffer smooths the traffic dramatically in o short
time scale, but much less so in a long time scale.

IV. THE IMPACT ON A DOWNSTREAM QUEUE

Of course, the IDI is not of much importance in itself. Re-
duced values are only important as indications that the
admitted stream will be easier for the remaining system to
handle.

Theorem 5.4 of [13] shows that the heavy-traffic limit-
ing behavior of a downstream queue (having a single-server
queue, the first-come first-served discipline, unlimited wait-
ing space and deterministic service times) as traffic inten-
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Fig. 2. Index of dispersion for intervals for the arrival and
admission job processes: base-case parameter values.

sity. approaches its critical value from below by increasing
the service times is independent of the job buffer. To see
the impact of the job buffer on a downstream queue at
non-critical loads, we simulate a downstream queue with
an arrival process consisting of the stream of admitted jobs
from the rate-control throttle. (Here we consider only one
throttle feeding the downstream queue; in §V we consider
more than one.)

We choose the (deterministic) service times of the down-
stream queue so that the server occupancy is around 85%-—
95%. However, we are not suggesting that a real B-ISDN/
ATM device would likely operate at such an average load.
In B-ISDN/ATM we are interested in extremely small over-
flow probabilities from finite buffers. Such overflows would
occur during times of relatively high congestion, periods
over a time scale of milliseconds to seconds when the load
is high. Thus, when the downstream queue is viewed as
a model of a real buffer in a B-ISDN/ATM device, we are
considering the above congestion situation and have mod-
eled it via the tail distribution of the steady-state number
in an infinite-capacity queue at high occupancy.

We focus on the tail probabilities of the steady-state
number, @, in the downstream queue (number in system
at an arbitrary time); i.e., we look at the levels nj such
that P(Q > ny) = 107% as a function of k. Consistent
with the conclusion about the IDI above, we find that the
job buffer has a greater impact for small k than for large k.
For the same job and token arrival processes as in Fig. 2,
for Cjy 4+ Cr again equal to 50 and for a server occupancy
of 0.86, going from the all-token-bank throttle to the all-
job-buffer throttle reduced ny from 70 to 48 but reduced n4
only from 225 to 201. We thus conclude that a job buffer in

a rate-control throttle would have relatively little benefit in
reducing the buffer size required at o downstream queue (fed
by only one stream) sized according to a criterion of a very
small blocking probability. An exception though, is when
the deterministic service time at the downstream queue is
less than the token interarrival time. Then, with the all-
job-buffer throttle, the minimum interarrival time at the
downstream queue is greater than the service time and the
maximum number in the downstream queue is just one. In
contrast, with the all-token-bank throttle, the interarrival
time at the downstream queue can still be less than the
service time, and queues “significantly” greater than one
(on a percentage basis) can occur. However, the reduction
in number in system at the downstream queue due to the
change from an all-token-bank throttle to an all-job-buffer
throttle is bounded by C; 4+ Cp. This bound is proved in
the Appendix of [14]. Moreover, there we give a (somewhat
pathological) example in which the steady-state number in
the downstream queue is stochastically larger with an all-
job-buffer throttle than with an all-token-bank throttle.

V. MULTIPLE SOURCES

The analysis above is based on traffic from a single source.
Most systems, however, would actually have traffic from
many throttles entering the downstream system.  In order
for a downstream server to handle traffic from n nearly-
equal-rate sources, it must have a service rate approxi-
mately n times faster than it would if there were only one
source. With many sources, the mean interarrival time
at the downstream queue must be much shorter than the
mean interadmission time from a single throttle. Con-
sequently, with many sources, the relevant time scale at
the downstream queue is much shorter than it would be
with only one source. In other words, as in [22], what is
a short time scale for the source (e.g., a few interadmis-
sion times) will likely be a long time scale for the down-
stream queue. Consistent with this observation, our simu-
lation results show that the job buffer provides a dramatic
smoothing benefit when 100 identical independent throttles
feed the downstream queue. In particular, with 100 sources,
each with the same parameters as in §IV, going from an
all-token-bank throttle to an all-job-buffer throttle reduces
IDI (1000) from 12.6 to 2.5, reduces n4 from 350 to 32, and
reduces the maximum number in the queue during the sim-
ulation from 400 to 58. Again, similar results are obtained
for other example arrival processes, [14].

We discovered another significant effect associated with
multiple sources that we had not anticipated, but which
is intuitively clear upon reflection. With multiple sources,
the congestion at the downstream queue is significantly af-
fected by synchronization of the deterministic token arrival
streams. In particular, if multiple throttles have identical
token rates and if the token arrival times are synchronized,
then the delays at the downstream queue are much greater
than if they are not synchronized, i.e., if they are staggered
or chosen randomly. We assume that this synchronization
effect is not present.

In §II we noted that, even though the addition of the job
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buffer tends to reduce the delay at the downstream queue,
it necessarily increases the total delay for each job. For the
previous example with 100 sources, the total mean delay
is 4.45 ms with all-job-buffer throttles, but is only 0.06 ms
with all-token-bank throttles. '

VI. COMPARISON OF BUFFER CAPACITIES

In order to achieve the significant smoothing benefit at the
downstream queue with multiple sources, we must add a
job buffer to each throttle. Our simulation results show
that the reduction in required buffer space at the down-
stream queue is far less than the sum of the job buffer ca-
pacities added to all the throttles.

This comparison will be of little consequence if buffer ca-
pacity at the downstream queue is much more costly than
the job buffers, but in some contexts the cost of the buffers
may be comparable ‘For example, in a B- ISDN/ATM
switching system, the JQb buffer throttle may be in access
line cards and the downstream queue herein may represent
an output-port buffer also on a line card, in which case the
buffer costs may be comparable. In any case, the relative
buffer costs are clearly application and architecture depen-
dent, and thus herein we simply compare the reduction in
the number of buffer spaces required at the downstream
queue with the number of added buffer spaces in the throt-
tles. (This comparison is readily translated to dollars gwen
‘the relevant buffer costs.)

For the 100-source example in §V, the reduction of max-
imum queue occupancy from 400 to 58 was achieved at the
expense of adding 5000 (i.e., 100 x 50) job buffer spaces in
the throttles. By these ﬁgures, downstream buffer space
would thus have to be more than 15 times as expensive as
job buffer space to prefer job buffers. ‘As another example,
if the individual job-arrival processes liad a mean burst size
of 100 and a spacing during the burst of 3usecs. (roughly
corresponding to back-to-back ATM cells.on a 150 Mbps
link) and if Cy + Cr = 1,000, then the reduction in max-
imum queue occupancy observed over a simulation run is
from 5,510 to 485, though at the expense of adding 100,000
job-buffer spaces in the throttles.

Theorem 6.1 of [13] also provides a significant theoreti-
cal reference point in the case of a finite-capacity down-
stream queue. It states that under very general condi-
tions the throughput is greater when job buffers associated
with all-job-buffer throttles are removed (holding Ct + Cy
fized) from some of the throttles feeding a finite-capacity
downstream queue and the eliminated job-buffer capacity is
added to the downsiream queue. In other words, a fixed
buffer capacity is more efficiently used at the downstream
queue. This result is consistent with intuition, expressing
the well known advantage of statlstlcal mult1plex1ng

Of course, the choice may well not be all or none. Con-
trary to what one mlght have hoped our simulation results
also show that a dzsproportzonate portion of the beneﬁt of
Job buffers comes from the final job buffer capacity; e.g.,
having a proportion p of the total throttle capacity as job
buffer provides less than a proportion - p of the potential
shaping benefit of the all-job-buffer throttle (where “bene-

fit” is measured in terms of reduction in mean number or
tail number, ny, in the downstream queue) [14].

VII. CONCLUSIONS

For an archetype model where a-priori exogenous job ar-
rival processes are regulated by token-bank throttles and
where the admitted processes enter a downstream queue,
we have examined (in greater detail than the SCV of the
inter-admission times) the impact of 1nclud1ng a job buffer
in the throttles.

In summary, the traﬁic—shapmg benefit of job buffers in
token-bank rate-control throttles depends on several fac-
tors, one being the time scale. A job buffer smooths the
traffic more in a short time scale than a long one. The
relevant time scale in turn depends on the system, e.g., if
a downstream queué.is fed by a few sources or many. More
sources means a smaller time scale, and a smaller time scale
means more smoothing benefit. Fven with many sources,
a proper cost-benefit tradeoff-depends on the relative cost
of buffer capacity in the throttle versus downstream. If
the cost of job buffer space is negligible compared to the
cost of downstream buffer space and if there are many
sources, then significant traffic-shaping benefits can be ob-
tained from job buffers. More specific judgments of the
efficacy of including a job buffer depend on details of the ‘
application and are not captured by the archetype model
herein. For example, in the application to B-ISDN/ATM,
where a job arrival process corresponds to a cell flow of -
an ATM connection and where the throttles correspond to
policing mechanisms in the switching systems of a public ‘
ATM network, there may be opportunity to share the job-
buffer space across multiple sources, particularly if multiple .
sources happen to be on the same access link. '

Note that in the application to B-ISDN/ATM, the throt-
tles have the important function of protecting the network
and other users’ traffic from malicious users and sputtering
terminals. The addition of a job buffer in the throttle is
not needed to limit this excess traffic since it does not im-
pact the portion of a user’s traffic detected as excessive, for
given total Cy + Cp. However, a pOSSIble concern is that
a group of k malicious users could simultaneously submit
bursts of C; + Cr cells, which the all-token-bank throttles
would admit as bursts and which the all-job-buffer throt-
tles would space out before admlttmg However, for the all-
token-bank throttles, the buffer space downstream needed
o avoid cell loss (assuming cell loss is to be avoided even in
this extreme case) is bounded by k- (C;+Cr), which is the
amount of buffer space used in the all-job-buffer throttles.
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