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1. The Physics and Analysis of Sound

Some of the basic concepts of the physics and analysis of sound, which are necessary for the understanding of the later chapters, are presented here. The relations between the pressure, displacement and velocity of a medium produced by a sound wave are first described, followed by the decibel scale of sound level, and the notion of impedance. Fourier analysis and the idea of linearity are then described.

A. The Nature of Sound

In order to understand the physiology of hearing, a few facts about the physics of sound, and its analysis, are necessary. As an example, Fig. 1.1 shows a tuning fork sending out a sound wave, and shows the distribution of the sound wave at one point in time, plotted over space, and at one point in space, plotted over time. The tuning fork sends out a travelling pressure wave, which is accompanied by a wave of displacement of the air molecules making them vibrate around their mean positions. There are two important variables in such a sound wave. One is its frequency, which is the number of waves to pass any one point in a second, measured in cycles per second, or hertz (Hz). This has the subjective correlate of pitch, sounds of high frequency having high pitch. The other important attribute of the wave is its amplitude or intensity, which is related to the magnitude of the movements produced. This has the subjective correlate of loudness.

If the sound wave is in a free medium, the pressure and velocity of the air vary exactly together, and are said to be in phase. The displacement however lags by a quarter of a cycle. It is important to understand that the pressure variations are around the mean atmospheric pressure. The variations are in fact a very small proportion of the total atmospheric pressure – even a level as high as 140 dB SPL (defined on p. 4), as intense as anything likely to be encountered in everyday life, makes the
Fig. 1.1 (A) A tuning fork sending out a sound wave. (B) The variation of the pressure, velocity and displacement of the air molecules in a sinusoidal sound wave are seen at one moment in time. The variations are plotted as a function of distance. The pressure and velocity vary together, and the displacement lags by a quarter of a cycle. (C) The same variation is plotted as a function of time, as measured at one point. Because times further in the past are plotted to the right of the figure, the curve of displacement is here plotted to the right, not to the left of the pressure curve, as in part B. The phase increases by $2\pi$ (or 360°) in one cycle. The sound wave is defined by its peak amplitude and by its frequency.

Pressure vary by only 0.6%. The displacement is also about the mean position, and the sound wave does not cause a net flow of molecules.

The different parameters of the sound wave can easily be related to each
other. The peak pressure above atmospheric \((p)\) and the peak velocity of the sinusoid \((v)\) are related by:

\[
p = zv
\]  
(1)

where \(z\) is a constant of proportionality, called the \textit{impedance}. It is a function of the medium in which the sound is travelling, and will be dealt with later.

The intensity of the sound wave is the amount of power transmitted through a unit area of space. It is a function of the \textit{square} of the peak pressure and, by equation 1, also of the \textit{square} of the peak velocity. In addition, it depends on the impedance; for a sine wave,

\[
\text{Intensity } I = \frac{p^2}{2z} = \frac{zv^2}{2}
\]  
(2)

In other words, if the intensity of a sound wave is constant, the peak pressure and the peak velocity are constant. They are also independent of the frequency of the sound wave. It is for these reasons that the pressure and velocity will be of most use later.

Unlike the above parameters, the peak \textit{displacement} of the air molecules does vary with frequency, even when the intensity is constant. For constant sound intensity, the peak displacement is inversely proportional to the frequency:

\[
d = \frac{1}{2\pi f} \sqrt{\frac{2I}{z}}
\]  
(3)

where \(d\) is the peak displacement, and \(f\) is the frequency. So for sounds of constant intensity, the displacement of the air particles gets smaller as the frequency increases. We can see correlates of this when we see a loudspeaker cone moving. At low frequencies the movement can be seen easily, but at high frequencies the movement is imperceptible, even though the intensities may be comparable.

### B. The Decibel Scale

We can measure the intensity of a sound wave by specifying the peak excess pressure in normal physical quantities, e.g. newtons/metre\(^2\), sometimes called pascals. In fact it is often more useful to record the RMS pressure, meaning the square Root of the Mean of the Squared pressure, because
such a quantity is related to the energy (actually to the square root of the energy) in the sound wave over all shapes of waveform. For a sinusoidal waveform the RMS pressure is \(1/\sqrt{2}\) of the peak pressure. While it is perfectly possible to use a scale of RMS pressure in terms of \(N/m^2\), for the purposes of physiology and psychophysics it turns out to be much more convenient to use an intensity scale in which equal increments roughly correspond to equal increments in sensation, and in which the very large range of intensity used is represented by a rather narrower range of numbers. Such a scale is made by taking the ratio of the sound intensity to a certain reference intensity, and then taking the logarithm of the ratio. If logarithms to the base 10 are taken, the units in the resulting scale, called Bels, are rather large, so the scale is expressed in units 1/10th the size, called decibels, or dB.

\[
\text{Number of dB} = 10 \log_{10} \left( \frac{\text{Sound intensity}}{\text{Reference intensity}} \right)
\]

Because the intensity varies as the square of the pressure, the scale in dB is 10 times the logarithm of the square of the pressure ratio, or 20 times the logarithm of the pressure ratio:

\[
\text{Number of dB} = 20 \log_{10} \left( \frac{\text{Sound pressure}}{\text{Reference pressure}} \right)
\]

It only now remains to choose a convenient reference pressure. In physiological experiments the investigator commonly takes any reference he finds convenient, such as that, for instance, given by the maximum signal in his sound stimulating system. However, one scale in general use has a reference close to the lowest sound pressure that can be commonly detected by man, namely, \(2 \times 10^{-5} \text{ N/m}^2\) RMS, or 20 \(\mu\)pascals RMS. In air under standard conditions this corresponds to a power of \(10^{-12}\) watts/m\(^2\). Intensity levels referred to this are known as dB SPL.

\[
\text{Intensity level in dB SPL} = 20 \log_{10} \left( \frac{\text{RMS sound pressure}}{2 \times 10^{-5} \text{ N/m}^2} \right)
\]

We are then left with a scale with generally positive values, in which equal intervals have approximately equal physiological significance in all parts of the scale, and in which we rarely have to consider step sizes less than one unit. While we often have to use only positive values, negative values are perfectly possible. They represent sound pressures less than \(2 \times 10^{-5}\) N/m\(^2\), for which the pressure ratio is less than 1.
C. Impedance

Materials differ in their response to sound; in a tenuous, compressible medium such as air a certain sound pressure will produce greater velocities of movement than in a dense, incompressible medium such as water. The relation between the sound pressure and particle velocity is a property of the medium and was given in equation 1 by Impedance \( z = p/v \). For plane waves in an effectively infinite medium the impedance is a characteristic of the medium alone. It is then called the specific impedance. In the SI system, \( z \) is measured in \( (N/m^2)/(m/sec) \), or \( N \text{ sec/m}^3 \). If \( z \) is large, as for a dense, incompressible medium such as water, relatively high pressures are needed to achieve a certain velocity of the molecules. The pressure will be higher than is needed for a medium of low specific impedance, such as air.

The impedance will concern us when we consider the transmission of sounds from the air to the cochlea. Air has a much lower impedance than the cochlear fluids. Let us take, as an example, the transmission of sound from air into a large body of water, such as a lake. The specific impedance of air is about 400 N sec/m³, and that of water \( 1.5 \times 10^6 \) N sec/m³, a ratio of 3750 times. In other words, when a sound wave meets a water surface at normal incidence, the pressure variation in the wave is only large enough to displace the water at the boundary by \( 1/3750 \) of the displacement of the air near the boundary. However, continuity requires that the displacements of the molecules immediately on both sides of the boundary must be equal. What happens is that much of the incident sound wave is reflected; the pressure at the boundary stays high, but because the reflected wave is travelling in the opposite direction to the incident wave it produces movement of the molecules in the opposite direction. The movements due to the incident and reflected waves therefore substantially cancel, and the net velocity of the air molecules will be small. This leaves a net ratio of pressure to velocity in the air near the boundary which is the same as that of water.

One result of the impedance jump is that much of the incident power is reflected. Where \( z_1 \) and \( z_2 \) are the specific impedances of the two media, the proportion of the incident power transmitted is \( 4z_1z_2/(z_1 + z_2)^2 \). At the air–water interface this means that only about 0.1% of the incident power is transmitted, corresponding to an attenuation of 30 dB. In a later section (p. 17) we shall see how the middle ear converts a similar attenuation in the ear to the near-perfect transmission estimated as occurring at some frequencies.

Finally, in analysing complex acoustic circuits, it is convenient to use analogies with electrical circuits, for which the analysis is well known. Impedance in an electrical circuit relates the voltage to the rate of movement of charge, and if we are to make an analogy we need a measure of impedance...
which relates to the amount of medium moved per second. We can therefore define a different acoustic impedance, known as acoustic ohms, which is the pressure to move a unit volume of the medium per second. Acoustic ohms will not be used in this book and, where necessary, values will be converted from the literature, which is done by multiplying the number of acoustic ohms by the cross-sectional area of the structure in question.

D. The Analysis of Sound

Figure 1.2 shows a small portion of the pressure waveform of a complex acoustic signal. There is a regularly repeating pattern with two peaks per cycle. The pattern can be approximated by adding together the two sinusoids shown, one at 150 Hz, and the other at 300 Hz. Such an analysis of a complex signal into component sinusoids is known as Fourier analysis, and forms one of the conceptual cornerstones of auditory physiology. The result of a Fourier transformation is to produce the spectrum of the sound wave (Fig. 1.2C). The spectrum shows here that, in addition to the main components, there are also smaller components, at 1/15th of the amplitude or less, at 450 Hz and 600 Hz. Such a spectrum tells us the amplitude of each frequency component, and so the energy in each frequency region.

The principles of Fourier analysis can be illustrated most easily by the reverse process of Fourier synthesis, that is, by taking many sinusoids and adding them together to make a complex wave. Fig. 1.3 shows how it is possible to make a good approximation of a sine wave by adding many sinusoids together. If this process were continued indefinitely, it would be possible to make a waveform indistinguishable from a square wave. Fourier analysis is simply the reverse of this – finding the elementary sinusoids, which when added together, will give the required waveform.

Why do we analyse sound waves into sinusoids rather than into other elementary waveforms? One reason is that it is mathematically convenient to do so. Another reason is that sinusoids represent the oscillations of a very broad class of physical systems, so that examples are likely to be found in nature. However, the most compelling reason from our point of view is that the auditory system itself seems to perform a Fourier transform, like that of Fig. 1.2C, although with a more limited resolution. Therefore, sinusoids are not only simple physically, but are simple physiologically. This has a correlate in our own sensations, and a sinusoidal sound wave has a particularly pure timbre. In understanding the physiology of the lower stages of the auditory system, one of our concerns will be with the way in which the system analyses sound into sine waves, and how it handles the frequency and intensity information in them.
Fig. 1.2 (A) A portion of a complex acoustic waveform. (B) The waveform can be closely approximated by adding together two sine waves. (C) A Fourier analysis of the waveform in A shows that in addition to the main components, there are other smaller ones at higher frequencies. Components at still higher frequencies, responsible for the small high-frequency ripple on the waveform in A, lie outside the frequency range of the analysis, and are not shown.

Figure 1.4 shows some common Fourier transforms. In the most elementary case, a simple sinusoid, which lasts for an infinite time, has a Fourier
Fig. 1.3 A square wave can be approximated by adding together sinusoids of relative frequencies 1, 3, 5, 7, etc. The column in B shows the effect of successively adding the sinusoids in A. From Pickles (1987, Fig. 2.3).

Transform represented by a single line, corresponding to the frequency of the sinusoid (Fig. 1.4A). A wave such as a square wave, similarly lasting for an infinite time, has a spectrum consisting of a series of lines (Fig. 1.4B). But physical signals do not of course last for an infinite time, and the result of shortening the duration of the signal is to broaden each spectral line into a band (Fig. 1.4C). The width of each band turns out to be inversely proportional to the duration of the waveform, and the exact shape of each band is a function of the way the wave is turned on and off. If, for instance, the waveform is turned on and off abruptly, sidelobes appear around each spectral band (Fig. 1.4D).
Fig. 1.4 Some waveforms (left) and their Fourier analyses (right). (A) Sine wave. (B) Square wave (in these cases the stimuli last an infinite time, and have line spectra, the components of which are harmonically related). (C) Ramped sine wave. (D) Gated sine wave. (E) Click. (F) White noise.

In the most extreme case, the wave can be turned on for an infinitesimal time, in which case we have a click. The spread of the spectrum will be in inverse proportion to the duration, and so, in the limit, will be infinite. The spectrum of a click therefore covers all frequencies equally. In practice, a click will of course last for a finite time, and this is associated with an upper frequency limit to the spectrum (Fig. 1.4E). Another quite different signal,
namely white noise, also contains all frequencies equally (Fig. 1.4F). Although the spectrum determined over short periods shows considerable random variability, the spectrum determined over a long period is flat. It differs from a click in the relative phases of the frequency components, which for white noise are random.

E. Linearity

One concept which we shall meet many times, is that of a linear system. In such a system, if the input is changed by a certain factor $k$, the output is also changed by the same factor $k$, but is otherwise unaltered. In addition, linear systems satisfy a second criterion, which is that the output to two or more inputs applied at the same time, is the sum of the outputs that would have been obtained if the inputs had both been applied separately.

We can therefore identify a linear system as one in which the amplitude of the output varies in proportion to the amplitude of the input. A linear system also has other properties. For instance, the only Fourier frequency components in the output signal are those contained in the input signal. A linear system never generates new frequency components. Thus it is distinguished from a non-linear system. In a non-linear system, new frequency components are introduced. If a single sinusoid is presented, the new components will be harmonics of the input signal. If two sinusoids are presented, there will, in addition to the harmonics, be intermodulation products produced; that is, Fourier components whose frequency depends on both of the input frequencies. In the auditory system, we shall be concerned with whether certain of the stages act as linear or non-linear systems. The tests used will be based on the properties described above.

F. Summary

1. A sound wave produces compression and rarefaction of the air, the molecules of which vibrate around their mean positions. The extent of the pressure variation has a subjective correlate in loudness. The frequency, or number of waves passing a point in a second, has a subjective correlate in pitch. Frequency is measured in cycles per second, known as hertz (Hz).

2. The particle velocities produced by a pressure variation depend on the impedance of the medium. If the impedance is high, high pressures are needed to produce a certain velocity.
3. When a sound pressure wave meets a boundary between two media of different impedance, some of the sound energy is reflected.

4. Complex sounds can be analysed by Fourier analysis, that is, by splitting the waveforms into component sine waves of different frequencies. The cochlea seems to do this too, to a certain extent.

5. In a linear system, the output to two inputs together is the sum of the outputs that would have been obtained if the two inputs had been presented separately. Moreover, in a linear system, the only Fourier frequency components that are present in the output are those that were present in the input. Neither is true for a non-linear system.