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We calculate the optical attractive forces that occur between 30-nm
Au or Ag nanocrystals when irradiated at visible wavelengths.
These forces show resonances at dipolar plasmon wavelengths,
similar to resonances in the near-field electromagnetic intensities.
At MW/cm2 intensities, optical forces can be stronger than van der
Waals forces and could be used to organize metallic particles. We
also suggest that photonucleation of organic crystals from super-
saturated liquid solutions may be caused by optical forces.

nanoparticles � photonucleation � bispherical coordinates

This article investigates the possibility that optical forces might
be used to organize metallic nanocrystals. It also considers

whether optical forces might modify the precise geometry of
junctions between metallic nanocrystals. Optical forces derive
from the electromagnetic-field intensification that occurs near
Ag and Au particles at certain resonance wavelengths. This effect
is a local mode of the electromagnetic field: the dipolar surface
plasmon. The particle acts as a microscopic antenna, increasing
absorption and re-emission of light by nearby molecules and
causing the surface-enhanced Raman effect (SERS) (1–5). This
enhancement is especially interesting for two particles separated
by just a few nanometers. The metallic electron excited-state
polarization concentrates at the junction (6), producing a ‘‘hot
spot’’ of enormous electromagnetic enhancement (7), sufficient
to allow the observation of single-molecule Raman spectra
(8–10).

This article considers the optical forces present between two
such closely spaced r � 30-nm metallic particles. The internal
electronic polarization in the metal that creates the enhanced
local field in the junction also creates force between the particles.
This force can be simply understood. Consider two identical
particles (or molecules) separated by a distance z. In an elec-
tromagnetic field E� , each particle will develop an ac dipole p� �
��E� oscillating coherently with respect to E� . (In general, such
electronic polarization optical dipoles P are the source of
Rayleigh scattering, the optical Kerr effect, and trapping of
single glass beads in focused laser beams.) Neglecting retarda-
tion, the two dipoles are in phase with each other. If the light
polarization is along z, then the dipoles are head to tail and the
interaction is attractive. With perpendicular polarization, the
interaction is repulsive. The dipole–dipole-interaction force
scales linearly with the light intensity E2 and falls off as z�4. In
the dark, the normal van der Waals force falls off as z�7. When
the particles are far apart, only the dipole–dipole optical inter-
action need be considered. When they are separated by a
distance of the same magnitude as their size, their mutual
polarization is strong, and higher-order moments are important.
In this article we consider all separations z for two classical
spheres of wavelength-dependent, arbitrary complex dielectric
coefficient.

A single polarizable particle in a uniform plane-wave field
feels no net force. Focusing a laser beam to a diffraction-limited
spot creates a field gradient that interacts with the particle
polarizability, making a force that attracts the particle to the
position of highest intensity in the focus. This is the mechanism
of optical trapping of single transparent glass beads, typically of
micrometer size, in biophysics (11). In our situation with two r �

30-nm nearby particles, each particle interacts with the incident
plane-wave beam and the other particle. The near-field gradient
caused by one particle’s reradiation attracts the other particle
toward the electromagnetic hot spot between them.

This optical-force problem has been approached before by
other authors seeking to explain why Au colloids coagulated
when irradiated at visible wavelengths (12–14). Kimura (15)
calculated large optical forces between Au nanoparticles irradi-
ated at the plasmon resonance: a ‘‘photoenhanced van der Waals
attraction.’’ In contrast, Karpov et al. (14) calculated smaller
forces and attribute photocoagulation at visible and UV wave-
lengths to particle photoionization decreasing the repulsive
electrostatic potential. Our calculation supports the smaller-
force result. We also agree with a recent brief discussion of
optical force in the SERS junction by Xu and Kall (16).

Calculation
We begin by framing the calculation in general terms. In Fig. 1,
two metallic spheres (with a known, complex dielectric constant)
of identical radius r are spaced by a given separation 2(d � r)
along the z axis. In the absence of retardation, the electromag-
netic field is represented by an external static electric field, which
in turn produces an enhanced local field around the particles.
The variation of the field normal to the surface around one
sphere results in a net force on that sphere. In general, the net
force can be calculated by integration of the Maxwell stress
tensor over the surface (17). When the field is oriented along the
z axis, a large, attractive force is generated. This method is exact
in the limit of large and small separations. (However, note that
it does not give the scattering force that will push the center of
mass in the laser-propagation direction.)

In bispherical coordinates the variables are separable, allow-
ing us to obtain a relatively simple solution. The bispherical
coordinate system (�,�,�) is connected to the Cartesian coor-
dinate system by

x � c
sin���cos���

cosh��� � cos���
, [1]

y � c
sin���sin���

cosh��� � cos���
, [2]

and z � c
sinh���

cosh��� � cos���
, [3]

where c is a scaling factor determined by the radius of the sphere
and the distance between them.

c � �d2 � r2 [4]

Surfaces of constant � are spherical shells with radius  c�
sinh(�) displaced from the origin by c�tanh(�) so that the sign
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determines on which side of the origin they fall. The surface � �
0 is the x, y plane and � � � defines a point. � defines a type of
rotation in the x, z plane, and � defines a certain meridian plane.
One must use caution, because different authors choose differ-
ent variable names. A full description of the coordinate system
and its behavior can be found elsewhere (18). This sometimes
cumbersome system is useful because the geometry of the
problem leads to R separability of the Laplace equation in this
case.

The first step in solving this problem is to calculate the
potential between the two spheres by using the method of
Aravind et al. (19). The normal electrostatic boundary condi-
tions are

�1�����o
� �0�����o

[5]

and ����
	�1

	�
� ����o

� �o

	�0

	�
� ����o

, [6]

where �0 is the potential outside the spheres, and �1 is the
potential inside them. The sign of � specifies which sphere we are
talking about. The applied field, from the incident laser light (it
is the time-average Poynting vector), is fixed along the z axis,
which simplifies matters further. The total potential is then

�0 � � E0z 
 �cosh��� � cos���

� �
n�0

� � An
0exp� � n 


1
2	 �


� An
0exp��� n 


1
2	 �
 � Yn

0�� , �� , [7]

where E0 is the magnitude of the applied field, Yn
0(�,�) are the

spherical harmonics that can be found in ref. 20, and An
0 are

expansion coefficients. The expansion coefficients are given by
an infinite, linear set of equations set out by Aravind et al. (19)
derived from the boundary conditions. An exact solution re-
quires an infinite number of terms, so the series must be
truncated at some point. Careful testing of the results along with
other checks suggested by the authors convinced us that we were
using a sufficient number of terms (name � 40). The main factor
in determining the number of terms needed is the proximity of
the two spheres.

A key substitution is the convergent expansion for z that we
use in solving this problem for the � and � dependence of the
electric field to remain separable.

�z� � �2c�cosh��� � cos���

� �
n�0

�

�4��2n�1�

exp���n�
1
2	���
Yn

0��, �� [8]

Once we have the potential, we can find the electric field by
taking the derivative. One must remember that in this coordinate
system, scale factors are necessary. Also, the symmetry of the
problem (the applied field along the intersphere separation axis)
means that the answer is independent of �.

E� � � �cosh��� � cos���

c
	�

	�
,

cosh��� � cos���

c
	�

	�
�

[9]

The force exerted on one of the spheres is computed by
integrating the Maxwell stress tensor over the surface of the
sphere. Here we follow the approach of Cruz and Ley-Koo (21).
The Maxwell stress tensor (assuming no magnetic component) is
given by

T
7

� �o�E� iE� j �
E2

2
ij	, [10]

which we want to integrate over the surface of the sphere in the
following way:

F� � �ds�� T
7

�
�o

2 �ds��E� E� . [11]

The surface element, ds�, is explicitly defined by Moon and
Spencer (18). The force resulting from the applied field may
now be computed. We solve for the expansion coefficients, use
them to get the potential, take its derivative to get the electric
field, and then integrate around the surface of the sphere as
proscribed.

F� �
�o

2
0

�
0

2� c2sin���

�cosh��� � cos����2 E� E� *d� d� [12]

F� � �o�
0

� 1
4�cosh��� � cos����

�̂� �
n�0

n max

X� �
m�0

m max

X� *	 sin���d� , [13]

where the complex conjugate applies to the expansion coeffi-
cients, which have both real and imaginary parts.

X � �(exp� � � n 

1
2	 �
 �exp	�2n 
 1��
An

0��2n 
 1�

� �cos��� � cosh���� � sinh���� 
 2cEo�2��2n 
 1�

� ��2n 
 1��cos��� � cosh���� 
 sinh����An
0 � ��2n


 1��cos��� � cosh���� 
 sinh����Yn
0�� , �� [14]

The unit vector �̂ converts the answer back to Cartesian coor-
dinates, so we compute the force in the z direction. The full
expression can be found in ref. 21. The conditions of this problem
reduce it to

�̂ � ẑ�cosh���cos��� � 1
cosh��� � cos���

	 . [15]

Numerical Results
The force caused by 1 kW/cm2 intensity at 514-nm wavelength,
polarized between two r � 30-nm Ag nanoparticles, is shown in

Fig. 1. Outline of the problem.
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Fig. 2. The intensity and wavelength are typical of many single-
molecule and biological luminescence imaging experiments. In
SERS wide-field Raman imaging experiments, the intensity is
often 1 or 2 orders of magnitude lower (22, 23). We compare the
optical force with the van der Waals force between the same
particles calculated by using the Hammaker formulation. At
1-nm separation the van der Waals force is �100 pN, 2 orders
of magnitude stronger than the optical force at this intensity. For
comparison, Brownian motion exerts forces on particles in the
low piconewton range (see ref. 24, particularly sections II and
IV), molecular motors create forces in the 3- to 10-pN range
(25), antigen-antibody interactions are 50–300 pN (26), and
several nanonewtons will break a COC bond (27). Thus, the van
der Waals attraction (plus adhesive forces) should establish the
junction geometry for touching particles in SERS experiments,
and we would not expect geometry to vary as a function of laser
power at these intensities.

There are three separate regions in the optical force versus
distance curve, corresponding to diameter 2r being much greater
than, approximately equal to, or much less than the separation
(z). The plot has a characteristic shape with a midrange plateau.
A somewhat similar shape is also seen in Hammaker van der
Waals plots versus distance (28). At short range, both the optical
force and the electromagnetic-field enhancement factor rise very
rapidly. As the separation decreases from 10 to 1 nm, the optical
force increases by a factor of 100. Fig. 3 shows a plot of the
enhanced electromagnetic field at the surface of one particle in
the junction. This enhancement factor increases by a factor of 25
from 10- to 1-nm separation. Both effects occur as the optical

electron polarization concentrates on the metal surfaces in the
junction for short separations (6). The field-enhancement factor
at 1-nm separation is �250, corresponding to an intensity
enhancement of �5 � 105 and a theoretical Raman enhance-
ment of �2.5 � 1011.

At long distance, the Hammaker plots fall off as z�7, whereas
the optical force falls off as z�4; the optical-force curve (without
retardation) crosses the van der Waals curve near 100 nm in Fig.
2. The optical force also falls off much more slowly than does the
junction-field enhancement, which in Fig. 3 saturates at its single
sphere value at separations larger than �30 nm. The z�4

behavior is seen more clearly in Fig. 4, in which the force on r �
30-nm particles is plotted as a function of center-to-center
separation (rather than edge-to-edge separation). Figs. 2 and 4
also show that if one were simply to estimate the dipole–dipole
interaction at long distance and then extrapolate down to a
separation of a few nanometers, one would significantly under-
estimate the optical force.

Higher, MW/cm2 intensities in focused beams are used in
other experiments to generate SERS spectra (25) and to optically
trap single colloidal r � 30-nm Ag particles in water (29). Fig. 5
shows the optical force for an intensity of 5 MW/cm2 at 800 nm
on Au particles. In this situation the optical force dominates van
der Waals and is almost 1 nN at 1-nm separation. The compar-
ison between Au and Ag is instructive. Table 1 compares Au and
Ag at the two wavelengths for constant intensity (1 MW/cm2).

Fig. 2. A comparison of relevant forces. (Left) Van der Waals force and
optical force calculated as a function of separation between two r � 30-nm Ag
spheres in vacuum at an intensity of 1 kW/cm2 at 514-nm wavelength. For the
van der Waals force we used a Hammaker constant, A � 4 � 10�20 J, and
equations that can be found in ref. 28. (Right) An expanded view of the 1- to
10-nm range shows how rapidly the force increases over this interval.

Fig. 3. A comparison of the field enhancement at the surface of one sphere
in the junction to the optical force from Fig. 2.

Fig. 4. Optical force for r � 30-nm Ag particles irradiated with 1 kW/cm2

intensity at a wavelength of 514 nm plotted as a function of center-to-center
distance. These are the same data that are plotted in Fig. 2. At long range the
interaction goes as z�4, which fits a simple dipole–dipole model. At short
range the force is stronger than the dipole–dipole attraction by a factor of
nearly 150.

Fig. 5. Au particles (r � 30 nm) illuminated at 800 nm with 5 MW/cm2 of
power. (Inset) The same dynamic range as that shown in Fig. 2 Inset to show
that, for Au, the force does not increase as rapidly as it does for Ag. The
Hammaker constant for Au is 10 � 10�20 J, 2.5 times larger than that of Ag.
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The Ag force at 1 nm actually decreases by a factor of �150 when
going from 514 to 800 nm. In a plot of the distance dependence,
the fast rise below 10-nm separation seen for Ag in Fig. 2 at 514
nm is absent in the 800-nm plot (not shown). Five hundred and
fourteen nanometers is near the dimer plasmon resonance peak
for Ag; this resonance causes the large force. In comparison, the
optical force between two silica particles is �3 orders of mag-
nitude lower in Table 1.

In Au the reverse behavior is observed: the force is low at 514 and
a factor of �20 higher at 800 nm. In the range from 10- to 1-nm
separation for Au at 800 nm wavelength in Fig. 5, the force increases
by a factor of �14. Au is more resonant at 800 nm than at 514 nm.

This model is an exact solution of Maxwell’s equations at
optical frequencies in the absence of retardation. We gain some
physical insight by comparison to the electrostatic problem of the
attraction between two perfectly metallic spheres, one charged
and one grounded (21). Here force is related to the integral of
the electric field between the spheres along the line of centers.
This integral is the potential of one sphere relative to the other.
We use the equation developed by Cruz (equation 6 of ref. 21),
giving the force as a function of the potential difference. We fit
to our calculated forces with the voltage difference as an
adjustable parameter. The model fits the data for r � 30-nm Au
particles extremely well at short range (Fig. 6). The fit corre-
sponds to a voltage difference of 308 �V. The actual line integral
of the electric field between the two spheres is �500 �V.

Discussion
We find that the 1 kW/cm2 and lower intensities typically used for
wide-field Raman imaging generally should not affect junction
geometry or produce photoaggregation. In an early single-molecule
experiment, it was observed that the Raman scattering is reversibly
superlinear (30) for most, but not all, single-molecule signals. It was
suggested that this superlinearity occurs because of the molecule
itself being pulled deeper into the junction by the local field
gradient. At 10 W/cm2 incident power, the enhanced field in the
junction is �1 MW/cm2, with a large gradient perpendicular to the
line of particle centers. This gradient is sufficient to optically trap
the molecule if it itself is resonant with the laser (17, 31).

At 1 MW/cm2 and higher intensities, two particles can be
brought together; this is best done with Ag at visible wavelengths
and Au in the near IR. An important aspect is that the optical
force is longer range than the van der Waals force. At sufficient
intensity it can overcome the long-range repulsive colloidal
electrostatic Derjaguin–Landau–Verwey–Overbeek force
and/or possible friction forces for particles on surfaces, depend-
ing on numerical magnitude. Once pulled together, the particles
are bound by the 100-pN van der Waals force and adhesive
forces. In principle, the optical force can be turned off and the
particles will remain bound. At these high-incident intensities,
specific molecules in the junctions may be destroyed by the
extremely high enhanced junction intensity. In general, optical
organization would be best done in the near IR to avoid particle
heating or photoionization. The incident field intensity needs to
be below �1010 W/cm2 (instantaneous power), where heating
causes particles to melt, change shape, or even fragment (31),
which is a real concern if short pulses are used.

A group of freely diffusing particles in two dimensions on a
surface could be organized by optical forces. The laser polar-
ization is a degree of freedom that allows us to manipulate the
assembly process. With linear polarization, particles should form
lines along the polarization direction and, depending on condi-
tions, perhaps fuse as described above. In electrostatic fields,
polarizable particles are known to form lines (32, 33). With
unpolarized light incident normal to the surface, there should be
a net aggregation (in both directions), because the attraction for
laser polarization along the two-particle axis is stronger than the
repulsion for polarization perpendicular to the two-particle axis.
‘‘Linearly arrayed gold nanoparticles,’’ reported by Murakoshi
and Nakato (34), were produced by irradiation of aqueous Au
colloidal particles with IR light on a Au flat surface. These
authors suggested optical forces as the mechanism. As a point of
reference, we calculate that the optical attractive force between
two r � 3-nm Au particles separated by 2 nm and irradiated at
830 nm at an incident power of 109 W/cm2 is approximately equal
to the aqueous Brownian-motion force on one particle. As
mentioned in the introduction, there is also literature (12–14) on
the photoinduced coagulation of noble metal aqueous colloids.
There is no consensus as to the mechanism in these experiments:
both photoionization reducing the Derjaguin–Landau–Verwey–
Overbeek electrostatic stabilization and optical forces may be
involved.

In the field of molecular electronics, thin Au metallic lines are
used to make electrical contact to semiconductor nanowires and
even to single molecules (35–38). Optical creation and fusing of
a line of particles might be a way to produce a Au wire line too
small to be made by lithography. Optical processing of a litho-
graphic metallic wire might be a way to reduced internal grain
boundary junctions and improve electrical conductivity. In the
case of a single-molecule device, it might be a way to modify the
source-drain junction spacing and/or molecular contact.

Finally, another place at which optical force perhaps plays a
role is in IR laser photonucleated crystallization of optically
transparent molecules in supersaturated solutions (39, 40). It was
suggested that molecules are orientationally aligned by the
GW/cm2 Nd:YAG laser, as occurs in the Kerr effect. Different
crystal structures were obtained depending on laser polarization.
We note that in standard thermodynamic nucleation theory,
there is a critical nucleus size: smaller clusters spontaneously
dissolve because of their high surface energy, whereas larger
clusters spontaneously grow to bulk crystals (41). Optical forces
may bring together two subcritical clusters and help fuse them.
The force would depend on the index of the crystal being higher
than the index of the solvent. We predict, then, that crystalli-
zation in this way works better the lower the index of the solvent.

Table 1. Optical force between r � 30 nm particles at a
separation of 1 nm under 1 MW�cm2 illumination

514 nm 800 nm

Ag 97.4 pN 5.39 pN
Au 6.98 pN 13.8 pN
Glass 0.077 pN 0.075 pN

Fig. 6. Fit of charged sphere model to our data for r � 30-nm Au particles.
The resulting potential difference is 315 �V.
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