estimated at 3.20 Å, e is 6×10⁻¹⁰ esu, the charge on the electron, E is the electric field in statvolts per centimeter = 300 e. From this expression a value for the ionic velocity, v = 6.5×10⁻⁶ cm/sec is calculated.

It has been assumed in the above arguments that the THF positive-ion radical was formed. However, it was not detected by EPR. The absence of a THF⁺ spin signal may be explained by an argument presented by Eastman.⁶ It should be noted that there is a large excess of THF neutral molecules over THF positive-ion radicals, and that holes are free to migrate from THF⁺ to THF neutral species. A hole migration throughout the solution would be expected to lead to a broadening of the EPR signal so that it would become undetectable. Other similar cases of the observation of only a single radical have been reported.⁷ The temperature dependence of the conductivity could give corroborating evidence for a hole migration process. Were the conductivity purely ionic, its change with change in temperature should be approximately as the change of the viscosity of the medium with changing temperature. If a hole migration process with a

---

**SUMMARY**

Evidence for the reversible photoinduced transfer of an electron from a THF donor molecule to a TCNE acceptor has been obtained from photo-EPR and photoconductivity measurements. One of the radicals formed was identified from the hyperfine splitting of the EPR signal to be TCNE negative-ion radical. Calculations of the ionic velocities from EPR and conductivity data gave a reasonable agreement with values obtained from calculations based on Stokes' law. The THF positive-ion radical was not detected by EPR. A possible explanation for this is that the signal was broadened by exchange so that it became undetectable.
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The configuration integral for an electrolyte in a continuous dielectric medium is calculated using the method of collective coordinates. The pair potential energy is taken to be Coulombic (with fixed dielectric constant) for all interionic distances outside some separation a and zero inside. This form permits handling the potential energy completely within the collective-coordinate framework, but has the disadvantage of limiting the concentration to which the treatment is applicable.

For low concentrations, the configurational partition function can be approximated to yield an analytic expression for the activity coefficient. For higher concentrations a numerical integration is used to calculate the mean molal activity coefficients for univalent salts in water at 25°C. The theoretical values obtained from the numerical integrations are within experimental error of the observed values up to concentrations of 0.30 to 1.0, depending on the salt considered. As the concentration of the electrolyte goes to zero, the activity coefficient correctly tends to the Debye–Hückel limiting law.

---

**I. INTRODUCTION**

**ATTEMPTS to develop theories of the distribution of charges in fluids—electrolyte solutions or plasmas—have traditionally taken either of two points of departure. Historically, the first was a “statistical” model in which the charge distribution determines—and is determined by—the local electrostatic potential through a statistical density introduced in the equation of continuity of the electric field. In the justly venerated Debye–Hückel theory of electrolytes, the density of ions in the ionic atmosphere of a central ion was taken to be given by the Boltzmann factor, and led to the Poisson–Boltzmann equation—which, with debt intuitive insight, was immediately linearized. The replacement of the essentially classical Boltzmann density by the Fermi–Dirac quantum-statistical density, required for the treatment of electrons, led some three years**

---


later to the equally celebrated Thomas-Fermi statistical theory of the atom. The enormous first steps achieved by these two elegantly simple theories have caused many followers to despair at the unlovely complication required to effect much improvement.

Yet the Debye-Hückel theory fails magnificently at all but the lowest ionic concentrations. A few early attempts sought improvement in the retention of the full nonlinearity of the Poisson-Boltzmann equation, until it was realized that this form is actually not self-consistent. Other modifications attempted to replace the continuous, constant dielectric medium by a more sophisticated representation of the solvent, again usually with only meager success. However, an improved model having a simplicity worthy of the elegance of the original Debye-Hückel treatment was given by Stokes and Robinson. This model partitions the solvent molecules into two classes: those that constitute the strongly bound solvation sphere of the ion, and thus contribute to increasing both the effective ion size and the ionic concentration (by depleting the “free” solvent); and those outside these solvation spheres, which thus constitute the (depleted) Debye-Hückel continuous dielectric solvent. Unfortunately, the intuitive appeal and promise of this model were not entirely fulfilled: although the solvation parameters introduced could be chosen so as to fit the experimental data over a remarkably wide concentration range, their uncertain lineage—questionable in view of other unrefined delinquencies—revealed itself in terms of an unacceptable nonphysical behavior.

The second traditional point of departure, and nowaday's the approach closer to conventional statistical mechanics, is the setting up and calculation by one means or another of the configuration integral. The intrepid attacks by Kirkwood and Poirier and Mayer, evaluating this integral in configuration coordinates, have established the essential correctness of the Debye-Hückel limiting form within the assumptions of the model. However, what approximation in the configuration-integral treatment would lead to the linearized Poisson-Boltzmann differential equation remains an open question.

Still aiming at the evaluation of the configuration integral, Bohm and Pines more recently have introduced “collective coordinates” operating essentially in the momentum space conjugate to the configuration space. These have proven particularly useful in applications to plasmas, wherein one charge species (say, the electrons) can be treated as though constituting a uniform charge background, as opposed to discrete

![Diagram](image-url)\[ F_1. Assumed Coulombic interionic pair potential energy for charges of unlike sign, with cutoff at Radius \( \alpha \) (cf. Eq. (1)). For charges of like sign, the assumed potential-energy curve is the mirror image in the \( r \) axis.\] point charges. This treatment thus avoids the infinite attractive interactions between point charges of opposite signs. Unfortunately, in electrolyte solutions the charged species of both signs must be treated as discrete, and their finite sizes must be taken into account in order not to allow access to the very negative (Coulomb) energy regions inside the normal distance of closest approach. (The very positive energy regions at close distances between ions of the same sign are automatically excluded because of their low Boltzmann weighting, and no further exclusion is necessary at ordinary temperatures.)

The difficulty of handling a hard-sphere repulsive core has proved a major inhibition to the application of the Bohm-Pines treatment to electrolyte solutions. Edwards sought to cope with this problem by treating the long-range part of the Coulombic interaction by collective coordinates and the short-range part by a kind of cluster-integral expansion. Unfortunately his treatment has not yet been carried to the point of numerical comparisons with experiment.

The present work also employs the Bohm-Pines approach, but differs from that of Edwards in the choice of potential function at close distances. The interionic potential used is shown in Fig. 1. In place of the more correct but unmanageable hard-sphere repulsive core, this potential merely goes to zero inside the distance \( \alpha \) of closest approach. The superposition of the ions thus permitted causes an error (in the phase-space integral) which increases with increasing concentration, but at least avoids the negative infinity catastrophe of point ions. Moreover, this potential can be handled completely in the collective-coordinate framework.

**II. TOTAL POTENTIAL ENERGY**

Using the interionic pair potential energy of Fig. 1, the total potential energy of the electrolyte for any set \( \{ \mathbf{r} \} \equiv (r_1, r_2, \cdots, r_i, \cdots, r_N) \) of ion configuration co-
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ordinates takes the form

\[ U(\mathbf{r}) = \frac{2}{\hbar} \sum_{i,j} \frac{z_i z_j e^2}{e V} \int_a \delta(\mathbf{r}_i - \mathbf{r}_j) \lambda d^3 \lambda, \]  

(1)

where \( z_i e \) is the charge on Ion \( i \), \( e \) is the dielectric constant, \( \mathbf{r}_{ij} \) is the vector distance from Ion \( i \) to Ion \( j \), and the integral of the Dirac \( \delta \) function extends over the volume within the distance \( a \) of closest approach. For electrolyte solutions of sufficiently low concentration, clearly only a negligible error is introduced by augmenting the already-large configuration volume corresponding to zero potential by the small volume that should actually have been excluded by the finite sizes of the ions; i.e., those configurations which in this model correspond to interionic distances smaller than \( a \) constitute a negligible fraction of the whole.

The first step in expressing the configurational potential energy \( U \) terms of collective coordinates consists in the Fourier expansion of \( 1/r_{ij} \) and \( \delta(\mathbf{r}_i - \mathbf{r}_j) \). The potential energy then becomes

\[ U(\mathbf{r}) = \frac{2}{\hbar} \sum_{i,j} \frac{z_i z_j e^2}{e V} \left[ \int \frac{d^3 r_i}{\mathbf{r}_{ij}} + 4\pi \sum_k (\lambda^2)^{-1} \exp(i \mathbf{k} \mathbf{r}_i) \right] \]

\[ - \frac{1}{\hbar} \sum_{i,j} \frac{z_i z_j e^2}{e V} \left[ \int \frac{d^3 \lambda}{\lambda} + \sum_j' \exp(i \mathbf{k} \mathbf{r}_i) \int \frac{d^3 \lambda}{\lambda} \exp(-i \mathbf{k} \lambda) d^3 \lambda \right], \]

(2)

where \( V \) is the electrolyte volume and the primes on the summations indicate the exclusion of \( i = j \) and \( k = 0 \), respectively; the leading term in each bracket corresponds to the \( k = 0 \) component. Performing the second integration over \( \lambda \) and collecting terms now yields

\[ U(\mathbf{r}) = \frac{(2\pi \hbar)}{\epsilon V} \sum_{i,j} \frac{z_i z_j e^2}{\lambda} \cos(k \mathbf{r}_i) \exp(i \mathbf{k} \mathbf{r}_i) \]

\[ + \frac{1}{\hbar} \sum_{i,j} \frac{z_i z_j e^2}{e V} \left( \int \frac{d^3 \mathbf{r}_i}{\mathbf{r}_{ij}} - \int \frac{d^3 \lambda}{\lambda} \right). \]

(3)

The term containing \( \int \frac{d^3 \lambda}{\lambda} \) is independent of the ionic configuration and thus may be absorbed into the reference zero of the potential energy. The term containing \( \int \frac{d^3 \mathbf{r}_i}{\mathbf{r}_{ij}} \) is small in comparison with the remaining terms of the potential energy and is moreover insensitive to gross changes in the configuration. For these reasons the entire second term on the right-hand side of Eq. (3) is dropped hereafter.

III. TRANSFORMATION TO COLLECTIVE COORDINATES

Following Bohm and Pines, we now replace the individual-particle configurational coordinates by an equal number of collective coordinates \( \rho_k \). These collective coordinates are the Fourier amplitudes of the charge density \( \rho(\mathbf{r}) \):

\[ \rho(\mathbf{r}) = \sum_i z_i e \delta(\mathbf{r} - \mathbf{r}_i) = \sum_k \rho_k \exp(i \mathbf{k} \mathbf{r}), \]

(4)

where the (complex) Fourier amplitude \( \rho_k \) is given by the transform

\[ \rho_k = (e/V) \sum_i z_i \exp(-i \mathbf{k} \mathbf{r}_i). \]

(5)

Although the two Fourier components defined by \( \mathbf{k} \) and \( -\mathbf{k} \) are distinct, their amplitudes (i.e., the corresponding collective coordinates) are not independent since from the definition (5) evidently \( \rho_{-k} = \rho_k^* \). In any event a necessary condition to preserve the reality of the charge density. Thus in what follows, all sums and products over \( \mathbf{k} \) will be understood to extend over only half of the \( \mathbf{k} \) space in order to avoid redundant counting.

The quantity \( |\rho_k|^2 \), which we employ in the expression for the potential energy, is

\[ |\rho_k|^2 = (e/V) \sum_i z_i z_j \exp(i \mathbf{k} \mathbf{r}_i) + N(ze/V)^2, \]

(6)

where \( N \) is the total number of ions in the system and \( z^2 \) is the mean-square charge number:

\[ z^2 = (1/N) \sum_i z_i^2. \]

(7)

Thus in collective coordinates the potential energy takes the form:

\[ U(\rho_k) = (4\pi \hbar V) \sum_k (V^2 |\rho_k|^2 - N \pi z^2) (\cos k a)/k^2, \]

(8)

in which the contribution of the \( -\mathbf{k} \) components, although excluded from the summation, have been incorporated through a factor 2, since \( |\rho_{-k}|^2 = |\rho_k|^2 \).

IV. CONFIGURATIONAL PARTITION FUNCTION

In order to effect the transformation of the configurational partition function \( Q_0 \) from configuration to collective-coordinate space, we must evaluate the Jacobian \( J(\rho) \):

\[ Q_0 = \int \exp[-\beta U(\mathbf{r}_i)] \prod_i d^3 \mathbf{r}_i = \int \exp[-\beta U(\rho_k)] \prod_k d^3 \rho_k. \]

(9)

To this end we employ the relation\footnote{This method for obtaining the Jacobian through the use of the central limit theorem was suggested by R. Latter (private communication).} between the probability distributions in configuration space and collective-coordinate space for a randomly distributed system of ions. Taking the probability \( P(\mathbf{r}_i) d^3 \mathbf{r}_i \) that Ion \( i \) have position \( \mathbf{r}_i \) within \( d^3 \mathbf{r}_i \), to be independent of the distribution of the other ions, the probability of any particular configuration may be written:

\[ \prod_i P(\mathbf{r}_i) d^3 \mathbf{r}_i = \prod_k P(\rho_k) d^3 \rho_k, \]

(10)

where the differential elements correspond in the two spaces. The probability density for the distribution of
a given ion in configuration space is taken to be uniform and equal simply to the reciprocal of the system volume $V$:

$$P(r) = 1/V. \quad (11)$$

The collective coordinate $\rho_k$ is a sum of two-dimensional vectors in the complex plane with a random distribution of angles. According to the central limit theorem, the probability function $P(\rho_k)$ for the sum of $n$ independent random variables tends towards a Gaussian distribution as $n \to \infty$. We therefore obtain for the (normalized) probability distribution function in collective coordinate space

$$P(\rho_k) = (V^n/\pi N \tau^2 e^{2}) \exp(-|\rho_k|^2 V^n/\pi N \tau^2 e^{2}), \quad (12)$$

where the mean-square deviation of $\rho_k$ is evidently $N \tau^2 e^{2}/V^n$. Combining Eqs. (10)–(12) we find the Jacobian of the transformation $J[\xi] = \exp(-|\rho_k|^2 V^n/\pi N \tau^2 e^{2})$. \quad (13)

We are now in a position to complete the transformation of the configurational partition function $Q_c$ to collective coordinates. Combining Eqs. (8), (9), and (13), we obtain

$$Q_c = V^n \prod_k \exp\left(\frac{4 \pi \beta N \tau^2 e^{2} \cos(ka)}{\epsilon V^k} \right) \times \int \exp\left(-\frac{V^n}{N \tau^2 e^{2}} \rho_k^2 \left[\frac{4 \pi \beta N \tau^2 e^{2} \cos(ka)}{\epsilon V^k} + 1\right]\right) \rho_k^2 d\rho_k. \quad (14)$$

Performing the indicated integration,

$$Q_c = V^n \prod_k \left[\cos(ka)/k^2 e^{2}\right]^{1/2} \exp\left[\cos(ka)/k^2 e^{2}\right], \quad (15)$$

where, as always, the product extends over only half of the $k$ space. The quantity $l$ is the familiar Debye length,\footnote{If we express the thermal energy $1/\beta$ in terms of the characteristic interionic potential energy $\epsilon e^{2}/b$, i.e., $\beta = \epsilon e^{2}/b$, where $b$ is the radius of the (spherical) volume per ion, $4\pi b^3/3 = V/N$, the expression for the Debye length assumes the simple and perspicuous form, $$(b/l)^2 = 3\beta^2.$$.} defined by

$$P = \epsilon V/4 \pi \beta N \tau^2 e^{2}. \quad (16)$$

Taking the logarithm of Eq. (15) and converting sums to integrals yields

$$\ln\left(\frac{Q_c}{V^n}\right) = \int g(k) \left[\frac{\cos(ka)}{k^2 e^{2}} + 1\right] dk, \quad (17)$$

where $g(k)$, the degeneracy of $\rho_k$, is given by just half the full degeneracy of states in $k$ space:

$$g(k) = Vk^2/(2\pi e^{2}). \quad (18)$$

Since the number of degrees of freedom is $3Nk$, we must cut off the $k$ spectrum at some maximum value

$$3N = \int_0^k g(k) dk = \frac{VE^3}{12\pi e^2}. \quad (19)$$

Now defining the new dimensionless variable $\eta = kl$ and carrying through the integrations of Eq. (17) on the interval $0 \to \eta = kl$, we obtain finally for the configurational partition function the expression,

$$\ln\left(\frac{Q_c}{V^n}\right) = \left(-\frac{V}{4\pi^2 e^{2}}\right) \int_0^l \eta \ln\left[\frac{4\pi}{\eta^2} \cos\left(\frac{\eta a}{l}\right) + 1\right] d\eta. \quad (20)$$

V. MEAN ION ACTIVITY COEFFICIENT

Since both the ion–solvent interaction and the momentum-space integral part of the canonical partition function $Q_c$ are taken to be, respectively, identical in the real and ideal (i.e., uncharged, indicated by asterisk) solutions at equal concentration $c$, we may write for the excess Helmholtz free energy,

$$\beta(A - A^*) = -\ln(Q_c/Q^*) = \ln(Q_c/Q^*) = -\ln(Q_c/V^n), \quad (21)$$

in which the ideal configurational partition function, $Q^* = V^n$, has been substituted. Denoting the chemical potential of a “molecule” of the salt by $\mu$, the total number of salt “molecules” by $M$, and their activity by $a$, we find

$$e^\beta(\mu - \mu^*) = \left[\beta(A - A^*)\right]_v = \ln(\alpha/c) = \nu \ln\gamma_k, \quad (22)$$

where $\gamma_k$ is the mean ion activity coefficient and $\nu$ is the number of ions into which the salt “molecule” dissociates. Since the total number of ions is $N = \nu M$, we obtain from Eqs. (21) and (22),

$$\ln\gamma_k = \left[-\frac{\partial \ln(Q_c/V^n)}{\partial N}\right]_v = \left(-\frac{V}{4\pi^2 e^{2}}\right) \int_0^l \frac{\cos(\eta a/l)}{1 + \eta^2} d\eta + 3 \ln\left[\frac{4\pi}{\eta^2} \cos\left(\frac{\eta a}{l}\right) + 1\right]$$

$$-3 \left(\frac{4\pi}{\eta a}\right) \sin\left(\frac{\eta a}{l}\right) = \left(\frac{3}{\eta a}\right) \cos\left(\frac{\eta a}{l}\right). \quad (23)$$

It is easy to show that as the concentration goes to zero (i.e., $\eta \to \infty$, $\eta/l \to 0$), Eq. (23) correctly approaches the Debye–Hückel limiting law.

VI. COMPARISON WITH EXPERIMENT

Mean molal activity coefficients were calculated by a numerical integration of Eq. (23) for a number of
values of the “distance-of-closest-approach” parameter $a$ and a range of concentrations. From these calculations the value of $a$ was selected for each salt so as to reproduce the experimental activity coefficient over the widest possible concentration range. The chosen $a$ values and the resulting theoretical activity coefficients are given in Table I, along with the accepted experimental activity coefficients.$^{1,12}$

The calculated values are seen to be within the experimental errors of the measured values up to concentrations of 0.3 to 1.0M, depending on the salt considered. It is noteworthy that the activity coefficients for NaCl obtained by Poirier$^{14}$ using Mayer’s theory are in excellent agreement with those from the present calculations. The agreement of both with experiment for NaCl is found to be very good up to 0.4M. In addition, the distance of closest approach which gives the best experimental fit for NaCl is in both cases equal to 3.9 Å. The fact that this value exceeds the sum of the crystal ionic radii is generally attributed to hydration. However, it would be dangerous to place great credence in the physical interpretation of the $a$ parameter: although for the alkali nitrates the agreement with experiment extends into a higher concentration range than for NaCl, the value of $a$ is for these salts less than the sum of the crystal ionic radii. Clearly, as in previous treatments, the parameter $a$ does not represent simply the distance of closest approach. In

<table>
<thead>
<tr>
<th></th>
<th>NaCl</th>
<th>KCl</th>
<th>RbCl</th>
<th>CsCl</th>
<th>NaBr</th>
<th>KBr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td>0.002</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
</tr>
<tr>
<td>0.005</td>
<td>0.930</td>
<td>0.929</td>
<td>0.930</td>
<td>0.929</td>
<td>0.930</td>
<td>0.929</td>
</tr>
<tr>
<td>0.01</td>
<td>0.904</td>
<td>0.904</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
</tr>
<tr>
<td>0.02</td>
<td>0.873</td>
<td>0.873</td>
<td>0.872</td>
<td>0.872</td>
<td>0.872</td>
<td>0.872</td>
</tr>
<tr>
<td>0.05</td>
<td>0.823</td>
<td>0.823</td>
<td>0.816</td>
<td>0.816</td>
<td>0.816</td>
<td>0.816</td>
</tr>
<tr>
<td>0.1</td>
<td>0.779</td>
<td>0.779</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
</tr>
<tr>
<td>0.2</td>
<td>0.734</td>
<td>0.734</td>
<td>0.716</td>
<td>0.716</td>
<td>0.716</td>
<td>0.716</td>
</tr>
<tr>
<td>0.3</td>
<td>0.704</td>
<td>0.704</td>
<td>0.685</td>
<td>0.685</td>
<td>0.685</td>
<td>0.685</td>
</tr>
<tr>
<td>0.5</td>
<td>0.654</td>
<td>0.654</td>
<td>0.624</td>
<td>0.624</td>
<td>0.624</td>
<td>0.624</td>
</tr>
<tr>
<td>0.7</td>
<td>0.607</td>
<td>0.607</td>
<td>0.576</td>
<td>0.576</td>
<td>0.576</td>
<td>0.576</td>
</tr>
<tr>
<td>1.0</td>
<td>0.538</td>
<td>0.538</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
</tr>
<tr>
<td>1.5</td>
<td>0.437</td>
<td>0.437</td>
<td>0.407</td>
<td>0.407</td>
<td>0.407</td>
<td>0.407</td>
</tr>
<tr>
<td>2.0</td>
<td>0.366</td>
<td>0.366</td>
<td>0.295</td>
<td>0.295</td>
<td>0.295</td>
<td>0.295</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>RbBr</th>
<th>CsBr</th>
<th>NaNO$_3$</th>
<th>KNO$_3$</th>
<th>RbNO$_3$</th>
<th>CsNO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td>0.002</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
</tr>
<tr>
<td>0.005</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
</tr>
<tr>
<td>0.01</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
<td>0.903</td>
</tr>
<tr>
<td>0.02</td>
<td>0.869</td>
<td>0.869</td>
<td>0.869</td>
<td>0.869</td>
<td>0.869</td>
<td>0.869</td>
</tr>
<tr>
<td>0.05</td>
<td>0.813</td>
<td>0.813</td>
<td>0.813</td>
<td>0.813</td>
<td>0.813</td>
<td>0.813</td>
</tr>
<tr>
<td>0.1</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
</tr>
<tr>
<td>0.2</td>
<td>0.707</td>
<td>0.707</td>
<td>0.707</td>
<td>0.707</td>
<td>0.707</td>
<td>0.707</td>
</tr>
<tr>
<td>0.3</td>
<td>0.674</td>
<td>0.674</td>
<td>0.674</td>
<td>0.674</td>
<td>0.674</td>
<td>0.674</td>
</tr>
<tr>
<td>0.5</td>
<td>0.631</td>
<td>0.631</td>
<td>0.631</td>
<td>0.631</td>
<td>0.631</td>
<td>0.631</td>
</tr>
<tr>
<td>0.7</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
</tr>
<tr>
<td>1.0</td>
<td>0.554</td>
<td>0.554</td>
<td>0.554</td>
<td>0.554</td>
<td>0.554</td>
<td>0.554</td>
</tr>
<tr>
<td>1.5</td>
<td>0.484</td>
<td>0.484</td>
<td>0.484</td>
<td>0.484</td>
<td>0.484</td>
<td>0.484</td>
</tr>
<tr>
<td>2.0</td>
<td>0.442</td>
<td>0.442</td>
<td>0.442</td>
<td>0.442</td>
<td>0.442</td>
<td>0.442</td>
</tr>
<tr>
<td>2.5</td>
<td>0.403</td>
<td>0.403</td>
<td>0.403</td>
<td>0.403</td>
<td>0.403</td>
<td>0.403</td>
</tr>
<tr>
<td>3.0</td>
<td>0.357</td>
<td>0.357</td>
<td>0.357</td>
<td>0.357</td>
<td>0.357</td>
<td>0.357</td>
</tr>
</tbody>
</table>

* Reference 11.  
*b Reference 12.
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Ionization of atoms by collisional transfer of electronic excitation energy, \( A^* + B \rightarrow A + B^* + e \), is considered theoretically. A formula for the cross section is derived for the case where the transition \( A \rightarrow A^* \) is optically allowed and the excitation energy of \( A^* \) is larger than the ionization potential of \( B \), and is applied to several examples where \( A^* \) is He (2P).

1. INTRODUCTION

Many theoretical studies have been carried out on electronic excitation energy transfer between gaseous atoms. Most of them deal with excitation transfer between discrete levels of two atoms, i.e., \( A^* + B \rightarrow A + B^* \), where \( A \) and \( B \) represent atoms in the ground state and excited state, respectively. Only a few studies have been done for the case where \( B \) is excited to a continuum state, namely, where \( B \) is ionized. It is the latter process that we discuss in the present paper.

The process \( A^* + B \rightarrow A + B^* \) at thermal velocity has a cross section extremely large compared with the gas-kinetic cross section, if the excitation energies of \( A^* \) and \( B^* \) are close enough (the resonance condition), and if transitions \( A \rightarrow A^* \) and \( B \rightarrow B^* \) are optically allowed. This result leads us to expect a large cross section for the ionization of an atom by collisional excitation transfer, \( A^* + B \rightarrow A + B^* + e \), when the transition \( A \rightarrow A^* \) is optically allowed and when the excitation energy of \( A^* \) is larger than the ionization potential of \( B \), so that final states satisfying the resonance condition are available. In Sec. 2, a general formulation of the theory for this type of excitation transfer in a slow collision is given. Numerical values of the cross sections for thermal collisions of He (2P) with several kinds of atoms and molecules are calculated in Sec. 3.

2. FORMULATION OF THE THEORY

Neglecting the effect of the interatomic force on the relative motion, let Atom B in the ground state be located at the origin of a fixed coordinate system and let Atom A in an excited state travel with constant speed \( v \) parallel to and at a distance \( R_0 \) (impact parameter) from the \( x \) axis. The initial electronic state of the entire system is designated by the product of the eigenfunctions of the two atoms, \( \phi_A(r_x)\phi_B(r_\perp) \). The electronic wavefunction of the final state, in which Atom A is found in the ground state and Atom B is excited to a continuum state, is given by \( \phi_A(r_x)\phi_{B^*+e}(r_\perp) \). In general these initial and final states are degenerate. We specify a set of quantum numbers \( m \) and designate the wavefunctions of the initial and final states as \( \phi_m \) and \( \psi_{B,m} \). In the present case, where the ground states of Atoms A and B are assumed to have zero angular
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