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We have performed molecular dynamics simulations for a
total duration of more than 10 ls (with most molecular
trajectories being 1 ls in duration) to study the effect of a single
mutation on hen lysozyme protein stability and denaturing, using
an IBM Blue Gene/Le supercomputer. One goal of this study was
to assess the use of certain force fields to reproduce experimental
results of protein unfolding using thermal denaturing techniques. A
second and more important goal was to gain microscopic insights
into the mechanism of protein misfolding using both thermal and
chemical denaturing techniques. We found that the thermal
denaturing results were robust and reproducible with various force
fields. The chemical denaturing results explained why the single
amino-acid mutation on residue Trp62 causes the disruption of
long-range interactions in the tertiary structure. Simulation results
revealed that the Trp62 residue was the key to a cooperative long-
range interaction within the wild-type protein. Specifically, Trp62
acts as a bridge between two neighboring basic residues through a
p-type H-bond or p–cation interaction to form an Arg-Trp-Arg
‘‘sandwich-like’’ structure. Our findings support the general
conclusions of the experiment and provide an interesting molecular
depiction of the disruption of the long-range interactions.

Introduction

Many fatal diseases, such as Alzheimer’s disease, are

associated with the formation of amyloid fibers, caused

by protein misfolding. Understanding the biochemical

mechanism behind protein misfolding is, therefore, one of

the most urgent and challenging problems remaining in

molecular biology, partly because the percentage of aging

people in the world is increasing at an unprecedented pace

[1–6]. Acquiring insights into the misfolding of proteins

requires a detailed understanding of their three-

dimensional (3D) structure and dynamics at the atomic

level. This understanding can be significantly improved

by combining sophisticated experiments with large-scale

computer modeling.

Earlier experimental studies pioneered by Dobson and

coworkers have shown that amyloids and fibrils can be

formed not only from the traditional beta-amyloid

peptides but also from almost any proteins, such as

lysozyme, given the appropriate conditions [1–4]. This

finding has opened a new and exciting window of research

into the mechanism behind Alzheimer’s disease and

other amyloidoses [1] related to protein misfolding.

Remarkably, recent evidence suggests that the misfolding

and subsequent aggregation and amyloid formation can

be induced by only a single amino-acid mutation.

Obviously, when a single mutation triggers a protein to

misfold or lose key contacts in the tertiary (i.e., 3D)

structure, the mutated amino-acid residue must be

located at a critical position in the sequence and structure.

This is the case for the hen egg white lysozyme, as recently

investigated by experiments [2, 5] that showed that a

single mutation can cause the protein to misfold and lose

essential long-range interactions that are present in the

wild-type protein. This mutation is designated ‘‘W62G,’’

which refers to a mutation of a Trp amino acid to a Gly

amino acid at the location of residue 62. (In the field of

biochemistry, the term residue commonly refers to an

amino acid.) The most striking finding is that the

mutation site designated ‘‘Trp62’’ is on the surface of the

native protein, but not in the hydrophobic core. This

raises an interesting question about the role of this

surface hydrophobic residue. This W62G mutation is
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believed to induce unfolding of the protein because of the

loss of key long-range hydrophobic interactions otherwise

present in the wild-type protein during the folding

nucleation process [2, 5]. We wanted to better understand

how this Trp62 amino-acid residue plays a key role in

such long-range interactions during the early stage of the

folding process and then shifts to the surface for

functional reasons [2]. Given the importance of this

phenomenon, it is of great interest for us to further

investigate this, with the goal of arriving at a clear

molecular picture of the mechanism.

Biomolecular computer simulations, enabled by

massively parallel supercomputers such as the

IBM Blue Gene/L* (BG/L) platform [7], promise to

bridge the gap between the currently available simulation

timescale and the experimental timescale for many

important protein folding processes. We believe that the

combination of sophisticated experiments and large-scale

molecular simulations with massively parallel

supercomputers, such as the BG/L platform [7], will help

us better understand protein folding and misfolding

mechanisms [8–15]. Computer simulations can be

performed at various levels of complexity, ranging from

simple lattice models [16] (i.e., simplified representations

of the protein conformation space in which each amino

acid is represented by a single point) to coarse-grained

models [17] to all-atom models with explicit solvent

representations. Such simulations can be used to

supplement experiments and provide missing information

with respect to protein folding pathways and

intermediates, which are often inaccessible even with the

current most sophisticated experimental approaches

[7–10]. However, the realistic all-atom molecular

modeling of systems of biological interest typically

requires a significant amount of computing power and

efficient software, because protein folding events usually

occur on the order of microseconds to milliseconds. On

the other hand, molecular dynamics simulations are

limited (by the vibrational frequencies of the atoms) to a

typical timestep size on the order of femtoseconds. Thus,

it is extremely challenging to simulate the entire kinetic

process of a protein folding and misfolding utilizing

conventional applications on conventional computers

such as a personal computer.

In our current work, we have performed molecular

dynamics simulations on a previously unprecedented

scale to elucidate the mechanism by which the W62G

mutation induces misfolding in the lysozyme, and to

provide a molecular explanation as to why this mutation

has such a surprising destabilizing effect on the tertiary

structure of the protein. Our basic approach is to use the

BG/L to simulate both the thermal denaturing and the

chemical denaturing (in 8M urea solution) for the wild-

type and mutant lysozyme. The lysozyme system studied

here proves to be a good example of how large-scale

simulations can elucidate how a single mutation can cause

protein misfolding.

Results and discussions

In our simulations, the starting structure of the wild-type

version of hen lysozyme comes from the crystal structure

deposited in the Protein Data Bank (PDB) (file

193L.pdb), as shown in Figure 1. This version of lysozyme

protein contains two structural domains, the alpha-

domain, including residues 1 through 35 and 85 through

129, and the beta-domain, comprising residues 36

through 84. The protein has four alpha-helices [Helix A

(5–14), Helix B (25–36), Helix C (90–100), and Helix D

(110–115)], two beta-strands [Strand 1 (43–46) and Strand

2 (51–54)], a loop (60–78) region, and a 310-helix (81–85).

The mutation site Trp62 is in the loop region. The

starting structure for the mutant is generated by a single

residue replacement, W62G, from the wild-type structure

(with re-equilibration as described in the Appendix). The

resulting protein configurations are then solvated in water

and in an 8M urea solution for thermal denaturing and

chemical denaturing simulations, respectively (see the

Appendix).

Figure 1

A ribbon view of the native (i.e., wild-type) lysozyme protein 

structure, with residue Trp62 represented in van der Waals balls. 

The alpha-helices are colored in red and beta-sheets in light blue.
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Thermal denaturing

We have performed thermal denaturing molecular

dynamics simulations using both OPLSAA (Optimized

Potential for Liquid Simulations, All Atoms) [18] and

CHARMM (Chemistry at Harvard Macromolecular

Mechanics) [19] force fields to investigate whether the

results are sensitive to the force field used. Our

simulations indicate that both force fields give fairly

consistent results, with OPLSAA showing more stable

protein structures overall and, thus, a slightly higher

temperature is needed to unfold the protein within the

same amount of simulation time. In the following

discussion, we focus on the CHARMM results. The

OPLSAA results have been reported previously [20]. Both

the wild-type and the W62G mutant lysozyme are

simulated first at 300 K in order to observe whether the

protein structure stays folded during our simulation

length. Indeed, at 300 K, we observe that the backbone

root-mean-square deviation (RMSD) stays below about

3 Å from the native crystal structure during the 15-ns

simulation [Figure 2(a)], indicating that the force field is

reasonable in terms of the protein stability. The OPLSAA

force field shows similar results, and the lysozyme protein

is fairly stable at 300 K [20]. This stability is consistent

with the previous simulations on human lysozyme at

300 K by Moraitakis and Goodfellow [21].

Figure 2(a) also shows a comparison of a representative

backbone RMSD trajectory for both the wild-type and

the mutant lysozyme at 400 K. (Three trajectories are run

for each case.) Overall, these trajectories show a steady

increase in RMSD during the 15-ns simulation. Even

though this representative trajectory does show the

mutant having a slightly higher RMSD than the wild

type, the differences in other trajectories are not as

dramatic. As pointed out in previous work [22], the

RMSD may not be a useful measure of the local

structures when the RMSD values exceed a certain value,

for example, 8 Å. In fact, comparable RMSD values may

show very different local contacts. Nevertheless, the

high RMSD values (.10 Å) indicate that the protein

structures are significantly denatured after 15 ns at these

high temperatures. It is interesting to note that our results

are consistent with those of Moraitakis and Goodfellow

[21]. These authors also found comparable RMSDs in

their 5-ns thermal denaturing simulations at 500 K with

a GROMOS96** force field for the wild type and mutant

of human lysozyme [21]. [GROMOS96 (GROningen

MOlecular Simulation) is a force field that describes

parameter sets of potential energy functions.]

Because of the above caveats associated with RMSD

calculations, we computed the root-mean-square

fluctuations (RMSFs) of each residue (represented by its

alpha-carbon atom, often denoted Ca in this paper),

based on all three trajectories for both the wild-type and

the mutant lysozyme, to characterize the local

fluctuations. Figure 2(b) shows a comparison of the

RMSF for the wild-type and the mutant lysozyme.

Although the RMSDs do not show a significant

difference, the RMSFs do exhibit noticeable differences.

During unfolding, we observe that the mutant tends to

have higher fluctuations in some of the regions. The

difference is most prominent in the beta-domain and

specifically in the loop region where the mutation site,

Figure 2

(a) Comparison of the backbone RMSD for the wild-type and 

mutant lysozyme from one representative molecular dynamics 

trajectory. (b) Comparison of the RMS fluctuation for the 

wild-type and mutant lysozyme. The results are obtained from the 

400 K NVT (constant volume and temperature) simulations with 

the CHARMM force field. In this case, both the backbone RMSD 

and the RMS fluctuation results show that the mutant lysozyme 

has much larger deviations from the initial crystal structure.
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Trp62, resides. This behavior should be expected since the

hydrogen bonding network connecting this loop region

with the two beta-strands, Strand 1 (residues 43–46) and

Strand 2 (residues 51–54), in the wild type is disrupted by

the mutation, thus leading to a more unrestrained motion

of the loop.

Figure 3 shows the time-evolution of the protein

secondary structure, following an approach similar to

that of de Bakker et al. [23], for one representative

trajectory of the wild-type and mutant lysozymes at

400 K. The secondary structures are obtained from the

program STRIDE (STRuctural IDEntification) [24]. It

should be noted that at 300 K, a fairly stable trajectory is

found for all secondary structural components in both the

wild type and the mutant, with the mutant showing slight

disruptions in the beta-strands. However, at 400 K, the

mutant shows a large disruption in the secondary

structures after about 3 ns. Note that the wild-type

protein also shows larger disruptions at 400 K compared

to 300 K. Overall, most of the disruptions in the mutant

are in the beta-domain region of the protein as well as the

Helix C (residues 90–100) in the alpha-domain region.

Even though each trajectory shows slightly different

behavior, overall, they display a reasonably good

consensus in terms of secondary structure deformation.

These disruptions of secondary structures, as well as the

higher residue fluctuations, decrease stability in the

mutant and seem to generally agree with the experiment

in which researchers [2] found that the single mutation

W62G causes the tertiary contacts (some of which are

long range) in the wild type to disappear in a highly

denaturing 8M urea solution. However, the researchers

did not identify the origin or the order of the disruptions

for the misfolding of hen lysozyme, probably because of

the limited experimental resolution.

A detailed analysis of the lysozyme tertiary structures

reveals how the mutant loses its native-like contacts

during the thermal denaturing process. The first major

unfolding event happens in about 3 ns, when two beta-

strands Strand 1 (residues 43–46) and Strand 2 (residues

Figure 3
Time-evolution of the secondary structure at 400 K with the CHARMM force field. (a) Wild-type protein. (b) W62G mutant protein. The 

secondary structure is assigned by the program STRIDE, with alpha-helices colored green, 310-helices light blue, beta-strands red, and coils 

and turns black. The secondary structure of the starting crystal structure is displayed at t � 0 ns, corresponding to Helix A (5–14), Helix B 

(25–36), Helix C (90–100), Helix D (110–115), Strand 1 (43–46), Strand 2 (51–54), and a 310-helix (81–85).
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51–54) start to disappear (i.e., they start to lose their

secondary structure) in the mutant. (It should be noted

that this 3 ns is molecular dynamics simulation time at the

high temperature 400 K, which is not the actual unfolding

time at biological temperatures.) Interestingly, Helix C

(residues 90–100) is also partially destroyed during this

time period. As the time progresses, the native-like local

contacts and secondary structures (mentioned above) in

the beta-domain of the protein are largely destroyed.

Meanwhile, Helix A (residues 5–14) and Helix B (residues

25–36) in the alpha-domain remain intact, and Helix D

(residues 110–115), on the other hand, shows large

structural disruptions and its helical form and reform.

Near the end of the 15-ns simulation, the alpha-domain

tertiary structures start to be largely destroyed as well,

even though some of the alpha-helical secondary

structures still remain. The protein is essentially in a

molten-globule structure with a significantly larger radius

of gyration than at the start of the simulation.

Specifically, the radius of gyration increased from 14.3 Å

at 0 ns to greater than 16.8 Å at 15 ns. These results

indicate that the unfolding process starts at the beta-

domain region, with the two beta-strands being destroyed

first, and then continues with adjacent Helix C and Helix

D, and then the alpha-domain as a whole. Other

trajectories show similar results even though the exact

time for each unfolding event is slightly different.

Moreover, the CHARMM [19] force field overall

corresponds to less-stable structures at higher

temperatures than the OPLSSA [18] force field. This

relative high stability of the OPLSAA force field

compared with the CHARMM force field had also been

previously reported on the peptide conformational

distributions [25] and a beta-hairpin folding melting

temperature [26, 27].

Chemical denaturing

The chemical denaturing simulations are performed as if

the protein were in an 8M urea solution at a pH of 2 and

a pH of 7 (see the Appendix for details). The following

results and descriptions are based on a pH of 2 unless

otherwise explicitly stated. The time dependence of both

backbone RMSD and the radius of gyration from the

native crystal structure provides measures of unfolding

dynamics. We find that both quantities steadily increase

up to 1,000 ns, with the mutant displaying higher values

in the early stage (in the first ;100 ns), but once unfolded

after 200 to 300 ns, these two quantities become

insufficient to demonstrate differences between the wild

type and mutant [28]. More informative measures of

unfolding are, thus, needed. Figure 4(a) shows the

fraction of native contacts for both the wild-type and the

mutant protein, which is found to be a more informative

measure for distinguishing the two protein types. Here,

two residues i and i þ n are said to be in contact if the

distance between their Ca carbons is closer than 6.5 Å

(for n . 2, the non-nearest and non-second-nearest

residues are examined). As shown in Figure 4(a), the wild

type maintains significantly more native contacts than the

mutant as time evolves. The average fraction of native

contacts from the final 100-ns data for the five

independent trajectories is found to be 33 6 4% for the

wild type and 21 6 3% for the mutant. We also compare

the RMSF of each residue (represented by Ca) for the
wild-type and the mutant lysozyme. The RMSF results

Figure 4

Comparison of the fraction of native contacts (a) and number of 

local contacts (b) for the wild type and mutant. It is clear that the 

wild type has a higher fraction of native contacts and a larger local 

contact number than the mutant. Trp62 plays a key role in bridging 

the neighboring positively charged basic residues, which in turn 

help form a nucleation core through long-range electrostatic 

interactions. (MD: molecular dynamics.)
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show that the mutant lysozyme undergoes much larger

fluctuations than the wild type, notably in the beta-

domain region and in the loop region where the mutation

site Trp62 resides, consistent with the above thermal

denaturing results [20]. Since the local contact network

connecting this loop region with Strand 1 (residues 43–46)

and Strand 2 (residues 51–54) in the wild type is disrupted

in the mutant, we expect that motions of the loop

should be more labile. Site 62, the mutation site, is found

to be significantly more flexible in the mutant than in the

wild type during the chemical denaturing simulations,

which is consistent with experimental findings [2].

Next, we calculated the time-evolution of the secondary

structure for both the wild-type and the mutant lysozyme

in 8M urea solution at 310 K, a study that was similar

to the above study on thermal denaturing trajectories.

Surprisingly, the secondary structural components,

particularly the alpha-helices, for the wild type are fairly

stable up to 100 ns, despite that the RMSD of the protein

grows to 10–12 Å and its fraction of native contacts

decreases to less than 40%. On the other hand, the

secondary structure of the mutant is more drastically

disrupted. The disruption again starts from the beta-

domain region, with the two beta-strands disappearing

after 20–30 ns, and then spreads into the Helix C (residues

90–100) and Helix D (residues 110–115) regions of the

alpha-domain. By 100 ns, part of Helix A (residues 5–14)

is also destroyed. It should be noted that some of the

helical contents are preserved for a very long time, even at

the end of the 1,000-ns simulation, in both the wild type

and the mutant. This persistence of alpha-helical

secondary structure may indicate that the 1-ls simulation

in 8M urea solution is still not sufficiently long for full

denaturization. Although each trajectory displays slightly

different behavior, the collection of trajectories displays

a reasonably good consensus on the evolution of

secondary structures. The higher radius of gyration, larger

RMSD (particularly in the early stage of simulation),

fewer native-like contacts, higher flexibility, and more

disruptive secondary structures in the mutant imply that it

is much less stable than the wild type. As mentioned

above, Klein-Seetharaman et al. [2] found that the single

mutation W62G caused the native-like contacts, some

of them long range, in the wild type to disappear but

did not identify the origin or the order of the disruptions,

probably because of limitations on experimental

resolution. Our chemical denaturing simulations show

that the disruptions start from the beta-domain and then

spread into the helices near the interface of the two

domains (Helix C and Helix D), consistent with the above

thermal denaturing simulation results.

Careful examination of the unfolding trajectories

shows how the mutant loses tertiary structure and native-

like contacts during the chemical denaturing process.

Figure 5 shows snapshots of the mutant during one of the

1-ls trajectories at 310 K. The first major unfolding event

occurs at about 20–30 ns, when the beta-strands 1 and 2

start to disappear in the mutant. At this point, most of the

native-like local contacts (and secondary structures) in

the beta-domain are destroyed. This is consistent with the

analysis of the evolution of the secondary structure. As

time progresses, the tertiary contacts between Helix D

and Helix C and their contacts with the rest of the protein

are disrupted. After about 100 ns, many of the tertiary

structures involving Helix A and Helix B also start to

disappear, even though some of the helical secondary

structure contents still remain. The protein is somehow

‘‘stretched’’ (i.e., better solvated) by the urea molecules

with a much larger radius of gyration. By approximately

300–500 ns, the alpha-domain tertiary structures are

mostly destroyed, with fewer native contacts left. Other

trajectories show similar behavior, although the exact

time for each event can be slightly different.

We now attempt to answer the central question as to

why the single mutation W62G causes the above

disruption in the tertiary structure. To address this

question, we study the local contacts of Trp62 (or Gly62)

residue in detail. Here, a local contact, native or not, is

defined the same way as a native contact, except that

the distance between alpha-carbons is chosen to be less

than 10 Å, rather than 6.5 Å for a native contact. This

larger distance of 10 Å allows us to have a broader

view of residues proximate to the mutation site. As shown

in Figure 4(b), many more local contacts of Trp62 exist

in the wild type than Gly62 in the mutant, with the

average number of local contacts being 5.6 for the wild

type and 1.9 for the mutant. This higher number of local

contacts (and association with Arg112, as discussed

below) is expected because of the hydrophobic clusters

found in the wild type near residues 62 and 112 in the

nuclear magnetic resonance (NMR) experiments [2]. A

quick examination of the snapshots from both the wild-

type and the mutant trajectories indicates that Trp62

in the wild type has many more basic residues, such as

Arg and Lys, nearby than the Gly62 in the mutant. Thus,

we did a thorough comparison for the average Ca pair

distances from a basic residue to Trp62 versus distances

to Gly62. These pair distances, as shown in Figure 6,

reveal that the basic residues in the mutant are on average

more distant from the mutation site than in the wild type,

with significantly higher standard deviations as well.

This result indicates that in the mutant, the basic residues

are more distant from the possible nucleation site Trp62

(if such a site exists) than they are in the wild type, where

these basic residues, particularly Arg73, Lys97, and

Arg112, can form some kind of local cluster (or a

nucleation site) along with the Trp62 amino-acid residue.

Analysis of local structures also reveals that the Trp62
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Figure 5
Snapshots of the mutant lysozyme during one representative 1-   s simulation of the chemical denaturing trajectories. These snapshots clearly 

indicate the gradual loss of the native contacts, with most of the loss in the beta-domain occurring first. Interestingly, even at the end of the 

1-   s simulation, some helical content persists.

0 ns 30 ns 75 ns

105 ns 200 ns 400 ns

600 ns 800 ns 1,000 ns

�

�

IBM J. RES. & DEV. VOL. 52 NO. 1/2 JANUARY/MARCH 2008 R. ZHOU ET AL.

25



amino-acid residue acts as a bridge between two

neighboring basic residues, such as Arg73 and Arg112—

the p-electrons on its aromatic indole ring can attract the

two positively charged residues to form a kind of

sandwich structure, Arg-Trp-Arg, through the p–cation
interactions and p-type hydrogen bonds. The

energetically favorable p–cation interactions have

been previously observed between tryptophan and

arginine in protein crystal structures [29]. Interestingly,

we also found that arginines are more likely than lysines

to be involved in these types of interactions with

tryptophan, consistent with previous findings [29]. It

should be noted that modern force fields, such as in

CHARMM (parameter 22) [19], do not have built-in

polarizability, so the p–cation interactions and p-type
H-bonds might be underestimated. Nevertheless, with this

bridge effect, the two positively charged residues are held

more closely together. These basic residues can then

attract other local residues through long-range

electrostatic interactions, as indicated by the much higher

number of local contacts seen in the wild type. Therefore,

a native-like cluster or nucleation site can be formed near

these residues in the wild type, and Trp62 plays a key

role in a cooperative long-range interaction. On the other

hand, the Gly62 residue in the mutant does not have

p-electron-equipped aromatic rings and thus does not

have the capability to be such a nucleation site. This

resolves the mystery of why Trp62 located on the surface

can give rise to the long-range interactions and can have

such a profound effect on the stability of the protein.

Interestingly, this Arg-Trp-Arg bridge structure is not

seen in the wild-type x-ray crystal structure. In fact, the

Arg112 residue is more than 10 Å away from Trp62,

which makes this bridging effect during the early stage of

folding even more intriguing. (Specifically, the Ca–Ca
distance is 19.1 Å, and the Cf–indole ring closest distance

is 12.5 Å.) Finally, we note that Magalhaes et al. [30] have

previously also found a similar effect, in which two

positively charged arginines are brought together on the

surface of a protein by polarizing the intervening water

molecules. In this case, it is the bridging water (instead of

the negatively charged indole ring) that contributes to the

stability of these unusual arginine–arginine short-range

pairs.

Conclusion
In this paper, we performed thermal and chemical

denaturing molecular dynamics simulations to study how

a single point mutation (W62G) affects the stability and

misfolding of the protein hen egg white lysozyme. Both

the wild-type and the mutant lysozyme dynamics were

simulated using the BG/L supercomputer.

Our results from the thermal denaturing simulations at

400 to 500 K show that the two widely used force fields,

CHARMM and OPLSAA, display qualitatively similar

results in terms of the misfolding process for the W62G

mutant. The single mutation effect is reproducible and

robust with the two force fields. The thermal and

chemical denaturing simulations show that the mutant

structure is indeed much less stable than the wild type.

This is consistent with a recent urea denaturing

Figure 6

Unfolding mechanism of lysozyme (figure reproduced from 

reference [28], with permission). (a) Comparison of the average 

C�–C� distance and standard deviation of basic residues from 

Trp62 for the wild type (black line) and mutant (red line) in the 

first 100-ns simulation. (b) Representative structures of the wild 

type and mutant during the 100–1,000 ns molecular dynamics 

(MD) simulations, with the Arg-Trp-Arg “sandwich structure” 

seen in the middle snapshot of the wild type. The Trp62 is 

represented as red van der Waals (vdW) space-filling spheres, and 

three nearby basic residues (Arg73, Lys97, Arg112) as vdW 

space-filling spheres. The green balls represent the residues 

making local contacts with Trp62.
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experiment [2]. The time-evolution of the secondary

structure and RMSF analyses reveal that the single

mutation, W62G, induces the loss of native contacts in

the beta-domain region first, then the unfolding spreads

into the alpha-domain region. The local contact analysis

shows that the Trp62 amino-acid residue is the key to a

cooperative long-range interaction within the wild type; it

plays a role as a bridge or attractant between several

neighboring basic residues, such as Arg73 and Arg112, to

form Arg-Trp-Arg sandwich structures. Therefore, a

native-like cluster or nucleation site can be formed near

these residues in the wild type, while the mutant does not

have this p-electron-equipped indole ring and thus does

not have this nucleation mechanism. The results from our

large-scale simulations not only complement recent

experimental results but also offer useful insights into the

mechanism behind the lysozyme protein misfolding and

subsequent aggregation.

Appendix: System and methodology details

Thermal denaturing

As mentioned in the main text, the starting protein

structure is from the x-ray crystal structure deposited in

the PDB (193L.pdb). Both wild-type and mutant protein

configurations are solvated in a water box of size 60 Å 3

60 Å 3 60 Å. Eight Cl� counter ions are added to

neutralize the solvated systems. The solvated protein

systems have about 21,000 atoms. Both the OPLSAA

force field [18] with an SPC (simple point charge) water

model [31] and the CHARMM (parameter 22) force field

[19] with a modified TIP3P water model [32, 33] are used

for the simulation for force-field validation. (TIP3P

stands for transferable intermolecular potential, three-

position model.] For the long-range electrostatic

interactions, we make use of the particle–particle

particle–mesh Ewald (P3ME) method [34]. For the van

der Waals interactions, a typical 10-Å cutoff is used.

A standard equilibration procedure is adopted for both

the wild-type and the mutant protein systems. The

procedure starts with a conjugate gradient minimization

for each solvated system. Next, a two-stage equilibration

is performed, each consisting of 100-ps molecular

dynamics simulation. In the first stage, the protein is

frozen in space, and only the solvent molecules are

equilibrated. In the second stage, all atoms are

equilibrated. The configurations from the above two-

stage equilibration are then used as the starting points for

another 1,000-ps NPT (i.e., isothermal and isobaric)

simulation at 300 K and 1 atm. Three configurations are

selected from the last 300-ps trajectory (each 100 ps apart)

to be the final starting configurations. Thus, for both the

wild-type and the mutant lysozyme, three trajectories

starting from different initial configurations are

performed at 300 K, 350 K, 400 K, 450 K, and 500 K.

The starting structures of the mutant lysozyme were

generated by a simple replacement of residue Trp62 to

Gly2 from the above wild-type systems and then re-

equilibrated with a 1,000-ps NPT simulation. The Blue

Matter (molecular dynamics) application framework [35]

is used for the thermal denaturing simulation.

Chemical denaturing

For the preparation of the 8M aqueous urea, we followed

a similar approach used by Caflisch and Karplus [36].

A total of 30 urea molecules were first randomly

immersed into a previously equilibrated 18.6-Å318.6-Å3

31.6-Å water box with 216 SPC water molecules. If any

urea molecule overlaps with other urea molecules, the

molecule will be replaced by another randomly

distributed one. Next, all water molecules overlapping

with the urea molecules were removed if the distance

between the water oxygen atom and urea heavy atoms

was less than 2.7 Å. This yielded a box of 30 urea and 128

water molecules, which was then minimized and

equilibrated for a 100-ps NVT simulation at constant

volume and a constant temperature of 310 K. The

resulting small water–urea box was then expanded

periodically in space to generate a much larger box of

74.4 Å3 74.4 Å3 74.4 Å with 1,920 urea and 8,192 water

molecules. This larger urea–water mixture was then

further equilibrated with a 1,000-ps NPT simulation at

310 K and 1 atm. The final box size was 73.1 Å373.1 Å3

73.1 Å, which corresponds to an approximately 8M urea

concentration at a density of 1.12 g/cm3. The lysozyme

protein was then immersed in the equilibrated 8M urea

box, and water and urea molecules overlapping with

protein atoms were deleted. The final molecular system

consisted of lysozyme centered in the box with 7,793

water and 1,809 urea molecules. Eight Cl� counter ions

for the pH¼ 7 experiment and eighteen Cl� counter ions

for the pH ¼ 2 experiment (with residues Asp, Glu, and

His protonated) were then added to neutralize the

solvated system, giving a total system size of about 40,000

atoms. The pH ¼ 2 results were described here unless

explicitly stated. (The pH ¼ 7 simulations show similar

results and readers are referred to the supplementary

material of reference [28] for more details.) The final

lysozyme protein in an 8M urea system was then

equilibrated following a similar procedure as the thermal

denaturing mentioned above. For statistical purposes,

five different configurations are used for both the wild-

type and the mutant lysozyme. For each configuration (of

a total of ten conformations), a molecular dynamics

simulation is run for up to 1 ls at 310 K and 1 atm. The

NAMD2 molecular dynamics program [37] is used for

our simulations, along with the CHARMM [19] force

field for protein lysozyme and solvent urea. A slightly
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modified TIP3P [32, 33] water model is used for the

solvent water.
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