Why Is the Partial Molar Volume of CO₂ So Small When Dissolved in a Room Temperature Ionic Liquid? Structure and Dynamics of CO₂ Dissolved in [Bmim⁺][PF₆⁻]
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Abstract: When supercritical CO₂ is dissolved in an ionic liquid, its partial molar volume is much smaller than that observed in most other solvents. In this article we explore in atomistic detail and explain in an intuitive way the peculiar volumetric behavior experimentally observed when supercritical CO₂ is dissolved in 1-butyl-3-methylimidazolium hexafluorophosphate ([Bmim⁺][PF₆⁻]). We also provide physical insight into the structure and dynamics occurring across the boundary of the CO₂ ionic liquid interface. We find that the liquid structure of [Bmim⁺][PF₆⁻] in the presence of CO₂ is nearly identical to that in the neat ionic liquid (IL) even at fairly large mole fractions of CO₂. Our simulations indicate, in agreement with experiments, that partial miscibilities of one fluid into the other are very unsymmetrical, CO₂ being highly soluble in the ionic liquid phase while the ionic liquid is highly insoluble in the CO₂ phase. We interpret our results in terms of the size and shape of spontaneously forming cavities in the ionic liquid phase, and we propose that CO₂ occupies extremely well-defined locations in the IL. Even though our accurate prediction of cavity sizes in the neat IL indicates that these cavities are small compared with the van der Waals radius of a single carbon or oxygen atom, CO₂ appears to occupy a space that was for the most part a priori “empty.”

1. Introduction

Room temperature ionic liquids are useful because of the wide variety of organic and inorganic molecules they are able to dissolve.1-4 The low vapor pressure that these liquids display also makes them useful as a substitute for other more damaging organic solvents. Recently the use of CO₂ in combination with different room temperature ionic liquids has been the focus of experimental attention.5-7 This is because of the need to generate an efficient and clean method to separate reaction products from the ionic liquid phase.8 Supercritical CO₂ is particularly appealing as an extraction solvent because it is clean and highly soluble in the ionic liquid phase. Moreover, as Blanchard and co-workers described in their paper, interestingly the ionic liquid phase while the ionic liquid is highly insoluble in the CO₂ phase. We interpret our results in terms of the size and shape of spontaneously forming cavities in the ionic liquid phase, and we propose that CO₂ occupies extremely well-defined locations in the IL. Even though our accurate prediction of cavity sizes in the neat IL indicates that these cavities are small compared with the van der Waals radius of a single carbon or oxygen atom, CO₂ appears to occupy a space that was for the most part a priori “empty.”

A very puzzling phenomenon occurs when one dissolves supercritical CO₂ in [Bmim⁺][PF₆⁻] and other room temperature ionic liquids. The partial molar volume of CO₂ is much smaller in the ionic liquid (IL) phase than that in bulk supercritical CO₂ at identical temperature and pressure conditions. In fact, the partial molar volume of CO₂ is so low that CO₂ molecules dissolved in the IL phase occupy a space that is nearly equivalent to the sum of their van der Waals volume. Several very interesting papers provided experimental evidence and computational insight into the possible causes for this behavior. In particular a recent article by Maginn and co-workers9 has ruled out the effect of acidic hydrogen attached to C2 (C2 is defined in Figure 1) as an important cause for solubility of CO₂ in the IL phase. These results are consistent with a recent article by Kazarian and co-workers10 that through IR studies find no evidence of specific interaction of CO₂ with the imidazolium cation indicating that the role of acidic H attached to C2 is not an important factor in the solubility of CO₂. Maginn and co-workers9 describe the strong association and particular angular orientation of CO₂ with respect to the anion. Based on the fact that radial distribution functions in the neat IL are essentially identical to those in the mixture, these authors concluded that the structure of the liquid is unchanged by dissolving CO₂. In the same article the authors propose that cations and anions form a network and CO₂ fills the interstices
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in the fluid. In a different paper Blanchard and co-workers show how the dilation of the \( \text{CO}_2 \)-ionic liquid mixture is very different from the corresponding results obtained by mixing \( \text{CO}_2 \) and 1-methylimidazole, the molecule from which the ionic solvent is synthesized. A second piece of information relevant to the issue of volume expansion is the correlation between ionic liquid molar volume and \( \text{CO}_2 \) solubility. Henry constants and ionic liquid mixture is very different from the corresponding results obtained by mixing \( \text{CO}_2 \) and 1-methylimidazole, the molecule from which the ionic solvent is synthesized. A second piece of information relevant to the issue of volume expansion is the correlation between ionic liquid molar volume and \( \text{CO}_2 \) solubility. Henry constants and to the issue of volume expansion is the correlation between ionic liquid molar volume and \( \text{CO}_2 \) solubility. Henry constants and interactions in the case of the ionic liquid were modeled by a potential function of the form

\[
U = U_{\text{stretch}} + U_{\text{bond}} + U_{\text{torsion}} + U_{\text{LJ}} + U_{\text{Coulomb}}
\]

where

\[
U_{\text{stretch}} = \sum_{\text{bonds}} K(r - r_{eq})^2
\]

\[
U_{\text{bond}} = \sum_{\text{angles}} K_\theta(\theta - \theta_{eq})^2
\]

\[
U_{\text{torsion}} = \sum_{\text{dihedrals}} \sum_{i=1}^3 V[i + \cos(\phi + f_j)]
\]

\[
U_{\text{LJ}} = \sum_{i<j} 4\epsilon_{ij}(\sigma_{ij}/r_{ij})^{12} - (\sigma_{ij}/r_{ij})^{6}
\]

\[
U_{\text{Coulomb}} = \sum_{i<j} q_i q_j/r_{ij}
\]

Stretch, bend, torsion, Lennard–Jones, and coulomb potential energy parameters were taken from the model developed by Margulis et al.\[22\]

For \( \text{CO}_2 \), the EPM2 model was selected based on its simplicity and accuracy in describing the supercritical region.\[23,24\] The EPM2 model has three collinear Lennard–Jones sites with partial charges on each atom and a fixed C=O bond length of 1.149 Å (Figure 1b). The LJ parameters for this model are \( \sigma_{CC} = 2.757 \) Å, \( \epsilon_{CC}/k_B = 28.129 \) K, \( \sigma_{CO} = 3.033 \) Å, and \( \epsilon_{CO}/k_B = 80.507 \) K. The coulomb parameters are \( q_C = +0.6512e \) and \( q_O = -0.3256e \). For Lennard–Jones interactions between unlike atoms, standard OPLS\[25\] geometric mean combination rules were adopted as described in eq 7.

\[
\epsilon_{ij} = (\epsilon_{i}\epsilon_{j})^{1/2}; \quad \sigma_{ij} = (\sigma_{i}\sigma_{j})^{1/2}
\]

In the current study, the thermodynamic state investigated is \( T = 318.15 \) K and \( P = 200 \) bar which in the case of \( \text{CO}_2 \) lies in the supercritical region.

All simulations were performed using the programs SIM and GROMACS.\[26–28\] GROMACS was used during the equilibration stage while SIM was used for production runs. In Gromacs, Nose–Hoover temperature coupling was used for the temperature control\[29\] and Parrinello–Rahman pressure coupling was used for the pressure control.\[30\] In SIM, Nose Hoover chain (NHC) thermostats\[31\] were used for the temperature control and an Andersen–Hoover-type barostat was used for the pressure control.\[32\] Long-range electrostatic interactions were treated in the same way as in our previous work.\[22,33\] An algorithm originally proposed by Ciccotti\[34\] was used to propagate the equations of motion of the rigid linear \( \text{CO}_2 \) molecule. Periodic boundary conditions were applied in all directions.

The initial configuration of the IL/\( \text{CO}_2 \) binary system was prepared from the two independent bulk phases. The ionic liquid bulk phase consisted of 256 pairs of ions, and the bulk \( \text{CO}_2 \) phase initially included 1024 molecules. Both bulk phases were equilibrated by a 200 ps isothermal–isobaric (NPT) simulation. The two bulk phases were placed in contact along the Z direction. A number of excess \( \text{CO}_2 \) molecules were removed in order to keep the same cross section for the simulation boxes as that in the IL phase. The final production system contained 256 pairs of ions and 837 \( \text{CO}_2 \) molecules. An energy minimization of the combined system was first carried out in order to avoid steric clashes. A very long equilibration run of 21 ns was carried out to allow \( \text{CO}_2 \) molecules to diffuse into the IL phase. Successive 500 ps NPT simulations were performed in order to generate five uncorrelated phase points taken from the last 200 ps. These configurations were used as initial conditions for five 300 ps production Microcanonical (NVE) runs. The last 200 ps of each of these NVE simulations were used to collect data.


3. Results and Discussion

In a recent publication the experimental pressure vs CO₂ mole fraction phase diagram for the mixture CO₂/[Bmim]⁺[PF₆⁻] was reported. CO₂ is highly soluble in the IL rich phase at temperatures and pressures compatible with its critical point.

As is expected, by increasing the external pressure, larger mole fractions of CO₂ can be dissolved in the IL phase. A really interesting feature of this phase diagram is that there appears to be a maximum concentration of CO₂ past which increasing the external pressure does not result in a significant change in relative concentrations. At this particular CO₂ mole fraction the slope of the external pressure vs concentration in the mixture becomes almost infinite.

Moreover, experimental evidence indicates that the partial molar volume of the CO₂ dissolved in the IL phase is very small. The molar volume of bulk CO₂ at 318.15 K and 200 bar is about 55 cm³/mol, while the partial molar volume of CO₂ in the CO₂–IL mixture is around 29 cm³/mol. This number remains unchanged even up to mole fractions of CO₂ close to 0.5. For CO₂ our simulations predict a partial molar volume of 28.4 cm³/mol consistent with the experimentally observed value.

Our simulations and previous work by Maginn and co-workers indicate that the structure of the IL does not significantly change after addition of CO₂; therefore several questions arise: are there large enough cavities in the liquid that are able to accommodate CO₂ molecules without perturbing the structure of the solvent and therefore without significantly increasing the total volume of the mixture? What is the physical explanation for the nearly infinite slope observed by Blanchard and co-workers? Or in simpler terms, why is it impossible to “push” more CO₂ into the IL past this maximum concentration? In previous publications Margulis et al. have shown that diffusive dynamics in this IL is very slow and that caging and trapping phenomena can be readily observed. Also work by Hu and Margulis showed that the dynamics is glassy and heterogeneous, with different diffusive patterns for subensembles of IL molecules. It is therefore interesting to analyze the consequences that this slow IL dynamics induces on the diffusion of CO₂ as molecules cross the boundary interface between the two fluids. We will describe in later sections of this article that only small rearrangements (mostly angular) take place in the structure of the IL in order to accommodate CO₂ molecules; therefore a fair picture of the CO₂ dynamics as it enters the IL phase is that of diffusion through a fairly rigid and sticky maze. Through cage correlation functions, we show that the set of neighbors of a CO₂ molecule remains constant for fairly long periods of time supporting this view. Diffusion of CO₂ inside the IL phase is more than an order of magnitude slower than that in the bulk supercritical CO₂ phase.

3.1. Density Profiles and Distribution Functions. Figure 2a displays a typical configuration of the two fluid phases. Figure 2b and c are identical to Figure 2a except that in Figure 2b only the CO₂ is displayed and in Figure 2c only the IL is shown. It is clear from this picture that even though considerable amounts of CO₂ can be found in the IL rich phase, no IL can be found in the bulk CO₂ phase. This is consistent with all experimental observations on this system even at very high pressures. The partial miscibility of these two systems is very unsymmetrical. This is more clearly represented in Figure 3 where we see that the density of CO₂ in the bulk CO₂ phase decreases across the boundary from about 0.8 g/cm³ to about 0.1 g/cm³ while the density of cations and anions abruptly drops from the bulk phase value to zero in the CO₂ phase. The molar fraction of CO₂ in the ionic liquid phase is about 0.35, which is smaller than the experimental value at the same thermodynamic state. Due to the slow diffusivity that CO₂ displays in the IL phase, it may be possible that our equilibration (about

(36) Hu, Z.; Margulis, C. J. Submitted to PNAS.
22 ns) was not long enough to fully capture equilibrium thermodynamic conditions in the experiment. Henry’s constants are in general difficult to reproduce by simulation, and small inaccuracies in the force field should be expected.

To investigate whether at the studied temperature and pressure different CO\textsubscript{2} molecules associate in the IL phase, we show C–C, C–O, and O–O radial distribution functions for CO\textsubscript{2} in the bulk CO\textsubscript{2} phase and in the mixture phase in Figure 4. It is clear that some of the structure present in the bulk CO\textsubscript{2} phase is still observed when CO\textsubscript{2} is dissolved in the IL phase; however inspection of the integral of $g(r)$ shows that in most cases a CO\textsubscript{2} molecule is only coordinated by 1.3 CO\textsubscript{2} molecules as Figure 4.

Figure 5. Comparison of atomic RDFs for the ionic liquid in the presence and absence of CO\textsubscript{2}. The red lines are the RDFs in the pure ionic liquid. The green lines represent the RDF in the IL/CO\textsubscript{2} mixture. The black lines represent the RDFs in the mixture phase for only those ionic liquid molecules that are within 3 Å of a CO\textsubscript{2} molecule. The labels of atoms are defined in Figure 1. (a) $g_{\text{C1C1}}$, (b) $g_{\text{C2C2}}$, (c) $g_{\text{C1C2}}$, (d) $g_{\text{C1P}}$, (e) $g_{\text{C2P}}$, (f) $g_{\text{PP}}$. 
opposed to the bulk in which CO$_2$ is coordinated with 9.1 nearest CO$_2$ neighbors.

Comparing different atomic radial distribution functions for the IL in the presence and the absence of CO$_2$ in Figure 5 we find that these distribution functions are strikingly similar. The presence of CO$_2$ appears to have little to no effect on the structure of the IL even at large molar fractions of CO$_2$, consistent with the fact that very little swelling of this phase is observed upon dissolution of CO$_2$. Even more striking is the fact that the ion-ion RDFs of ions closer than 3 Å to a CO$_2$ molecule differ little from the ion-ion RDFs in the neat IL, except for the RDFs shown in Figure 5d and f corresponding to anion-anion and anion-alkyl chain tail of the cation.

In Figure 6, we show that CO$_2$ is highly associated with the anions but not with the cations. In particular it appears that CO$_2$ is not strongly associated with the acidic H attached to C2 (C2 is defined in Figure 1). This has been experimentally corroborated by IR measurements, by substitution of this H by a methyl group, and by computer simulations.

The results described so far indicate that if anything at all is changing, in the structure of the liquid in addition to CO$_2$, these changes must be small (i.e., distances between atoms in the IL are nearly the same as those in the bulk) and the most predominant changes must occur with the anions and perhaps the alkyl tails of the cation. It is important to notice however, as will be discussed in detail in subsequent subsections, that radial distribution functions may remain nearly constant while angular distributions could potentially show more significant changes. As opposed to the case of the cation in which CO$_2$ shows very poor association, in the case of the anion CO$_2$ shows strong association adopting typical “T” shape configurations that have also been observed in previous studies of CO$_2$ solvation with iodide. The orientational distribution of CO$_2$ with respect to the anions is depicted in Figure 7.

The strong association between CO$_2$ and the anions can be ascribed to the large charge-quadrupole moment interaction between the two. As opposed to the case of [PF$_6$]$^-$, in which the charge distribution is localized, in the case of [Bmim]$^+$, the charge distribution is delocalized around the ring and Coulomb interactions with CO$_2$ are likely to be weaker.

3.2. Free Space Hypothesis and the Voronoi Cavity Distribution. Several experimental and computational articles suggest that perhaps CO$_2$ is taking up free space from cavities already available in the rigid and intricate topography of the ionic liquid. Therefore it is important to quantify the size of

Spatial Tessellations: Concepts and Applications of Voronoi Diagrams


The Voronoi algorithm is a method that belongs to the classical problem of computational geometry of disordered systems. By definition, any point in the Voronoi polyhedra (VP) of a particle is always closer to this particle than to any other particles in the system. The union of all the VPs is known as the Voronoi diagram, which is a spatial tessellation and unequally divides the space into polyhedra without any overlapping. The key to building the VP is to find the vertices, the edges, and the faces of every VP. The face separating two adjoining VP of two adjacent particles is a VP face, an assembly of points equally far from these two particles. Three neighboring VP share an edge, the points on which have the same distance to the three adjacent particles. Each vertex is identified by three VP faces and has equal distance to four particles, the VP of which share the same vertex. A typical VP is shown in Figure 8. (As has been discussed before in previous publications, in a molecular liquid, there is only a very small probability for two VP faces to intersect at the same point.)

Figure 8. A typical VP in the system is shown. The red point represents the center of the particle with radius \( \alpha/2 \). Green point, segment, and polygon are examples of VP vertex, VP edge, and VP face, respectively. \( D \) is the distance between the specified vertex and the corresponding particle, and \( \alpha \) is the Lennard-Jones parameter of the particle. Therefore the radius of the spherical cavity is \( R = D - \alpha/2 \).

The summation of the volume of these spheres gives a lower bound limit to the total empty volume in the liquid. Figure 9a shows the number of spherical cavities in the liquid before \( \text{CO}_2 \) is introduced. In a recent paper Margulis has roughly estimated the distribution of the size of cavities for imidazolium based ionic liquids with different alkyl chain lengths using a simple approach based on analyzing the free space around randomly distributed points in the liquid. In this work, we instead use the Voronoi algorithm, a more mathematically rigorous way of studying the topology of the cavities inside a liquid. In the Voronoi method the whole space is divided into Voronoi polyhedra. The Voronoi polyhedra (VP) are nonoverlapping and fill all the space of the system. Since the cation \([\text{Bmim}^+]\) has a very anisotropic shape and different components of the liquid and \( \text{CO}_2 \) molecules have quite different volumes, each atom in the IL (except for hydrogens) was described as a single spherical particle with a radius equal to its atomic van der Waals radius. (The van der Waals radius of carbon atoms to which hydrogen atoms are connected was scaled to include the size effect of the hydrogen atom.) Using the coordinates of the atoms (except for hydrogens) and the method described by Ruocco et al., we built the VP of individual atoms. All the vertices and the indices of four atoms whose VP share a certain vertex have been determined. A typical VP in the system is shown in Figure 8. Since VP vertices have equal distances to the adjacent four particles, they sit at the centers of the possible cavities in the liquid. The radius of such cavities can be easily computed by subtracting the van der Waals radius of the atom from the distance between the VP vertex and the four nearest particles (see Figure 8). In this way we obtained the largest radius of a spherical cavity which can exist at the vertex. After all the vertices were investigated, we computed the size distribution of spherical cavities in the liquid.

Even though \( \text{CO}_2 \) is not a spherical molecule, these graphs show that pre-existing cavities in the liquid are small compared with the van der Waals size of a carbon or oxygen atom (1.5 Å), and therefore it is clear that there are no sufficiently large cavities in the solvent that can accommodate \( \text{CO}_2 \) without some sort of rearrangements in the IL phase. It is therefore puzzling that radial distribution functions for the IL do not appreciably change upon introduction of \( \text{CO}_2 \) and also that the partial molar volume of \( \text{CO}_2 \) in the mixture at a \( \text{CO}_2 \) mole fraction larger than 0.3 is extremely small. How can we explain these two findings?

3.3. Three-Dimensional Distributions. To better understand the structural changes occurring in the ionic liquid phase as \( \text{CO}_2 \) molecules are introduced in the system, we must take into account not only radial distributions but also the average relative angular orientation between different species. As mentioned before radial distribution functions in the IL appear to be fairly insensitive to the presence of \( \text{CO}_2 \) even at a relatively high molar fraction of \( \text{CO}_2 \).

A way to study such combined radial-angular distributions is by generating three-dimensional isosurfaces of the four-dimensional density defined as \( X, Y, Z, \rho(X, Y, Z) \). Here \( X, Y, Z \) are relative body frame coordinates. \( X \) and \( Y \) lie in the plane of the imidazolium ring with \( X \) pointing in the direction of the bond between nitrogen and the first carbon atom belonging to the longer alkyl chain. \( Z \) points perpendicular to the imidazolium ring: its direction is chosen by following the usual right-hand rule (see Figure 13a).

Using these definitions we computed the relative positions of anions with respect to the aforementioned set of the fixed body frame axis in the presence and absence of \( \text{CO}_2 \). Figure 10a and b show these distribution functions from two different angular perspectives. In both cases displayed on the left are the results corresponding to the neat liquid, and on the right, those corresponding to the mixture.

One interesting finding is that no significant anionic density is present right above or below the imidazolium ring neither in the neat liquid nor in the solution phase. The distributions are similar in both cases except that in the case of the mixture anions are angularly closer to the plane of the ring. As one can appreciate in Figure 10, the contour surfaces above and below the ring are connected in the mixture, while in the neat IL they are separated.

Using the same coordinate system we computed distribution functions of the relative position between cations and the center of mass of \( \text{CO}_2 \). We only considered those cations within 3 Å of a \( \text{CO}_2 \) molecule. The results are displayed in Figure 11. It is clear that most of the \( \text{CO}_2 \) density can be found perpendicular to the imidazolium rings, both above and below, as well as near the long alkyl chain. From the Voronoi polyhedra analysis we know that there are no sufficiently large cavities to accommodate \( \text{CO}_2 \) molecules in the neat IL. What sort of rearrangement takes place in order to accommodate \( \text{CO}_2 \)?
Figure 12 explains pictorially how, by introducing small anionic angular displacements toward the plane of the imidazolium ring, enough space can be created above and below the ring that can accommodate CO2 molecules. This can be appreciated in Figure 10 but is most clearly demonstrated in Figure 13. In Figure 13 we show the relative orientational distribution function $f(\theta, \phi)$ for anions that are within 6 Å of an imidazolium ring (the coordinate system is shown in the Figure 13a). Only those IL molecules within 3 Å of a CO2 molecule are considered. Results are displayed in the case of the neat liquid and the mixture.

It is clear from Figure 13b that the angular distribution is nearly identical in the neat liquid and in solution. The addition of CO2 molecules only causes significant changes at values of $\cos(\phi) = -1$. These changes are due to the small angular displacements described in Figure 12. It is also evident from our data that these angular displacements do not significantly affect radial distribution functions while still permitting CO2 to fit in “empty” volume originally available in the ionic liquid. As our Voronoi calculations prove, this empty volume in the neat liquid is mostly available not as cavities of the size of a CO2 molecule but as a collection of smaller cavities that reorganize into a smaller number of larger voids upon introduction of CO2. This phenomenon of reorganization of “empty space” in the liquid accounts for the small change in volume as CO2 is added to the ionic liquid phase.

One outstanding issue remains to be addressed. As can be appreciated from the phase diagram reported in a previous article,

Figure 9. (a) Average number of cavities per ionic liquid molecule [Bmim+]\([PF_6^-]\) with certain radius vs the radius in the pure IL (black line) and in the IL/CO2 mixture (red line). (b) Distribution of radii of all spherical cavities in the neat IL (black line) and in the IL/CO2 mixture (red line) generated by Voronoi analysis.

Figure 10. (a) Three-dimensional probability distribution of atom $P$ in [PF$_6$]$^{-}$ around [Bmim]$^{+}$ in neat ionic liquid (left) and in the IL–CO$_2$ mixture (right). In the IL–CO$_2$ mixture, only those ionic liquid molecules that are within 3 Å of a CO$_2$ molecule are used for the computation. The contour surfaces enclose regions containing an excess of P. The cutoff value for these regions is 7 times the average concentration of P in the liquid. (b) The same as (a) except from another perspective.

Figure 11. (a) Three-dimensional probability distribution around [Bmim]$^{+}$ in the IL–CO$_2$ mixture for those ionic liquid molecules that are within 3 Å of a CO$_2$ molecule. The contour surfaces in red enclose regions containing an excess of P in [PF$_6$]$^{-}$. The cutoff value for these regions is 7 times the average concentration of P in the liquid. The contour surfaces in blue enclose regions containing an excess of C in CO$_2$. The cutoff value for these regions is 5 times the average concentration of C in the liquid. (b) The same as (a) except from another perspective.
3.4. Cage Correlation Functions and Diffusive Dynamics across the Interface. In previous sections we described the diffusive behavior of CO\textsubscript{2} in the ionic liquid phase as that of a particle percolating through a quasi rigid maze. What we mean by this is not that the IL is not fluid but that the time scale on which ions move in the mixture is much slower than the time on which CO\textsubscript{2} does. Table 1 shows diffusion constants for molecules and ions computed from our simulations. The diffusion constant of CO\textsubscript{2} in the IL is about 10 times larger than that of the ions and is about 46 times smaller than that in the bulk supercritical CO\textsubscript{2} phase. The slow IL diffusive dynamics observed here is consistent with previous work by Del Popolo and Voth\textsuperscript{43} describing the non-Gaussian behavior of van-Hoove correlation functions in 1-butyl-3-methylimidazolium hexafluorophosphate and the work of Hu and Margulis\textsuperscript{36} indicating that this and other similar ILs show the signs of heterogeneity typically found in glassy environments.

![Figure 12](image1.png)

Figure 12. (a) The sketch shows the relative positions of [PF\textsubscript{6}–] and [Bmim\textsuperscript{+}] in the neat IL. The arrows approximately indicate the directions in which anions displace to accommodate CO\textsubscript{2} in solution and the most probable location of CO\textsubscript{2}.

![Figure 13](image2.png)

Figure 13. (a) Coordinate system. The origin is the center of mass of all the atoms on the five-member ring. Angles \( \theta \) and \( \phi \) are defined. (b) The angular distribution (cos \( \theta \), cos \( \phi \), \( P(\cos \theta, \cos \phi) \)) of atom P in [PF\textsubscript{6}–] in the shell 0 Å to 6 Å around [Bmim\textsuperscript{+}] is shown in the neat ionic liquid (the graph on the left) and in the IL–CO\textsubscript{2} mixture (the graph on the right). In the IL–CO\textsubscript{2} mixture, only those ionic liquid molecules that are within 3 Å of a CO\textsubscript{2} molecule are used for the computation.

| Table 1. Diffusion Constants of CO\textsubscript{2}, [Bmim\textsuperscript{+}], and [PF\textsubscript{6}–] in the Various Phases |
|---------------------------------|-----------------|-----------------|
| CO\textsubscript{2}              | bulk CO\textsubscript{2} phase | mixture phase   |
| \( D \) (Å\textsuperscript{2}/ps) | 1.83 ± 0.05      | 0.040 ± 0.007   |
| [Bmim\textsuperscript{+}]        | neat ionic liquid | mixture phase   |
| \( D \) (Å\textsuperscript{2}/ps) | 0.008 ± 0.002    | 0.0077 ± 0.0009 |
| [PF\textsubscript{6}–]            | neat ionic liquid | mixture phase   |
| \( D \) (Å\textsuperscript{2}/ps) | 0.007 ± 0.002    | 0.0068 ± 0.0009 |
14 displays a comparison of the mean square displacement as a function of time for the different species in each of the phases. From this we see that both the ions and CO$_2$ display nonballistic, nondiffusive intermediate caging regimes that last for a few picoseconds before the diffusive regime is established. During this nondiffusive regime CO$_2$ is able to explore a larger volume than the ions as can be appreciated by the fact that at 2.5 ps the MSD for CO$_2$ in the IL rich phase is about 3 Å$^2$ while in the case of the ions the MSD is less than 1 Å$^2$. The diffusion constants computed here for CO$_2$ and [Bmim$^+$/PF$_6^-$] were obtained from 5 NVE simulation of 200 ps in duration. It is likely that the results for CO$_2$ are more accurate than those for the IL for which longer simulations might be required in order to fully reach the linear diffusive regime.$^{36}$

It is instructive to analyze the diffusion constant of CO$_2$ as molecules cross the interface from the bulk supercritical fluid to the mixture. Figure 15 shows $D_x$ diffusion constants in different slices of liquid along the Z direction ($Z$ is taken as the vector perpendicular to the interface). The diffusion coefficients of different slices of liquid parallel to the interface were computed in the following way.$^{44}$

$$D_{ab}(a, b) = \lim_{\tau \to \infty} \frac{\langle \Delta x(t)^2 \rangle_{a,b}}{2\tau P(\tau)}$$  \hspace{1cm} (8)$$

where,

$$\langle \Delta x(t)^2 \rangle_{a,b} = \frac{1}{T} \sum_{j=1}^{T} \frac{1}{N(t)} \sum_{i \in \{a, b\}} (x_i(t + \tau) - x_i(t))^2$$  \hspace{1cm} (9)$$

and

$$P(\tau) = \frac{1}{T} \sum_{j=1}^{T} \frac{N(t, t + \tau)}{N(t)}$$  \hspace{1cm} (10)$$

Here $\{a, b\}$ represents the set of all particles that stay in the layer $\{a, b\}$ during the time interval between $t$ and $t + \tau$. $N(t, t + \tau)$ is the number of such particles. $N(t)$ is the number of particles in the layer at time $t$. $T$ is the total number of time steps. $P(\tau)$ is the survival probability. Several interesting pieces of information can be extracted from these calculations. The “local” diffusion constant of CO$_2$ changes monotonically from the value in the bulk CO$_2$ phase to the value inside the IL rich phase on a length scale of about 10 Å. Notice that the change in $D_x$ happens on a longer length scale than the actual density profile change in Figure 3. This phenomenon has been observed before$^{45}$ in water liquid—vapor simulations.

To better understand the disparity of time scales for dynamics occurring in the CO$_2$—IL mixture, we computed cage—cage correlation functions originally introduced by Berne and co-workers.$^{46}$ These correlation functions accurately measure the time scale on which a CO$_2$ molecule loses memory of the identity of its neighboring molecules.


The cage correlation function is defined in the following way,

\[ C_{\text{cage}}^{\text{out}}(t) = \langle \Theta(1 - n_i^{\text{out}}(0, t)) \rangle \tag{11} \]

Here the label “i” stands for the center of mass of CO\(_2\) molecule “i”, and \(n_i^{\text{out}}(0, t)\) is the number of neighboring molecules that have left molecule \(i\)’s original neighbor list at time \(t\). The quantity \(n_i^{\text{out}}(0, t)\) is easily computed as

\[ n_i^{\text{out}}(0, t) = |l_i(t)|^2 - l_i(0) \cdot l_i(t) \tag{12} \]

where the generalized neighbor list \(l_i\) is a vector of length \(N\) defined as

\[ l_i = \begin{pmatrix} f(r_{i1}) \\ \vdots \\ f(r_{iN}) \end{pmatrix} \tag{13} \]

and \(f(r_{ij})\) is the Heaviside function.

\[ f(r_{ij}) = \Theta(r_{ij} - r_{\text{cut}}) = \begin{cases} 1 & \text{if } r_{ij} < r_{\text{cut}} \\ 0 & \text{otherwise} \end{cases} \tag{14} \]

\(r_{\text{cut}}\) is the neighbor list cutoff radius which in the present study was chosen as the first solvation shell in the liquid.

From these definitions it is easy to see that \(|l_i(t)|^2\) is the number of atoms in \(i\)’s neighbor list at time \(t\), while \(l_i(0) \cdot l_i(t)\) is the number of molecules that are in \(i\)’s neighbor list both at time 0 and at time \(t\).

By looking at the cage–cage correlation functions in Figure 16 we see that in the bulk CO\(_2\) phase a CO\(_2\) molecule loses memory of its neighbors within about 2 ps. On the other hand in the ionic liquid at time scales of 20 ps or even longer the natural logarithm of this correlation function is essentially zero indicating no loss of memory. In fact the loss of memory occurs on a much longer time scale.

4. Conclusions

When CO\(_2\) at supercritical conditions shares an interface with [Bmim\(^+\)][PF\(_6^-\)], it readily dissolves in the IL phase but the IL does not dissolve at all in the CO\(_2\) phase. In fact our studies indicate that this dissolution is characterized by a process very similar to percolation through a “quasi static” glassy material. The separation of time scales between the diffusion of CO\(_2\) in the IL phase and that of the ions reflected both in our computed diffusion constants and cage correlation functions supports this view of CO\(_2\) percolating through a semirigid and sticky (due to strong Coulomb attractions) glassy structure. This view is consistent with observations by Hu and Margulis\(^{36}\) and by Del Popolo and Voth\(^{43}\) describing the non-Gaussian characteristics of some room-temperature ILs. We also find that when we plot the diffusion constant profile for CO\(_2\) as it crosses the interface, this function varies on a longer length scale than the changes in the density itself indicating that boundary effects extend several Å inside each of the fluid phases.

Not only is the dynamics of the IL slower than that of the CO\(_2\) dissolved in it, but also we have recently found in preliminary studies that even when applying pressures several orders of magnitude higher no significant changes in the volume of the IL rich phase is observed even though the volume of the supercritical CO\(_2\) significantly diminishes. The IL rich phase is highly incompressible, and its vapor pressure is negligible. We also conclude from this work and from previous experimental and computational studies that the volume of the IL does not change significantly upon dissolution of high concentrations of CO\(_2\). We have analyzed this phenomenon in detail and find from our simulations that most of the space occupied by CO\(_2\) in the IL phase consists of very localized cavities of larger size than those spontaneously forming in the neat IL as opposed to the previous hypothesis found in the literature. These larger cavities are for the most part not generated by expansion of the IL phase, but instead they are formed by small angular rearrangements of the anions. With these small angular rearrangements that do not significantly change radial distribution functions in the liquid, CO\(_2\) is able to fit above and below the imidazolium ring. CO\(_2\) is also typically found close to the long alkyl tail of the imidazolium ring. From the experimental work of Blanchard\(^{9}\) and co-workers we see that there is a maximum concentration of CO\(_2\) above which applying higher pressure on the system will not significantly increase the CO\(_2\) mole fraction. We believe that above this maximum concentration, the liquid structure of the ions would have to significantly change in order to accommodate more CO\(_2\).
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