Solvation energies and electronic spectra in polar, polarizable media: Simulation tests of dielectric continuum theory
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A dielectric continuum theory for the solvation of a polar molecule in a polar, polarizable solvent is tested using computer simulations of formaldehyde in water. Many classes of experiments, for example those which measure solvent-shifted vertical transition energies or electron transfer rates, require an explicit consideration of the solvent electronic polarization. Due to the computational cost of simulating a polarizable solvent, many simulation models employ non-polarizable solute and solvent molecules and use dielectric continuum theory to relate the properties of the non-polarizable system to the properties of a more realistic polarizable system. We have performed simulations of ground and excited state formaldehyde in both polarizable and non-polarizable water, and the solvation energies and solvent-shifted electronic spectra we obtained are used to test dielectric continuum, linear response predictions. Dielectric continuum theory correctly predicts that free energy differences are the same in polarizable and non-polarizable water. The theory wrongly predicts that the reorganization energy in a polarizable solvent is 30% smaller than the reorganization energy in a polar, non-polarizable solvent; in the simulations, the reorganization energies differ by only 6%. We suggest that the dielectric continuum theory fails because it assumes that both solute electronic states exist in the same size cavity in the solvent, whereas in the simulation the cavity radius increases by 20% after the electronic transition. We account for the change in the cavity size by adding a non-linear solute–solvent coupling to the dielectric continuum theory, and find that the resulting predictions are just outside the error bounds from the simulation.

In modeling the photophysics of solvated molecules it is common to treat the solvent as non-polarizable. Of course real solvents are polarizable, and the issue we address here is the importance of considering the electronic polarizability explicitly. For example, a comparison of gas phase properties to liquid phase properties demonstrates the importance of including induced electric polarization. Water, for instance, has a gas phase dipole moment of 1.85 D.1 In liquid water, however, the dipole moment is enhanced. The exact magnitude of the dipole is unknown, but is thought to be close to 2.4 D based on the known dipole moment of 2.6 D for molecules in ice.2 Thus, there are two contributions to the instantaneous dipole moment of a molecule in the liquid state: first, a permanent dipole characteristic of the gas phase; second, a fluctuating induced dipole due to collective effects from the surrounding molecules.

One aim of this paper is to understand the contribution to the solvent shift that is made by solvent polarizability arising from the fluctuating, induced dipoles of solvent molecules. The induced polarization responds instantly during an electronic transition, and the solvent shift should be different from the shift obtained in a non-polarizable solvent. In Sec. II, we present a simple theory for relating solvent shifts in polar, polarizable and polar, non-polarizable solvents. This

I. INTRODUCTION

In solution state electronic spectroscopy, a solute molecule immersed in solvent is excited by a photon from its ground electronic state to an excited electronic state. An example of this is the \( n \rightarrow \pi^* \) transition of formaldehyde in water. The ground and excited states of the formaldehyde molecule have different electronic structure and thus have different interactions with the solvent. The vertical transition energy reflects the difference in the energy of interaction between the ground and excited state electronic distributions with the instantaneous configuration of the solvent molecules. The absorption line shape will then be given by the distribution function of the vertical transition energies found when the solvent molecules can sample all of the configurations in equilibrium with the ground electronic state of formaldehyde. The fluorescence spectrum can likewise be related to the distribution of vertical transition energies when the solvent configurations are sampled from a distribution in equilibrium with the excited state.

---

1Permanent address: CuraGen Corporation, 322 East Main Street, Branford, Connecticut 06405.
2Permanent address: Department of Chemistry, Columbia University, New York, New York 10027.
theory is based on the Marcus picture of electron transfer reactions, in which solute electronic states are coupled linearly to a harmonic solvent, and is in fact a spin-Boson model. The theory is patterned after recent advances which explicate the role of solvent electronic polarization in charge transfer reactions. Dielectric continuum theory is based on the Marcus picture of electron transfer out coupled through a spin-Boson Hamiltonian. A simplified description of the solute–solvent system begins with a model for the pure solvent. Here we assume that the solvent can be represented as a dielectric continuum. A standard assumption in most applications of dielectric continuum theory is that the dielectric responds linearly to an applied field. Linear response implies that the effective Hamiltonian for a dielectric continuum solvent can be represented as a collection of harmonic oscillators chosen at a spectrum of frequencies to reproduce the frequency-dependent dielectric constant. Instead of a full frequency spectrum, we will partition the solvent response into two frequency regimes: low frequency (classical) and high frequency (quantum mechanical). The Hamiltonian for the pure bath is therefore

\[
H_B = \frac{1}{2} \alpha_0 \gamma_0^2 + \frac{1}{2} \alpha_w \omega_\omega^2 \Pi_0^2 + \frac{1}{2} \alpha_\omega \omega_\omega^2 \\
+ \frac{1}{2} \alpha_\omega \omega_\omega^2 \Pi_\omega^2 - \frac{1}{2} \hbar \omega_\omega.
\]

The coordinate of the slow mode is \( \gamma_0 \), its polarizability is \( \alpha_0 \), its momentum conjugate to \( \gamma_0 \) is \( \Pi_0 \), and the frequency of the mode is \( \omega_0 \). Since \( \epsilon_0 \) represents classical modes, the frequency \( \omega_0 \) is much smaller than the thermal energy \( k_B T \). The induced polarization is represented by the effective coordinate \( \epsilon_\omega \). This mode is high frequency, \( \omega_\omega \gg k_B T \). The polarizability of \( \epsilon_\omega \) is \( \alpha_\omega \), and its conjugate momentum is \( \Pi_\omega \). The zero-point energy of the mode \( \epsilon_\omega \) has been taken as the zero of energy. In terms of a molecular solvent, \( \epsilon_0 \) corresponds to the polarization of slow, orientational modes, and \( \epsilon_\omega \) corresponds to fluctuations of the induced polarization of the electron charge density of solvent molecules.

The ground and excited electronic states of the solute are represented by a two level system (TLS) which couples linearly to the bath:

\[
H = H_B + H_{TLS} + V;
\]

\[
H_{TLS} = |1\rangle E_1 (|1\rangle + |2\rangle) E_2 (|2\rangle - K (|1\rangle + |2\rangle) |1\rangle);
\]

\[
V = - (\epsilon_0 + \epsilon_\omega) \cdot (|1\rangle Q_1 (|1\rangle + |2\rangle) Q_2 (|2\rangle).
\]
The energies $E_1$ and $E_2$ are the gas-phase, unsolvated energies of the solute ground and excited states. The two states are coupled by the term in $H_{\text{TLS}}$ proportional to $K$, allowing non-adiabatic transitions to occur. The terms $Q_1$ and $Q_2$ represent the solute coordinate which couples to the solvent. For the case of formaldehyde, $Q_1$ and $Q_2$ represent the ground and excited state dipoles of the formaldehyde molecule.

The generic form of the Hamiltonian in Eq. 2 is that of a two level system coupled to a bath of harmonic oscillators. This is, of course, the well-known spin-Boson Hamiltonian which serves as the basis for most theories in which two different electronic states are allowed to interact with a solvent. Here our solvent has only two modes, a slow classical mode representing orientational polarization of solvent molecules, and a fast quantum mechanical mode representing the electronic polarization of the solvent molecules. The spin-Boson model has had wide use as a model for charge transfer reactions, particularly in understanding effects due to the quantum nature of solvent modes. 10–14,44–50

Because the frequency $\omega_\kappa$ is very large, a Born–Oppenheimer separation is valid for the mode $\epsilon_\kappa$. We assume that this mode remains in its ground state. The adiabatic separation of the fast mode $\epsilon_\alpha$ yields a pair of adiabatic states with renormalized energies:

$$H = |1\rangle H_1(1| + |2\rangle H_2(2| - K (|1\rangle 2| + |2\rangle 1|)$$ (3a)

$$H_1 = E_1 - \frac{1}{2} \alpha_\alpha Q_1^2 + \frac{1}{2} \alpha_0^2 0^2 - \epsilon_0^2 Q_1 + \frac{1}{2} \alpha_0^2 0^2 1^2$$ (3b)

$$H_2 = E_2 - \frac{1}{2} \alpha_\alpha Q_2^2 + \frac{1}{2} \alpha_0^2 0^2 - \epsilon_0^2 Q_2 + \frac{1}{2} \alpha_0^2 0^2 2^2.$$ (3c)

The two adiabatic states are coupled by the term proportional to $K$.

The bath Hamiltonian $H_B$ we used in obtaining the Born–Oppenheimer separation is very similar to model Hamiltonians which have been used previously in a similar context. 1,11 In some formulations, $H_B$ contains a term $-k_b T \alpha_0 \epsilon_0$ which linearly couples the fast and slow modes. In Appendix A we show that the two formulations are equivalent for our purposes. Including a term which linearly couples $\epsilon_0$ and $\epsilon_\alpha$ serves to shift the equilibrium position of $\epsilon_\alpha$, to rescale the polarizability $\alpha_0$, and to rescale the terms $-\epsilon_0^2 Q_1$ and $-\epsilon_0^2 Q_2$. In taking $\epsilon_0$ and $\epsilon_\alpha$ to be uncoupled normal modes of the solvent, we have included this renormalization as a first step.

The potential energy curves for the two diabats, $V_1$ and $V_2$, are shown in Fig. 1 as functions of the solvent coordinate $\epsilon_0$. These are the standard intersecting parabolas of Marcus theory. The difference in free energy between the two states, $\Delta G_{21}$, is marked on the curve, as is the solvent reorganization energy $\lambda$. As will be shown below, the free energy difference includes contributions from polarizable and non-polarizable modes, but the reorganization energy $\lambda$ only contains contributions from non-polarizable modes. The center of the absorption band, $\Delta E_{21}$, is shown, as is the center of the fluorescence band, $\Delta E_{12}$. These quantities will be related to parameters appearing in the spin-Boson Hamiltonian. But first, we will make a few phenomenological connections between the Hamiltonian parameters representing the polarizability and the physical quantity which characterizes equilibrium solvation, i.e., the individual solvation energies $\Delta G_1$ and $\Delta G_2$.

### B. Solvation free energies

The solvation energy $\Delta G_i$ for electronic state $i = 1 \text{ or } 2$ corresponding to the transition $\text{CH}_2\text{O}^{(g)} \rightarrow \text{CH}_2\text{O}^{(aq)}$ is defined as

$$\Delta G_i = -k_b T \ln \left[ \text{Tr} e^{-\beta H_i}/\text{Tr} e^{-\beta (H_B + E_i)} \right].$$ (4)

The trace is over the modes of the bath, and the solute is held fixed in electronic state $i$. The fast modes of the bath are included in the trace over $H_B$, but have already been integrated over in the diabatic Hamiltonian $H_i$. As before, the gas-phase energy of the solute in state $i$ is $E_i$. It is a simple matter to use Eqs. 1 and 2 to evaluate $\Delta G_i$, yielding the result

$$\Delta G_i = -\frac{1}{2} (\alpha_0 + \alpha_\alpha) Q_i^2.$$ (5)

Using this expression for $\Delta G_i$, we can relate the polarizabilities $\alpha_0$ and $\alpha_\alpha$ to well-defined physical properties of the solvent.

The solvent properties which we consider are the (low frequency) static dielectric constant, $\epsilon_0$, and the (high frequency) optical dielectric constant, $\epsilon_\infty$. The precise relationship between the polarizability and the dielectric constant also depends on the type of electrostatic moment that is represented by the solute parameters $Q_1$ and $Q_2$, and on the shape of the cavity representing the solute. Suppose, for ex-
ample, that the solute is a spherical molecular monopole of radius $R$ immersed in a dielectric continuum, and that $Q_i$ represents a charge on the molecule. In this case, the solvation energy is given by the Born equation

$$
\Delta G_i = -\frac{1}{2} R^{-1} [(\epsilon_0 - 1)/\epsilon_0] Q_i^2
$$

(6)

indicating from Eq. 5 that

$$
\alpha_0 + \alpha_n = R^{-1} [(\epsilon_0 - 1)/\epsilon_0].
$$

(7a)

This response represents the equilibrium solvation of a charge distribution. In order to calculate absorption and fluorescence line shapes, we also need to understand the instantaneous response of the solvent which arises from the modes contributing to $\alpha_n$.

We can separate the contributions of the fast modes from those of the slow modes by imagining a solute which oscillates rapidly between the charges $+Q_i$ and $-Q_i$. In this case, the mode $\beta_0$ cannot respond to the solute charge and makes no contribution to the solvation energy. The fast mode $\beta_n$ is assumed to provide full solvation at each instant, from which it follows that

$$
\alpha_n = R^{-1} [(\epsilon_n - 1)/\epsilon_n],
$$

(7b)

and

$$
\alpha_0 = R^{-1} [(\epsilon_0 - 1)/\epsilon_0 - (\epsilon_n - 1)/\epsilon_n].
$$

(7c)

The low frequency polarizability has been obtained by subtraction.

Similar equations are obtained when each $Q_i$ represents a point dipole in a spherical cavity of radius $R$: 20

$$
\alpha_0 + \alpha_n = R^{-3} \left[ 2(\epsilon_0 - 1)/(2\epsilon_0 + 1) \right];
$$

(8a)

$$
\alpha_n = R^{-3} \left[ 2(\epsilon_n - 1)/(2\epsilon_n + 1) \right];
$$

(8b)

$$
\alpha_0 = R^{-3} \left[ 2(\epsilon_0 - 1)/(2\epsilon_0 + 1) - 2(\epsilon_n - 1)/(2\epsilon_n + 1) \right].
$$

(8c)

It is possible to continue the analysis of $\alpha_0$ and $\alpha_n$ for the response to higher moments in the multipole expansion, and to more complicated solute geometries. This is typically accomplished by solving the Poisson or Poisson–Boltzmann equation for the response of a continuum solvent to the charge distribution and geometry of an immersed solute. 31 We have applied these methods to our model of formaldehyde in water. 52 We do not report the quantitative results of continuum theory here because our present interest is to understand the qualitative difference between solvation with and without electronic polarizability.

The above equations can be summarized by introducing a function $f_n(\epsilon)$ defined as

$$
f_n(\epsilon) = \begin{cases} 
(\epsilon - 1)/\epsilon, & \text{monopole solvation } (n=1); \\
2(\epsilon - 1)/(2\epsilon + 1), & \text{dipole solvation } (n=2). 
\end{cases}
$$

(9)

With this definition, the polarizabilities are given by

$$
\alpha_{\text{tot}} = \alpha_0 + \alpha_n = R^{-(2n-1)} f_n(\epsilon_0);
$$

(10a)

$$
\alpha_n = R^{-(2n-1)} f_n(\epsilon_n);
$$

(10b)

and

$$
\alpha_0 = R^{-(2n-1)} [f_n(\epsilon_0) - f_n(\epsilon_n)].
$$

(10c)

The cavity radius is $R$ and the index $n$ is 1 for monopole solvation and 2 for dipole solvation.

C. Line shapes and energies with the linear coupling Hamiltonian

The mean energy for a vertical transition from state 1 to state 2 is termed $\Delta E_{21}$,

$$
\Delta E_{21} = \langle H_2 - H_1 \rangle_1
$$

(11a)

$$
= -\frac{1}{2} \alpha_n (Q_2^2 - Q_1^2) - \alpha_0 Q_1 \cdot (Q_2 - Q_1) + E_2 - E_1.
$$

(11b)

The subscript “1” on the average indicates that the average is taken in diabatic state 1, and we have used the fact that $\langle \langle \cdot \rangle \rangle_1 = \alpha_0 Q_1$. We have also assumed that the coupling $K$ is small compared to $\Delta E_{21}$ and can be ignored. The gas-phase transition is at constant energy $E_2 - E_1$, and the remainder of $\Delta E_{21}$ represents the solvent shift in the observed transition.

Since the mode $\beta_0$ is harmonic, the shift due to the solvent is governed by a Gaussian distribution. The absorption line shape is also a Gaussian,

$$
P_{2\rightarrow 1}(E) = (2\pi \sigma_0^2)^{-1/2} \exp[-(E - \Delta E_{21})^2/2\sigma_0^2].
$$

(12)

The width of the line is $\sigma_0$,

$$
\sigma_0 = \sqrt{k_B T \alpha_0} |Q_2 - Q_1|.
$$

(13)

An analogous result is obtained for the mean energy $\Delta E_{12}$ for the fluorescence back to state 1, assuming that equilibration has occurred on surface 2:

$$
\Delta E_{12} = \langle H_1 - H_2 \rangle_2
$$

(14a)

$$
= -\frac{1}{2} \alpha_n (Q_1^2 - Q_2^2) - \alpha_0 Q_2 \cdot (Q_1 - Q_2) + E_1 - E_2.
$$

(14b)

Correspondingly, the fluorescence line shape is

$$
P_{1\rightarrow 2}(E) = (2\pi \sigma_0^2)^{-1/2} \exp[-(E - \Delta E_{12})^2/2\sigma_0^2].
$$

(15)

From Eqs. 12, 13, and 15 we see that the solvent shifts in the absorption and emission lines depend on both $\alpha_n$ and $\alpha_0$, but the widths of the spectral lines depend only on $\alpha_0$. Furthermore, the widths of the absorption and fluorescence are the same. This behavior is depicted in schematic form in Fig. 2. The absorption spectrum for a solute molecule in the gas phase is represented as a $\delta$-function in the figure. Next, we imagine that the solute is immersed in a solvent with total polarizability $\alpha_{\text{tot}}$. Furthermore, the entire solvent response is assumed to arise from electronic polarizability, so $\alpha_n/\alpha_{\text{tot}} = 1$. In this solvent, the absorption line shape remains a $\delta$-function, but it is shifted from the gas phase line. The direction of the shift is towards higher energy if the excited state is less polar than the ground state, and it is towards lower energy if the excited state is more polar than the ground state. Keeping the total polarizability $\alpha_{\text{tot}}$ fixed, the ratio of the widths of the absorption lines is then 2:1.
The reorganization energy is denoted \( \Delta G_{21} \):
\[
\Delta G_{21} = -k_B \ln \left( \frac{\operatorname{Tr} \rho_0 \exp[-\beta H_2]}{\operatorname{Tr} \rho_0 \exp[-\beta H_1]} \right) = \Delta G_2 - \Delta G_1 + (E_2 - E_1). \tag{16}
\]
One finds that
\[
\Delta G_{21} = -\frac{1}{2} (\alpha + \alpha_0) (Q_2^2 - Q_1^2) + E_2 - E_1 \tag{17a}
\]
\[
= \frac{1}{2} (\Delta E_{21} - \Delta E_{12}). \tag{17b}
\]

The equilibrium response is determined by \( \alpha_{\text{tot}} = \alpha_0 + \alpha_\infty \), the sum of the response of the fast and the slow modes.

The difference between \( \Delta E_{21} \), the non-equilibrium difference in energy, and \( \Delta G_{21} \), the fully equilibrated free energy difference, is termed the reorganization energy \( \lambda \):
\[
\lambda = \Delta E_{21} - \Delta G_{21} \tag{18a}
\]
\[
= \frac{1}{2} (\Delta E_{21} + \Delta E_{12}) \tag{18b}
\]
\[
= \frac{1}{2} \alpha_0 (Q_2 - Q_1)^2. \tag{18c}
\]

From Eq. 13, the spectral line width \( \sigma_0 \) is related to the reorganization energy by
\[
\sigma_0^2 = 2 \kappa \hbar k_B T. \tag{19}
\]

It is seen explicitly in Eq. 18c that the reorganization energy depends only on the slow modes. The fast modes contribute to \( \Delta E_{21} \) and to \( \Delta G_{21} \), but the contributions are identical and cancel when \( \lambda \) is calculated as their difference. The gas-phase contribution to \( \Delta E_{21} \) and \( \Delta G_{21} \) also cancels when \( \lambda \) is calculated. The reorganization energy is seen to be a positive quantity and is the same for both the 2 → 1 transition and the 1 → 2 transition.

This definition of \( \lambda \) is entirely consistent with the conventions of electron transfer theory. The activation energy for a thermal transition from state 1 to state 2, for example, is
\[
E_{\text{act}} = (\Delta G_{21} + \lambda)^2 / 4 \alpha_0, \tag{20}
\]
assuming that the coupling \( K \) is small and the reaction is in the non-adiabatic regime.

### D. The difference between polarizable and non-polarizable solvents

We will assume the existence of two hypothetical solvents which share the same equilibrium response, i.e., the same \( \epsilon_0 \) and \( \alpha_{\text{tot}} \), but different values for \( \alpha_0 \) and \( \alpha_\infty \). In particular, we will compare a polarizable solvent with non-zero \( \alpha_\infty \) to a non-polarizable solvent with \( \alpha_\infty \rightarrow 0 \). These hypothetical solvents can be modeled by computer simulations. The polarizable TIP4P-FQ model of water and various non-polarizable water models, including the models which we consider here (MQ, FQ/MQ, and TIP4P), typify a collection of solvents with a similar equilibrium response but with different high-frequency response. All four of these solvents have a static dielectric constant close to the experimental value \( \epsilon_0 \approx 80 \). Since \( \alpha_{\text{tot}} \) depends only on \( \epsilon_0 \), these models share the same \( \alpha_{\text{tot}} \). Because \( \Delta G_{21} \) depends only on \( \alpha_{\text{tot}} \), these models should both produce the same estimates for differences in solvation free energy.

The four models have very different high frequency responses, however. The TIP4P-FQ model has an optical dielectric constant of 1.59, indicating that it has an instantaneous polarization response. The fixed-charge models, MQ, FQ/MQ, and TIP4P, are all non-polarizable. For these three models, \( \alpha_\infty = 0 \), and \( \epsilon_\infty \) has the trivial value of 1. Because the short-time response of the polarizable water model is different from the short-time response of the non-polarizable models, we would expect that an experiment which probes short-time dynamics (such as the instantaneous solvent response during an electronic transition of a solute molecule) should reveal differences between the behavior of polarizable versus non-polarizable solvent models.

Furthermore, when the reorganization energy \( \lambda \) is considered, a clear difference arises between the polarizable and non-polarizable solvents in the dielectric continuum theory. The total polarizability of the two solvents is assumed to be the same, \( \alpha_0^{\text{pol}} = \alpha_0^{\text{non-pol}} \). For the non-polarizable solvent, \( \alpha_\infty^{\text{non-pol}} = 0 \) and hence \( \alpha_\infty^{\text{non-pol}} = \alpha_0^{\text{non-pol}} \). For the polarizable solvent, \( \alpha_\infty^{\text{pol}} \) is non-zero and \( \alpha_0^{\text{pol}} < \alpha_0^{\text{non-pol}} \). Since the reorganization energy depends on the value of \( \alpha_0 \), the polarizable and non-polarizable solvents have different reorganization energies. The ratio of reorganization energies is
\[
\lambda^{\text{pol}} / \lambda^{\text{non-pol}} = \frac{\alpha_0^{\text{pol}} / \alpha_0^{\text{non-pol}}}{1 - \frac{\alpha_\infty^{\text{pol}}}{\alpha_0^{\text{pol}}}} = 1 - \frac{f_\alpha(\epsilon_\infty)}{f_\alpha(\epsilon_0)}. \tag{21}
\]

This equation reflects a mean field parameterization for a non-polarizable model of a polarizable solvent implicitly includes the contribution of electronic polarizability in order to produce accurate results for equilibrium solvation, \( \alpha_0^{\text{non-pol}} = \alpha_0^{\text{pol}} + \alpha_\infty^{\text{pol}} \). Thus \( \alpha_0^{\text{non-pol}} \) is parameterized for a non-polarizable solvent to include the effects of electronic polarizability. As a result, when a reorganization energy is predicted using a non-polarizable solvent model, it implicitly and incorrectly includes a contribution from the high frequency polarization modes.

The factor \( \lambda^{\text{pol}} / \lambda^{\text{non-pol}} \) is presented in Table I for the TIP4P-FQ model of water. The ratio \( \lambda^{\text{pol}} / \lambda^{\text{non-pol}} \) depends on the values of the static and optical dielectric constant of
TABLE I. The factor \( \lambda^{(p)} / \lambda^{(non-pol)} \) for TIP4P-FQ water is calculated using \( \varepsilon_{\infty} = 80 \) and \( \varepsilon_s = 1.59 \).

<table>
<thead>
<tr>
<th>Solute</th>
<th>( \lambda^{(p)} / \lambda^{(non-pol)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monopole</td>
<td>0.62</td>
</tr>
<tr>
<td>Dipole</td>
<td>0.71</td>
</tr>
</tbody>
</table>

the solvent. We have used values appropriate for the TIP4P-FQ model in constructing Table I, \( \varepsilon_{\infty} = 80 \) and \( \varepsilon_s = 1.59 \). The ratio also depends on whether the electrostatic moment that is changing in the solute is a monopole, a dipole, a quadrupole, etc.; these relationships are described for monopole solvation in Eq. 7 and for dipole solvation in Eq. 8. We have reported results for both monopole and dipole solvation in Table I. The relationships assume that the radius of the solvent cavity is identical for the ground state and the excited state of the solute molecule. This assumption, which can lead to significant error, is discussed in Sec. II E.

In the context of electron transfer reactions, \( \alpha_0^{(p)} / \alpha_{\text{tot}} \) is termed the Pekar factor. It is used to rescale the reorganization energy \( \lambda \) between a reactant state, \( DA \), and a product state, \( D^-A^+ \) (\( D \) signifies donor and \( A \) acceptor) to account for solvent polarizability. According to Marcus theory, the activation energy for an electron transfer reaction (ignoring quantum effects due to solvent librations and vibrations) is

\[
E_{\text{act}} = (\Delta G + \lambda)^2 / 4 \lambda, \tag{22}
\]

where \( \Delta G = \frac{G_{D^-A^+} - G_{DA}}{r} \). Rescaling the reorganization energy changes the height of the activation barrier. For long-range electron transfer, in which a charge is transferred over a distance of a several Å’s, the factor for monopole solvation is often used. The value of this factor is 0.62 for reactions in TIP4P-FQ water.

In the simplified model we have been describing, the charges are taken to be at the centers of spherical cavities, and the polarization induced by one redox site on the solvent cavity around the other the redox site is neglected. More sophisticated treatments which address these restrictions produce correspondingly more complicated expressions for the Pekar factor.\(^{53}\) The precise value of the Pekar factor depends on the solute and solvent geometry, but it is independent of the magnitude of the charge transfer between donor and acceptor. This constancy of the Pekar factor is simply a manifestation of the linear response inherent in a dielectric continuum formulation for the solvent.

The formaldehyde \(^1\text{A}_1 \rightarrow ^1\text{A}_2 \) transition results in a change of the dipole moment of the formaldehyde molecule. The dielectric continuum theory developed here indicates that the solvent reorganization energy for the transition should be a factor of 0.71 smaller in polarizable TIP4P-FQ water than in non-polarizable TIP4P water.

We note from the values in Table I that as the electrostatic moment changes from monopole to dipole, the ratio of reorganization energies in polarizable and non-polarizable solvents becomes closer to 1. For electronic transitions involving higher multipoles, the ratio will become even closer to 1. We assume that the lowest non-vanishing term in the multipole expansion for the electrostatic potential outside the solute will have the dominant effect on determining the reorganization energy. We therefore use the dipole result to analyze formaldehyde solvation.

E. Introducing non-linearity in the solute–solvant coupling

Although the linear coupling model expressed in Eq. 2 should explain most of the solute–solvant interactions, higher order, non-linear effects are also possible. An important source of non-linearity is the difference between the effective radius of the solute in the ground state and the excited state. In a study of the hydration of water, Rick and Berne found that it was necessary to use a charge-dependent radius in a continuum model to obtain good agreement with simulation results.\(^{27}\) Similar non-linear effects due to dielectric saturation and electrostriction were observed in a study of the solvation of spherical cations.\(^{54}\)

In another context, Chandler has shown that the non-linear coupling describing the exclusion of solvent from a spherical solute cavity yields the Percus–Yevick equation if the solvent fluctuations are Gaussian.\(^{55–57}\) Excluding the solvent from the region of space occupied by the solute has the effect of renormalizing the solvent fluctuations (see Eq. 4.1 of Ref. 57):

\[
\chi(r_1, r_2) = \chi_l(r_1, r_2) - \int_{r_{\text{in}}} dr' \chi_b(r_1, r) \chi^{-1}_{\text{int}}(r, r') \chi_b(r', r_2). \tag{23}
\]

In this equation, \( r_1 \) and \( r_2 \) are any two positions in the fluid, the fluctuations in solvent density in the presence of a solute are

\[
\langle \delta \rho(r) \delta \rho(r') \rangle = \chi(r, r'), \tag{24}
\]

the fluctuations in the bulk solvent are \( \chi_b(r, r') \), and \( \chi^{-1}_{\text{int}}(r, r') \) is the functional inverse of \( \chi_b(r, r') \) in the interior volume “in” of the solute. Since both \( \chi \) and \( \chi^{-1}_{\text{int}} \) are by necessity positive definite, the solvent fluctuations in the presence of the solute are strictly less than the fluctuations with no solute, i.e.

\[
\text{Tr}[\chi] - \text{Tr}[\chi_b] = -\text{Tr}[\chi_b \chi^{-1}_{\text{int}}] \leq 0. \tag{25}
\]

The equality holds only if the interior region vanishes and the solute disappears. The renormalization of \( \chi \) is equivalent to modifying the force constants \( \alpha_0 \) and \( \alpha_{\infty} \) in our model, resetting the scales for the fluctuations of the solvent polarization modes.

We proceed by describing a distinct radius for each solute state. For a spherical solute, the cavity radius can be defined from a thermodynamical perspective by using a Born-type formula. For example, for a spherical ion, the radius can be related to the mean potential at the solute due to the solvent, which in turn can be obtained from solute-solvent radial distribution functions.\(^{58}\) A second method re-
lates the radius to the fluctuations in the electric potential at the solute. This method leads to a concise approximation,

\[ 1/R = \int_0^\infty dr \frac{g(r)}{r^2}, \]

where \( R \) is the effective radius and \( g(r) \) is the radial distribution function between a spherical solute and a spherical, dipolar solvent; a similar formula can be obtained for a dipolar solute in a dipolar solvent.

For the non-spherical formaldehyde solute, the cavity radius has been defined here as the first maximum in the radial distribution function \( g(r) \) between the oxygen site of the formaldehyde and the oxygen sites of water molecules. The radial distribution function is defined by

\[ N(r) = 4\pi r^2 \rho g(r) \delta r, \]

where \( \rho \) is the bulk number density of water molecules and \( N(r) \) is the number of oxygen sites in a spherical shell of radius \( r \) and thickness \( \delta r \) centered on the oxygen of formaldehyde. Distributionfunctions from simulations of the ground state and the excited state of formaldehyde in polarizable TIP4P-FQ water are shown in Fig. 3. Correlations for the other solvents are similar and will be reported elsewhere. From these correlations, we find that \( R_1 = 2.65 \ \text{Å} \) and \( R_2 = 3.25 \ \text{Å}. \)

The method we have used to determine \( R_1 \) and \( R_2 \) is certainly not unique. Indeed, it is unclear that a precise value can be assigned to the cavity radius for anything other than a hard sphere solute. Our choice has the virtue of being related directly to the solvation structure. It would not be correct, for instance, to equate the values of \( R_1 \) and \( R_2 \) with the Lennard-Jones radii for the ground and excited states: in our model the Lennard-Jones radii do not change (electrostriction in response to different solute charges causes the change in the cavity radius), nor are Lennard-Jones radii necessarily representative of the excluded volume of the solute.

The fluctuations of \( \varepsilon_0 \) and \( \varepsilon_\infty \), characterized by \( \alpha_0 \) and \( \alpha_\infty \), can be related to the size of the solute cavity. Such a relationship between cavity size and the parameters \( \alpha_0 \) and \( \alpha_\infty \) is provided by Eqs. 7 and 8. We proceed by allowing each solute state to have its own effective radius, and by using these distinct radii to obtain the parameters \( \alpha_0 \) and \( \alpha_\infty \) appropriate for each solute state.

Let \( R_1 \) be the effective radius of the solute in electronic state 1. The corresponding solvent polarizabilities are \( \alpha_0^{(1)} \) and \( \alpha_\infty^{(1)} \). Similarly, the effective cavity radius for solute state 2 is termed \( R_2 \), and the corresponding polarizabilities are \( \alpha_0^{(2)} \) and \( \alpha_\infty^{(2)} \). According to Eq. 10, the solvent polarizabilities for each electronic state can be related very simply to the solute radii:

\[ \alpha_\infty^{(i)} = R_i^{-2(2n-1)} f_n(\varepsilon_\infty), \]

and

\[ \alpha_0^{(i)} = R_i^{-2(2n-1)} [f_n(\varepsilon_0) - f_n(\varepsilon_\infty)], \]

where the function \( f_n(\varepsilon) \) is given in Eq. 9. The exponent \( n = 1 \) for monopole solvation and \( n = 2 \) for dipole solvation. According to these equations, if \( R_2 > R_1 \), then \( \alpha_0^{(2)} < \alpha_0^{(1)} \) and \( \alpha_\infty^{(2)} < \alpha_\infty^{(1)} \). This implies that solvent fluctuations are larger for smaller cavity sizes, in accord with the generic prediction of Eq. 25.

The effective solvent frequencies \( \omega_0 \) and \( \omega_\infty \) can also depend on the cavity size. Thus we introduce the solvent frequencies \( \omega_0^{(1)} \) and \( \omega_\infty^{(1)} \) for first solute electronic state and the frequencies \( \omega_0^{(2)} \) and \( \omega_\infty^{(2)} \) for the second electronic state.

The diabatic Hamiltonians of Eq. 3 are now

\[
H_i=\epsilon_i+\frac{1}{2}\hbar \omega_\infty^{(i)}-\frac{1}{2}\alpha_\infty^{(i)}\mathbf{Q}_i^2+\frac{1}{2}\frac{1}{\alpha_0^{(i)}}\mathbf{P}_i^2-\mathbf{\varepsilon}_0 \cdot \mathbf{Q}_i
\]

\[ +\frac{1}{2}\alpha_0^{(i)}\omega_0^{(i)}\mathbf{P}_i^2 \]

for \( i = 1 \) and 2. Unlike Eq. 3, we have explicitly included the zero-point energy of the mode \( \varepsilon_0 \) as part of the diabatic Hamiltonian \( H_i \). This is because the zero-point energy depends on the solute electronic state—each cavity size defines its own set of solvent normal modes. The free energy of solvation for species \( i \) is
\[ \Delta G_i = \frac{1}{2} \hbar \omega_n^{(i)} - \frac{1}{2} \left[ a_0^{(i)} + a_\infty^{(i)} \right] Q_i^2 \]  

(29)

as calculated from Eq. 4.

The free energy difference \( \Delta G_{21} \) can be calculated from the definition in Eq. 16,

\[ \Delta G_{21} = \frac{1}{2} (\hbar \omega_2^{(2)} - \hbar \omega_1^{(1)}) + k_B T \ln(\omega_2^{(2)}/\omega_1^{(1)}) 
- \frac{1}{2} \left[ (a_0^{(2)} + a_\infty^{(2)}) Q_2^2 - (a_0^{(1)} + a_\infty^{(1)}) Q_1^2 \right] + (E_2 - E_1). \]

(30)

The shift of the frequencies of the solvent modes is a non-linear effect which contributes to the free energy difference \( \Delta G_{21} \).

The vertical excitation energy \( \Delta E_{21} \) can be calculated from Eq. 11. At the moment of the excitation from state 1 to state 2, the solvent cavity is characteristic of electronic state 1. Thus it seems appropriate to use the bath parameters corresponding to state 1 when calculating the excitation energy \( \Delta E_{21} \). The bath parameters only reach the values characteristic of solute state 2 when solvation cage has relaxed, which takes place on the timescale of molecular translation. Note, therefore, that the vertical energy difference is not simply \( H_2 - H_1 \), because \( H_2 \) represents the Hamiltonian for cavity size 2 rather than for cavity size 1. Instead, the vertical energy difference is \( H_1(Q_2) - H_1(Q_1) \), where \( H_1(Q_1) \) is \( H_1 \) as before, and \( H_1(Q_2) \) is \( H_1 \) with \( Q_1 \) replaced with the new charges \( Q_2 \). This time lag in the parameters of the Hamiltonian should be correct because our entire solute–solvent coupling is electrostatic in nature. If we included a parameter in the Hamiltonian to represent non-electrostatic interactions, such as Van der Waals terms dependent on the solute electronic state, then we might expect the parameters representing these interactions to change instantaneously, and the energy difference \( H_2 - H_1 \) might be more appropriate.

Bearing the above discussion in mind, we find that the vertical excitation energy is

\[ \Delta E_{21} = -\frac{1}{2} a_0^{(1)} (Q_2^2 - Q_1^2) + \left( -\langle \mathbf{S}_0 \cdot (Q_2 - Q_1) \rangle \right)_1 + E_2 - E_1 \]

\[ = -\frac{1}{2} a_0^{(1)} (Q_2^2 - Q_1^2) - a_\infty^{(1)} Q_1 \cdot (Q_2 - Q_1) + E_2 - E_1. \]

(31)

The average \( \langle \cdots \rangle \), is defined as

\[ \langle \cdots \rangle = \frac{\text{Tr}_\gamma e^{-\beta H_1} \cdots}{\text{Tr}_\gamma e^{-\beta H_1}} \]  

(32)

for electronic state \( i = 1 \) or 2. Similarly, the vertical energy for the reverse transition is

\[ \Delta E_{12} = -\frac{1}{2} a_\infty^{(2)} (Q_1^2 - Q_2^2) - a_0^{(2)} Q_2 \cdot (Q_1 - Q_2) 
+ E_1 - E_2. \]  

(33)

In Eq. 18, the reorganization energy \( \lambda \) was defined as the energy difference \( \Delta E_{21} - \Delta G_{21} \). Furthermore, \( \lambda \) was also given by the symmetrical difference \( \Delta E_{12} - \Delta G_{12} \). This definition of the reorganization energy produces different values of \( \lambda \) for each transition:

\[ \lambda^{(1)} = \Delta E_{21} - \Delta G_{21} \]

\[ = \frac{1}{2} a_0^{(1)} (Q_1 - Q_2)^2 - \frac{1}{2} (a_0^{(1)} - a_\infty^{(1)} Q_1^2) Q_2^2 
+ \frac{1}{2} (\hbar \omega_1^{(1)} - \hbar \omega_\infty^{(1)}) + k_B T \ln(\omega_1^{(1)}/\omega_\infty^{(1)}); \]

\[ \lambda^{(2)} = \Delta E_{12} - \Delta G_{12} \]

\[ = \frac{1}{2} a_0^{(2)} (Q_1 - Q_2)^2 - \frac{1}{2} (a_0^{(2)} - a_\infty^{(2)} - a_\infty^{(1)} a_\infty^{(1)} Q_1^2 
+ \frac{1}{2} (\hbar \omega_2^{(2)} - \hbar \omega_\infty^{(2)}) + k_B T \ln(\omega_2^{(2)}/\omega_\infty^{(2)}). \]  

(34)

The absorption line shape, \( P_{2\rightarrow 1}(E) \), and the fluorescence line shape, \( P_{1\rightarrow 2}(E) \), have different widths. Each line shape remains a Gaussian, however:

\[ P_{2\rightarrow 1}(E) = [2 \pi k_B T a_0^{(1)} (Q_2 - Q_1)^2]^{-1/2} \times \exp\left[ -(E - \Delta E_{21})^2/2 k_B T a_0^{(1)} (Q_2 - Q_1)^2 \right]; \]

\[ P_{1\rightarrow 2}(E) = [2 \pi k_B T a_0^{(2)} (Q_2 - Q_1)^2]^{-1/2} \times \exp\left[ -(E - \Delta E_{12})^2/2 k_B T a_0^{(2)} (Q_2 - Q_1)^2 \right]. \]

Thus, the widths of the absorption and fluorescence lines, which we define as \( \sigma_0^{(1)} \) and \( \sigma_0^{(2)} \), are given from the spectral line shapes as

\[ \sigma_0^{(1)} = \sqrt{k_B T a_0^{(1)}} |Q_2 - Q_1|; \]  

(35a)

\[ \sigma_0^{(2)} = \sqrt{k_B T a_0^{(2)}} |Q_2 - Q_1|. \]  

(35b)

These equations, simply the generalization of Eq. 13 to different size cavities, indicate that the relative width of the fluorescence spectrum to the absorption spectrum should be \( \sqrt{\sigma_0^{(2)}/\sigma_0^{(1)}} \). Thus, a change in relative widths of the fluorescence and absorption line shapes signals a non-linear coupling between the solute and solvent.

A symmetrized form of \( \lambda \), which we term \( \lambda_+ \), can be defined:

\[ \lambda_+ = \frac{1}{2} (\Delta E_{12} + \Delta E_{21}) \]

\[ = \frac{1}{2} (\lambda^{(1)} + \lambda^{(2)}) \]

\[ = \frac{1}{4} (a_0^{(1)} + a_0^{(2)}) (Q_1 - Q_2)^2 + \frac{1}{4} (a_{\infty}^{(1)} a_{\infty}^{(2)}) (Q_1^2 - Q_2^2). \]  

(36)

The definition of \( \lambda_+ \) corresponds to the operational definition we used to extract reorganization energies from our computer simulations.
Now we concentrate on the quantity $\lambda_+$. We imagine two solvents, one polarizable, i.e. $\alpha_\infty$ is non-zero, and the other non-polarizable in the sense that $\alpha'_\infty$ for that solvent is zero. (Quantities corresponding to the non-polarizable solvent are primed $'$ and quantities corresponding to the polarizable solvent are unprimed.) We assume that the two solvents have the same total polarizability, $\alpha_0 + \alpha_\infty = \alpha'_0 + \alpha'_\infty$. We wish to calculate the ratio $\lambda_+ / \lambda'_+$. To simplify our evaluation of this ratio, we write $\lambda_+ = A + B$ and $\lambda'_+ = A' + B'$, where

$$ A = \frac{1}{4} (\alpha_0^{(1)} + \alpha_0^{(2)}) (Q_1 - Q_2)^2, $$

$$ A' = \frac{1}{4} (\alpha_0^{(1)'} + \alpha_0^{(2)'})(Q_1 - Q_2)^2, $$

and

$$ B = \frac{1}{4} (\alpha_{tot}^{(1)} - \alpha_{tot}^{(2)})(Q_1^2 - Q_2^2), $$

$$ B' = \frac{1}{4} (\alpha_{tot}^{(1)'} - \alpha_{tot}^{(2)'}) (Q_1^2 - Q_2^2). $$

In these equations, $\alpha_0^{(i)} = \alpha_0^{(i)'}$ for $i = 1$ and 2, and likewise $\alpha_{tot}^{(i)'} = \alpha_{tot}^{(i)} + \alpha'_\infty$. Furthermore, our assumption that the two solvents have the same total polarizability implies that $B' = B$. We find that

$$ \frac{\lambda_+}{\lambda'_+} = \frac{\rho_+ [1 - f_n(\epsilon_\infty)](Q_1 - Q_2)^2 + \rho_- (Q_1 + Q_2)}{\rho_+ (Q_1 - Q_2) + \rho_- (Q_1 + Q_2)}, $$

(37)

where $\rho_+ = R_1^{-(2n-1)} + R_2^{-(2n-1)}$, and $n = 1$ for monopole solvation and 2 for dipole solvation.

First we note that if there is no change in the cavity radius, then $\rho_- = 0$ and $\lambda_+ / \lambda'_+ = 1 - f_n(\epsilon_\infty)/f_n(\epsilon_0)$. The polarizable TIP4P-FQ model of water has $\epsilon_0 = 80$ and $\epsilon_\infty = 1.592$, implying for dipole solvation that $f_2(\epsilon_0) = 0.98$ and $f_2(\epsilon_\infty) = 0.28$. As before, the ratio $\lambda_+ / \lambda'_+ = 0.71$.

Using $R_1 = 2.65$ Å and $R_2 = 3.25$ Å, as well as the parameters $Q_1 = 3.97$ D and $Q_2 = 2.49$ D consistent with the simulations, we find that $\lambda_+ / \lambda'_+$ changes from 0.71 to 0.86. We see that the non-linear effects due to changes in the cavity size of the solute molecule reduce the differences between the reorganization energy measured in a polarizable versus a non-polarizable solvent.

It is also possible to define a quantity similar to $\Delta G_{21}$ which we term $\lambda_-$:

$$ \lambda_- = \frac{1}{2} (\Delta E_{21} - \Delta E_{12}) $$

$$ = \frac{1}{4} (\alpha_{tot}^{(1)} + \alpha_{tot}^{(2)})(Q_1^2 - Q_2^2) + \frac{1}{4} (\alpha_{tot}^{(1)} - \alpha_{tot}^{(2)})(Q_1 - Q_2)^2. $$

(38)

The quantity $\lambda_-$ corresponds to our operational definition for obtaining $\Delta G_{21}$ from simulation results. We now investigate the extent to which changes in the cavity size affect the value of $\Delta G_{21}$ measured in polarizable versus non-polarizable solvents.

### III. MODEL

#### A. Water

Four treatments of water were used in simulations. The parameters for the water models are presented in Table II. The first model, TIP4P, is a standard non-polarizable model for water. It has a static dipole moment of 2.18 D and a dielectric constant of 53 ± 2. This model has charge interactions on the hydrogen sites and on a site known as the M site displaced 0.15 Å from the oxygen site. There is also a Lennard-Jones interaction between oxygen sites.

The polarizable model we use is the fluctuating charge model, TIP4P-FQ. This model shares the rigid geometry of the TIP4P model. Instead of having fixed charges, however,
the charges on the FQ molecule are allowed to redistribute in response to the local electrostatic environment. Thus an isolated FQ water molecule has a dipole moment of 1.85 D, characteristic of the gas phase, while in the bulk the molecules polarize each other and the mean dipole moment increases to 2.625 D. The parameters for the Lennard-Jones interactions for the FQ model differ slightly from the parameters for TIP4P water. The FQ model has a dielectric constant of 79 ± 8.39

The MQ model is a non-polarizable model identical to the FQ model, except that the charges on the interaction sites are held fixed. The charges were obtained by requiring the permanent dipole moment on an MQ water molecule to be the same as the mean dipole moment on an FQ water molecule in bulk water, \( \langle \mu \rangle = 2.625 \text{ D} \). This corresponds to a hydrogen charge of 0.627/e. Another method for obtaining a fixed-charge analog for the FQ model is to choose fixed charges to yield the same permanent dipole as the mean dipole along the \( C_{2V} \) axis of a bulk FQ water. \( \langle \mu \rangle = 2.59 \text{ D} \). However, the difference between this method and the method we used is very small and changes the charges by only about 1%.

Differences between the FQ and MQ models can arise from at least two sources: 1) the FQ and MQ models can produce different solvent configurations; 2) for the same solvent configuration, the FQ and MQ models can produce different results because the FQ solvent is polarizable and the MQ solvent is non-polarizable. In order to discriminate between these two possible sources of differences, we performed simulations with a hybrid solvent we termed FQ/MQ. For this solvent, the solvent configurations are taken from a simulation employing FQ water, i.e., the configurations are consistent with a polarizable model for water. However, the fixed MQ charges are employed when absorption and fluorescence energies are calculated. Thus, differences between the FQ and FQ/MQ models are due solely to the effects of polarizability because the solvent structures for the two models are identical.

### B. Formaldehyde

We have based our model for formaldehyde on a model developed by Levy and coworkers.41–43 The fixed geometry has \( R_{CO}=1.184 \text{ Å}, R_{CH}=1.093 \text{ Å}, \) and \( \angle \text{HCH}=115.5^\circ \). The Lennard-Jones parameters for formaldehyde, which we have adopted from Ref. 43, are listed in Table III. These parameters are standard literature values.62 Identical Lennard-Jones parameters were used for the ground and excited states of formaldehyde. Combining rules were used to obtain the Lennard-Jones interactions between the formaldehydes and the oxygen site on water: \( \sigma = (\sigma_1 + \sigma_2)/2 \) and \( \epsilon = \sqrt{\epsilon_1 \epsilon_2} \). Because the Lennard-Jones parameters for TIP4P water differ from the parameters for FQ (and MQ) water, the Lennard-Jones interactions between a TIP4P water and formaldehyde differ from the interactions between an FQ water and formaldehyde. It might have been more appropriate to use the same Lennard-Jones interactions rather than to use combining rules. Previous studies of hydrophobic hydration of methane in polarizable and non-polarizable water have shown that the difference in Lennard-Jones interactions can have a significant effect.38,63 These effects due to Lennard-Jones interactions, observed in the solvation of non-polar, hydrophobic molecules such as methane, might not be as significant in solvation of a polar molecule like formaldehyde.

We employed a charges set introduced by Levy and coworkers.41 These charges produce a ground state dipole of 3.97 D and an excited state of 2.49 D. The charges, listed in Table IV, are much too large for a realistic model of formaldehyde. The gas phase dipole moments are known from experiment to be 2.3 D (Refs. 64, 65) and 1.57 D.66,67 As we discuss elsewhere, \( ab \text{ initio} \) calculations suggest that the ground and excited state dipole moments of formaldehyde in water are enhanced to 2.91 D and 1.88 D.29 When this set of \( ab \text{ initio} \) charges is used,29 or when \( ab \text{ initio} \) methods are used to calculate the transition energy directly,41 the agreement with the experimental absorption spectrum is quite good.

### C. Simulation method

We performed simulations to probe the solvent-induced frequency shift of the electronic transition between the formaldehyde ground state and the formaldehyde excited state. The system simulated consisted of a periodically replicated box 18.6 Å on a side containing 209 water molecules and a single formaldehyde molecule. A timestep of 1 fs was used, and the solvent and solute molecules were kept rigid using the algorithm RATTLE.68–70 Ewald sums were used to evaluate the electrostatic interactions. We have checked for finite size effects by measuring the contribution of solvent molecules to the vertical transition energy for the formaldehyde solute as a function of the distance between the solute and solvent molecules. We find that water molecules beyond 7.5 Å make virtually no contribution to the energy of the vertical transition, indicating that our results are converged with respect to system size.

In the simulations employing the non-polarizable TIP4P and MQ models of liquid water, the solvent shift for the
The electronic transition was calculated as follows. The electrostatic interactions between the solvent molecules and the ground and excited states of the solute are

\[ V_0 = V_{\text{LJ}} + V_{\text{WW}} + \sum_\alpha Q_\alpha^0 \sum_i Q_i^0 / |R_\alpha - R_i|. \tag{40a} \]

\[ V^* = V_{\text{LJ}} + V_{\text{WW}} + \sum_\alpha Q_\alpha^* \sum_i Q_i^* / |R_\alpha - R_i|. \tag{40b} \]

The term \( V_{\text{LJ}} \) contains the solute–solvent and solvent–solvent Lennard-Jones interactions, and the term \( V_{\text{WW}} \) contains the electrostatic interactions between different water molecules. The index \( \alpha \) runs over the formaldehyde sites, \( Q_\alpha^0 \) is the ground state charge for site \( \alpha \), and \( Q_\alpha^* \) is the excited state charge. The index \( i \) runs over charge sites on all of the water molecules. The difference in energy for the vertical transition is \( V^* - V_0 \). Both \( V_{\text{LJ}} \) and \( V_{\text{WW}} \) are unchanged during the transition and drop out of \( V^* - V_0 \).

The solvent shift for the electronic transition in the polarizable FQ solvent is slightly more complicated to calculate. The part of the potential energy due to charge interactions between water molecules is different for each of the electronic states of the solute because the ground and excited state solute charge distributions induce different charges on the polarizable solvent molecules. The ground state and excited state energies are

\[ V_0 = V_{\text{LJ}} + V_{\text{pol}} + V_{\text{WW}} + \sum_\alpha Q_\alpha^0 \sum_i Q_i^0 / |R_\alpha - R_i|. \tag{41a} \]

\[ V^* = V_{\text{LJ}} + V_{\text{pol}} + V_{\text{WW}} + \sum_\alpha Q_\alpha^* \sum_i Q_i^* / |R_\alpha - R_i|. \tag{40b} \]

where \( \{Q_i^0\} \) are the water charges in the ground state and \( \{Q_i^*\} \) are the water charges in the excited state. The polarization self-energy for the ground state charges is \( V_{\text{pol}}^0 \), and the polarization self-energy for the excited state charges is \( V_{\text{pol}}^* \). The water–water interactions in \( V_{\text{WW}}^0 \) are determined using the set of charges \( \{Q_i^0\} \), and the water–water interactions in \( V_{\text{WW}}^* \) are determined using the set of charges \( \{Q_i^*\} \). Thus, in addition to the direct solute–solvent interactions, the energy differences \( V_{\text{pol}}^* - V_{\text{pol}}^0 \) and \( V_{\text{WWW}}^* - V_{\text{WWW}}^0 \) also contribute to the vertical energy difference \( V^* - V_0 \) for a polarizable solvent. The Lennard-Jones interactions \( V_{\text{LJ}} \) are the same for each state and do not contribute to the energy difference.

We focus attention now on differences between the energy gap \( \Delta E_{21} \) measured in a non-polarizable solvent (such as TIP4P or MQ) and in a polarizable solvent (such as FQ). One source contributing to differences is that the solvation structures generated using a polarizable solvent model might differ from those generated using a non-polarizable solvent.

As we mentioned in Sec. III A, a second source of differences between the results for polarizable and non-polarizable solvent models is that the charges induced on a polarizable solvent molecule by the formaldehyde solute will deviate from the charges induced on a water molecule in the bulk. To reiterate, we focused on this second contribution to differences by performing a set of simulations which we have termed FQ/MQ. In this set of simulations, we obtained fixed molecular configurations using the polarizable FQ water model. To calculate the energy gap, however, we replaced the polarizable FQ charges with the fixed MQ charges and then used Eq. 40. In this respect we can discriminate to changes to the solvation energy due solely to the induced charges and changes due to differences in the solvation structure itself.

When performing the simulations for each of the charge sets and each of the solvents, we used at least 40 ps. Data collection lasted 100 ps.

The simulations were all performed on a 16 node partition of a CM5 from Thinking Machines Corporation. For a system consisting of 216 water molecules, each simulation step took approximately 0.3 CPU seconds. When the formaldehyde molecule was added, the CPU time per step increased to 0.5 CPU seconds. The marked increase in computer time is a consequence of the parallel nature of the molecular dynamics algorithm we employed and the architecture of the CM5. Much of the increase in the time per step reflects overhead required for the calculation of solute–solvent interactions. This overhead should be almost independent of the number of solute molecules. Therefore, we suspect that the CPU time per step would remain close to 0.5 seconds even if we added many more solute molecules.

In comparing the CM5 timings to timings on other computers, it is important to note that our implementation for a single solute molecule has not been optimized for the parallel architecture. The simulation of pure solvent, which requires 0.3 CPU seconds per step, has been optimized. On an IBM 370, a single step of molecular dynamics for 216 TIP4P-FQ water molecules requires 1.5 CPU seconds. This comparison for our code indicates that a 16 node partition of a CM5 is equivalent to 5 IBM 370’s.

IV. RESULTS AND DISCUSSION

Below, we present results for the absorption and fluorescence maxima, the widths of the spectral peaks, and the free energies and reorganization energies for the two electronic states of formaldehyde in the simulations. The gas-phase contributions \( E_1 \) and \( E_2 \) have been removed from the energies in order to focus entirely on solvent contributions.

A. Absorption line shapes

Absorption line shapes for the transition from the solute ground state to excited state are shown in Fig. 4. It is important to remember that, for a polarizable solvent, the solvent shift consists of a part due to the direct water–formaldehyde interactions and a part due to the change in water–water interactions which represents a many-body polarization energy. The water–water interactions are included when the total shift is calculated. Results are presented for four solvents: polarizable FQ (solid lines); non-polarizable FQ/MQ (dashed lines); and non-polarizable TIP4P (dotted lines). These lineshapes represents the solvent shift from the gas phase formaldehyde.
All of the solvent models produce a similar absorption band with a maximum close to 10 kcal/mol (0.43 eV or 3500 cm\(^{-1}\)) and a root mean square width of 2 kcal/mol (0.087 eV or 700 cm\(^{-1}\)).

The non-polarizable FQ/MQ and MQ solvents have peaks which are at slightly higher energies than the polarizable FQ solvent, 10.6–10.7 kcal/mol versus 10.3 kcal/mol. The widths of the peaks are also slightly larger for the non-polarizable solvents, 2.1–2.2 kcal/mol for FQ/MQ and MQ versus 2.0 kcal/mol for FQ. These differences are consistent in general with the dielectric continuum theory. The peak for the TIP4P simulation is at 10.3 kcal/mol, and the width is 1.9 kcal/mol. Thus, there is general agreement between the results from simulations employing quite different models for water.

**B. Fluorescence shifts**

The fluorescence shifts for vertical transitions returning to the ground state surface from the excited state surface are shown in Fig. 4. Results are shown for four solvent models: FQ (solid lines); FQ/MQ (dot-dash); MQ (dashed); and TIP4P (dotted). The fluorescence energy is defined as \(E^* - E_0\), where \(E^*\) is the energy on the initial (excited state) surface and \(E_0\) is the energy on the final (ground state) surface following the vertical transition. The peaks for the polarizable FQ and non-polarizable FQ/MQ and MQ solvent models are all very close, roughly 4.3 kcal/mol (−0.19 eV or −1500 cm\(^{-1}\)). The peak for the TIP4P solvent is at −4.7 kcal/mol, slightly shifted from the other simulations.

The fluorescence shifts are smaller than the absorption shifts because the water molecules are less ordered around the less polar excited state solutes. The widths of the fluorescence peaks are smaller than the widths of the absorption peaks by about 0.3 kcal/mol. The only exception is the width of the peak for TIP4P water, which is only 0.1 kcal/mol smaller than the width of the absorption line. In comparison, the experimental line width is close to 4400 cm\(^{-1}\) or 12–13 kcal/mol, although *ab initio* studies indicate that much of the broadening is due intramolecular distortion of the solute and the solvent contribution is only 1100 cm\(^{-1}\) or about 3 kcal/mol.\(^{41}\)

As we will discuss below, the width of the peaks are related to the reorganization energy. A difference between the absorption and fluorescence peak widths indicates that a single reorganization energy cannot characterize the solvent response, and the free energy surfaces have different curvatures. Based on Sec. II E, this difference can be related to the difference in the effective radius of the solvent cavity for the ground state and the excited state solute. We can use Eq. 35 to predict that the ratio of the width of the fluorescence spectrum to the width of the absorption spectrum should scale as \(R_1/R_2\). In our case, with \(R_1 = 2.65\) Å and \(R_2 = 3.25\) Å, this ratio of widths is predicted to be 0.74. The ratio from the simulations is 0.8 for the FQ solvent, 0.86 for the FQ/MQ and MQ solvents, and 0.95 for the TIP4P solvent.

The line shape for the fluorescence is asymmetric with a skew toward solvent shifts which are more negative and larger in magnitude. The statistical uncertainties in the fluorescence spectra are indicated by the noise in Fig. 4. It is evident from the figure that the absolute error is relatively constant over the entire range of the spectra, and is quite small relative to the spectral widths. Thus the widths and centers of the spectra are known quite accurately, and the skew is indeed statistically significant. (If we were to compute the free energy surface near the wings, which requires taking the logarithm of the absorption spectra, the absolute error in the free energy would be proportional to the relative error of the absorption spectra. The relative error of an absorption spectrum is quite large at the wings, and umbrella sampling is required to obtain good statistics for the free energy.\(^{71}\))

We attribute the skew in the spectral lines to interactions with water molecules that are very close to the formaldehyde. Occasionally, a water molecule will be very close to the formaldehyde molecule during the electronic transition and there will be a large contribution to the solvent shift. These infrequent conformations produce the skew in the line shape. The skew in the fluorescence spectra is larger than the skew in the absorption spectra. Presumably, the absorption line shape is more symmetric because, by the central limit theorem, independent contributions from many solvent molecules add to form a Gaussian line. In the fluorescence spectra, contributions from only a few water molecules are domi-
We report in Table V the results for the calculations of $\sigma_0$, $\Delta E_{21}$, $\Delta E_{12}$, $\Delta G_{21}$, and $\lambda$ for the four solvent models we have considered: FQ, FQ/MQ, MQ, and TIP4P. The reorganization energy $\lambda$ is calculated in three different ways: first from the average of $\Delta E_{12}$ and $\Delta E_{21}$, and again from the widths $\sigma_0^{(1)}$ and $\sigma_0^{(2)}$ of the absorption and fluorescence lines. We first describe the simulation results, starting with the solvent shift for the electronic transition from ground state to excited state, $\Delta E_{21}$. The experimental shift for formaldehyde in water has not been measured because of oligomer formation. The experimental value for the shift for acetone in water is 1900 cm$^{-1}$, or 5.4 kcal/mol. We find a solvent shift of about 10 kcal/mol from simulation. This agrees very well with the previous simulation results of Levy and coworkers, but is almost twice as large as the shift measured experimentally for acetone. As mentioned in Sec. III B, the transition energy is too large because the solute charges are unrealistically large. When the charges are fit by electrostatic fitting one finds charges that give much better agreement with experiment.

The solvent shift in the excited state fluorescence line, $\Delta E_{12}$, is generally smaller in magnitude than the shift in the absorption line. This is because the excited state is less polar than the ground state and there is less order in the solvent. We also note that in the simulations there is little difference between the value of $\Delta E_{12}$ in the polarizable FQ solvent and the value of $\Delta E_{12}$ in the non-polarizable solvents. Also, little difference is seen in the values of $\Delta E_{21}$ in the polarizable and non-polarizable solvents. Furthermore, the values calculated for the solvation energy difference $\Delta G_{21}$ and the reorganization energy $\lambda$ (being related to sums and differences of $\Delta E_{12}$ and $\Delta E_{21}$) are nearly identical for the two solvents.

As expected, the equilibrium solvation free energy differences $\Delta G_{21}$ are similar for polarizable and non-polarizable solvents: $\Delta G_{21}$ depends only on the static dielectric constant, and the static dielectric constants of all the water models are similar. Furthermore, the change in the cavity size does not greatly affect $\Delta G_{21}$.

It is surprising, however, that the values obtained for $\lambda$ from the definition $\lambda = (\Delta E_{12} + \Delta E_{21})/2$ are similar for polarizable and non-polarizable solvent. For the FQ model, $\lambda = 3.0$ kcal/mol, and for the MQ and FQ/MQ models, $\lambda = 3.2$ kcal/mol. The high-frequency optical dielectric constants are different for the polarizable and non-polarizable models. Since the reorganization energy $\lambda$ should depend on both the static and the optical dielectric constants, we would have expected that the reorganization energy $\lambda$ was different in the different solvents. We see from Table I that the difference, expressed as the ratio $\lambda^{(\text{pol})}/\lambda^{(\text{non-pol})}$, should be a factor of 0.71 for FQ relative to MQ water. Accounting for changes in the size of the solute cavity yields a ratio of 0.86, as discussed in Sec. II E. Using the values $\lambda^{(\text{pol})} = 3.0 \pm 0.1$ kcal/mol and $\lambda^{(\text{non-pol})} = 3.2 \pm 0.1$ kcal/mol from the simulations, we obtain a ratio of 0.94 ± 0.05. The theoretical prediction lies just outside the one standard deviation error bounds of the simulation results.

We note finally that there is a self-consistency check to perform involving the reorganization energy $\lambda$ and the linewidth $\sigma_0$, namely that $\lambda$ can be obtained from the peak width $\sigma_0$ as $\sigma_0^{2}/2k_BT$. We have used the absorption linewidth $\sigma_0^{(1)}$ and the fluorescence linewidth $\sigma_0^{(2)}$ to compute values for $\lambda$. These values are also shown in Table V. The reorganization energies obtained from the linewidths bracket the values of $\lambda$ calculated from $(\Delta E_{12} + \Delta E_{21})/2$, indicating that the peak widths are indeed consistent with the reorganization energy.

The peak widths for the TIP4P model are consistently smaller than the widths for the other non-polarizable models. This indicates that solvent fluctuations are smaller for TIP4P than for the other models and is consistent with TIP4P having the smallest dielectric constant of all the models.

Finally, we have used the simulation results for the non-polarizable FQ/MQ and MQ models to predict the absorption and fluorescence line shapes for the FQ solvent. The predicted lines are determined by four parameters: the peak centers $\Delta E_{21}$ and $\Delta E_{12}$ and the peak widths $\sigma_0^{(1)}$ and $\sigma_0^{(2)}$. We have obtained these parameters from the non-polarizable simulations as follows. We start with $\Delta G_{21} = 7.4$ kcal/mol and $\lambda = 3.2$ kcal/mol from the simulations with non-polarizable solvent. The free energy difference $\Delta G_{21}$ is used without any change, but $\lambda$ is rescaled by the factor 0.86 derived in Sec. II E to subtract the contribution of the electronic polarization modes. The rescaled value of $\lambda$ is 2.75 kcal/mol. The absorption peak center $\Delta E_{21}$ is $\lambda + \Delta G_{21}$, and the fluorescence peak center $\Delta E_{12}$ is $\lambda - \Delta G_{12}$. The widths of the spectral lines are determined from $\lambda$. We now describe four methods of estimating these widths.

The first method is appropriate when the solute cavity does not change its size, implying that the absorption and fluorescence lines have identical widths. In this case,

$$\sigma_0^{(1)} = \sigma_0^{(2)} = \sqrt{2k_BT\lambda}.$$  \hspace{1cm} (42)
This method yields linewidths of 1.8 kcal/mol based on \( \lambda = 2.75 \) kcal/mol. The widths from this method are very close to the widths seen in the simulation.

In the second method, we account for the difference in the cavity sizes of the ground state and excited state by assuming \( \sigma_0^{(2)}/\sigma_0^{(1)} = (R_1/R_2)^{3/2} \). (See Sec. II E for the reasoning behind this choice.) We rewrite Eq. 36 as

\[
\lambda = \left[ (\sigma_0^{(1)})^2 + (\sigma_0^{(2)})^2 \right]/4k_B T + \frac{1}{4} (\sigma_0^{(1)})^2 (Q_1^2 - Q_2^2).
\]

(43)

If the total polarizabilities \( \sigma_0^{(1)} \) and \( \sigma_0^{(2)} \) are similar, the second term on the right-hand-side of this equation can be ignored. In this case, we find that

Using the same values for \( f_n(\epsilon_0) \) and \( f_n(\epsilon_\omega) \) as in Sec. II E, we find that the widths are \( \sigma_0^{(1)} = 1.2 \) kcal/mol and \( \sigma_0^{(2)} = 0.9 \) kcal/mol, much narrower than the widths observed in the simulations.

The term in Eq. 43 involving the total polarization can be included by relating its value to that of \( \Delta G_{21} \). We rewrite Eq. 38 as

\[
\Delta G_{21} = \frac{1}{4k_B T} \left[ (\sigma_0^{(1)})^2 - (\sigma_0^{(2)})^2 \right] + \frac{1}{4k_B T} [(\sigma_0^{(1)})^2 + (\sigma_0^{(2)})^2]
\]

\[
+ \frac{f_n(\epsilon_0)}{f_n(\epsilon_0) - f_n(\epsilon_\omega)} \frac{Q_1 + Q_2}{Q_1 - Q_2}.
\]

(46)

We have used Eq. 10 to relate \( \alpha_0 \) to \( \alpha_0^{(1)} \), and Eq. 34 to relate \( \alpha_0 \) to the cavity sizes. After a little algebra, we find

\[
\sigma_0^{(1)} = \sqrt{2k_B T(\lambda + \Delta G_{21})} \left[ 1 + \frac{f_n(\epsilon_0)}{f_n(\epsilon_0) - f_n(\epsilon_\omega)} \frac{Q_1 + Q_2}{Q_1 - Q_2} \right],
\]

\[
\sigma_0^{(2)} = \sqrt{2k_B T(\lambda - \Delta G_{21})} \left[ 1 - \frac{f_n(\epsilon_0)}{f_n(\epsilon_0) - f_n(\epsilon_\omega)} \frac{Q_1 + Q_2}{Q_1 - Q_2} \right].
\]

(47a)

(47b)

We find, however, that the non-linear corrections needed to obtain good results for reorganization energies have an agreement with the simulation results is very good. We note, however, that the above treatment is inconsistent because of the term in Eq. 43 that was ignored. We can include the term in Eq. 43 which involves the total polarizability \( \sigma_0 \) by using the relationship from Eq. 10 that \( \sigma_0 = f_n(\epsilon_0)/f_n(\epsilon_0) - f_n(\epsilon_\omega) \), and again assuming \( \sigma_0^{(2)}/\sigma_0^{(1)} = (R_1/R_2)^{3/2} \). A bit of algebra yields

\[
\sigma_0^{(1)} = \sqrt{4k_B T \lambda / \left[ 1 + (R_1/R_2)^3 \right]},
\]

(44a)

and

\[
\sigma_0^{(2)} = \sqrt{4k_B T \lambda / \left[ 1 + (R_2/R_1)^3 \right]}.
\]

(44b)

This method predicts the widths \( \sigma_0^{(1)} = 2.05 \) kcal/mol and \( \sigma_0^{(2)} = 1.5 \) kcal/mol, which we used in constructing Fig. 4. The agreement with the simulation results is very good.

In this paper we have explored the implications of a simple linear response, dielectric continuum for the dependence of absorption and fluorescence spectra on the polarization of the solvent. The theoretical predictions have been tested using simulations of two electronic states of formaldehyde in polarizable and non-polarizable water. An important parameter describing the solvation is the reorganization energy, which measures the difference in the solvation of the two solute states. In the simulations, we found that the ratio of reorganization energies in polarizable versus non-polarizable solvents was 0.94±0.05. The theoretical prediction, based on the assumption of a common cavity size for the ground and excited states of formaldehyde, is a ratio of 0.71.

We have reformulated the theory to allow for changes in the effective solute radius. When this is done, and the cavity radii are obtained from the solvation structure in the simulation, the theoretical prediction for the ratio of reorganization energies is 0.86, much closer to the simulation results. We are confident that even better agreement would be obtained if we extended our theory to include a coupling between the solvent and the quadrupole moment of the solute and used realistic nonspherical cavity geometries. This is because the difference between reorganization energies in polarizable and non-polarizable solvents becomes less pronounced as interactions with higher order multipoles are considered.

We find, however, that the non-linear corrections needed to obtain good results for reorganization energies have an
undesired effect on the linewidths predicted for the absorption and fluorescence spectra. The lines turn out to be far narrower than seen in the simulations, indicating that the dielectric continuum theory underestimates the solvent fluctuations. Therefore, it does not seem possible for a single, self-consistent dielectric continuum theory to describe properly all aspects of solvation.

Our work has a clear implication for simulation studies of related processes, such as charge transfer reactions, in non-polarizable solvents. In a charge transfer reaction, the activation energy is given in the Marcus picture by \( E_{act} = (\Delta G + \lambda)^2 / 4 \lambda \), where \( \Delta G \) is the free energy difference between reactant and product and \( \lambda \) is the reorganization energy for the reaction. It seems clear that if \( \lambda \) is measured in a simulation using a non-polarizable solvent, then it must be reduced by some scaling factor to account for the implicit (and incorrect) contributions from high-frequency electronic polarization modes. Such a rescaling has been attempted, for instance, in a recent large-scale simulation study of the photosynthetic reaction center. Our work indicates, however, that the exact value of the scaling factor might be quite difficult to estimate.

In contrast to predictions for the reorganization energy, which required different cavity sizes for the two solute electronic states, our results indicate that predictions for solvation free energies can be accurate with just a single cavity radius. This is an interesting point because the Poisson and Poisson–Boltzmann equations, which are mathematical formulations of dielectric continuum theory, are often used to mimic the effects of a real, molecular solvent. The continuum solvent in these applications is parameterized by a dielectric constant and the solute is represented as a charge distribution inside an excluded volume. Our results indicate that a parameterization based solely on equilibrium properties might fail when predicting properties such as reorganization energies. Furthermore, our results seems to indicate that it might be essential to allow the cavity describing a solute to depend on the charge distribution inside, resulting in a type of non-linear coupling between solute and solvent.

In a forthcoming work, we describe the results of just such a study using PBF, a program which provides a numerical solution for the Poisson–Boltzmann equation. The program was specially modified to allow the calculation of absorption and fluorescence peaks for a polarizable continuum solvent with the dielectric properties of TIP4P-FQ \( (\varepsilon_0 = 80, \varepsilon_s = 1.592) \). The simulation results described in this paper serve as a basis for judging the performance of the dielectric continuum solvent model. We found that PBF provided very good results for free energy differences, but the non-equilibrium reorganization energies did not agree with the simulation results.

It is interesting to note that there exists a continuum solvent model which in fact includes just this type of non-linear coupling between solute and solvent, namely the RISM model with HNC closure which bears a strong resemblance to the Gaussian field theory described in Sec. II E. In the RISM/HNC method, the solute/solvent distance correlations depend self-consistently on the interaction potential. Thus RISM/HNC predictions automatically include non-linear effects due to cavity size changes. Although the RISM/HNC equations can be difficult to solve, these integral equation methods have been applied in the context of charge transfer reactions. A promising avenue is explored in Ref. 77, in which the full three dimensional geometry of the solute is maintained during the solution of the HNC equations (albeit with a fixed solute–solvent direct correlation function).

Finally, we note that the polarizability of the solute itself can also be important in understanding the energetics of solvation, as well as the dynamics. The fluctuating charge method used here to simulation polarizable water is very well suited for simulation studies of polar molecules and ions in solution. Treatments of solute polarizability based on dielectric continuum theories are also possible.
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APPENDIX: COUPLING \( \varepsilon_0 \) TO \( \varepsilon_\infty \)

The terms \( \varepsilon_0 \) and \( \varepsilon_\infty \) in Eq. 1 represent solvent polarization arising from slow modes and fast modes. In a phenomenological model of the solvent polarization, these modes are coupled and a term \(-k\varepsilon_0 \varepsilon_\infty \) is included in \( H_B \). In this Appendix, we show that the coupling serves only to redefine certain terms in the diabatic Hamiltonians of Eq. 3. Thus, including the coupling term does not alter any of our subsequent analysis.

Our starting point is the diabatic Hamiltonian for solute electronic state \( Q_i \) where \( i = 1 \) or 2:

\[
H_i = E_i - (\varepsilon_i + \varepsilon_\infty) Q_i + \frac{1}{2} a_0 \varepsilon_i^2 + \frac{1}{2} a_0 \omega_0^2 P_i^2 + k \varepsilon_i \varepsilon_\infty + \frac{1}{2} a_\varepsilon \omega_\varepsilon^2 \Pi_i^2 - \frac{1}{\hbar} \omega_\varepsilon. \tag{A1}
\]

Since \( \omega_\varepsilon \gg \omega_0 \), we can perform a Born–Oppenheimer separation. We assume that the mode \( \varepsilon_\infty \) remains in its ground state. The diabatic Hamiltonian for the mode \( \varepsilon_0 \) is

\[
H_i = E_i - (1 + a_\varepsilon k) \varepsilon_0 Q_i - \frac{1}{2} a_\varepsilon Q_i^2 + \frac{1}{2} a_0 \omega_0^2 P_i^2, \tag{A2}
\]

Now we make the substitutions \((1 + a_\varepsilon k)\varepsilon_0 \rightarrow \varepsilon'_0 \) and \( a_0(1 + a_\varepsilon k^2)/(1 - a_0 a_\varepsilon k^2) \rightarrow \alpha_0^\prime \). The new momentum \( P_i^\prime \) is \( \partial H/\partial \varepsilon'_0 = P_i^\prime/(1 + a_\varepsilon k) \). The frequency is also rescaled, \( \omega_0^\prime(1 - a_0 a_\varepsilon k^2) \rightarrow \omega_0^2 \). With these substitutions, the diabatic Hamiltonian is...
\[ H_i = E_i - \varepsilon'_0 \mathcal{Q}_i - \frac{1}{2} \alpha_n \mathcal{Q}_i^2 + \frac{1}{2} \frac{\varepsilon'_0}{\alpha_0} \mathcal{Q}_i^2 + \frac{1}{2} \frac{\varepsilon'_0}{\alpha_0^2} \Pi_i^2 . \]  
(A3)

Because we are treating the mode $\varepsilon'_0$ classically, the frequency renormalization has no effect on any of the energies which are to be calculated. The effective Hamiltonian we have obtained is therefore identical with the diabatic states of Eq. 3.
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