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A dielectric continuum theory for the solvation of a polar molecule in a polar, polarizable solvent is
tested using computer simulations of formaldehyde in water. Many classes of experiments, for
example those which measure solvent-shifted vertical transition energies or electron transfer rates,
require an explicit consideration of the solvent electronic polarization. Due to the computational
cost of simulating a polarizable solvent, many simulation models employ non-polarizable solute and
solvent molecules and use dielectric continuum theory to relate the properties of the non-polarizable
system to the properties of a more realistic polarizable system. We have performed simulations of
ground and excited state formaldehyde in both polarizable and non-polarizable water, and the
solvation energies and solvent-shifted electronic spectra we obtained are used to test dielectric
continuum, linear response predictions. Dielectric continuum theory correctly predicts that free
energy differences are the same in polarizable and non-polarizable water. The theory wrongly
predicts that the reorganization energy in a polarizable solvent is 30% smaller than the
reorganization energy in a polar, non-polarizable solvent; in the simulations, the reorganization
energies differ by only 6%. We suggest that the dielectric continuum theory fails because it assumes
that both solute electronic states exist in the same size cavity in the solvent, whereas in the
simulation the cavity radius increases by 20% after the electronic transition. We account for the
change in the cavity size by adding a non-linear solute—solvent coupling to the dielectric continuum
theory, and find that the resulting predictions are just outside the error bounds from the simulation.
The cavity size corrections have the undesired and incorrect side-effect of predicting fluctuations far
smaller than seen in the simulations. This reveals the inherent difficulty in devising a simple, fully
self-consistent dielectric continuum theory for solvation. 1896 American Institute of Physics.
[S0021-960606)50604-4

I. INTRODUCTION In modeling the photophysics of solvated molecules it is
common to treat the solvent as non-polarizable. Of course
In solution state electronic spectroscopy, a solute molyeg| solvents are polarizable, and the issue we address here is
ecule immersed in solvent is excited by a photon from itshe importance of considering the electronic polarizability
ground eIecFro_nlc state to an exc_lt_ed electronic state. A_n SXaxplicitly. For example, a comparison of gas phase properties
ample of this is then— =" transition of formaldehyde in 4 jiquid phase properties demonstrates the importance of
water. The ground and excited states of the formaldehydg,q,,ding induced electric polarization. Water, for instance,

molecule have different electronic structure and thus havie]as a gas phase dipole moment of 1.8% IB.liquid water
different interactions with the solvent. The vertical transition, . - “ir o dipole moment is enhanced. The exact m,agni-

energy reflects the difference in the energy of interaction[uole of the dipole is unknown, but is thought to be close to

between the ground and excited state electronic distributions , based on the known dipole moment of 2.6 D for mol-
with the instantaneous configuration of the solvent mol-_’ )

Co . : ecules in ic€. Thus, there are two contributions to the instan-
ecules. The absorption line shape will then be given by th ; . o o
T ) . o, . aneous dipole moment of a molecule in the liquid state: first,
distribution function of the vertical transition energies found

when the solvent molecules can sample all of the configur 2 permanent dipole characteristic of the gas phase; second, a

tions in equilibrium with the ground electronic state of form_aﬂuctuatmg induced dipole due to collective effects from the
estjjlrroundlng molecules.

aldehyde. The fluorescence spectrum can likewise be relat ) . . I
One aim of this paper is to understand the contribution to

to the distribution of vertical transition energies when the h | hift that i de b | larizabil .

solvent configurations are sampled from a distribution in]E € sor:/er;lts 'tt, at IS Z‘a ed é/.solventfpo Tnza ||ty|ar|s||ng

equilibrium with the excited state. rom_t e uctuatmg, induced dipoles of so vent_mo ecules.
The induced polarization responds instantly during an elec-

tronic transition, and the solvent shift should be different

dpermanent address: CuraGen Corporation, 322 East Main Street, Branforﬂ,om the shift obtained in a non—polarizable solvent. In Sec
Connecticut 06405. : :

YPermanent address: Department of Chemistry, Columbia University, NEV\lll’ we prese_nt a S|mple theory for relat.mg solvent shifts 'r_‘
York, New York 10027. polar, polarizable and polar, non-polarizable solvents. This
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theory is based on the Marcus picture of electron transfeelectronic state by introducing a non-linear solute—solvent
reactions, in which solute electronic states are coupled lineoupling to the dielectric continuum theory. This theory is
early to a harmonic solverit?® and is in fact a spin-Boson described in Sec. Il E. The predictions of the non-linear
model’ The theory is patterned after recent advances whicltheory for the reorganization energy are greatly improved
explicate the role of solvent electronic polarization in chargeand lie just outside the statistical error bars of the simulation
transfer reaction®.4 The theoretical model we employ per- results. The non-linear theory is also applied to calculate
mits us to predict the contributions of orientational polariza-spectral linewidths, which characterize the solvent fluctua-
tion and of induced electronic polarization to the solventtions. Unlike the linewidths from the fully linear theory,
shifts for absorption or fluorescence lines, to equilibrium freewhich are in good agreement with simulation results, the
energies of solvation, and to non-equilibrium solvent reorgalinewidths from the non-linear theory are far narrower than
nization energies. Furthermore, the linear nature of thdhe simulation results. This seems to point out a basic incon-
theory implies that it is equivalent at a fundamental level tosistency in the dielectric continuum theory.

a dielectric continuum treatment of the solvent, which also

assumes linear respon$e2° Dielectric continuum theory is

also the basis of the Poisson and Poisson—Boltzmann equa- rHeory

tions for the response of a continuum solvent to a solute.

Various methods for obtaining numerical solutions to these®: The ubiquitous spin-boson Hamiltonian

equations have found widespread use as substitutes for mo- A simplified description of the solute—solvent system be-
lecular solvents in computational studiés?> Although  gins with a model for the pure solvent. Here we assume that
other studies have focused on the quantitative accuracy @he solvent can be represented as a dielectric continuum. A
these methods per $&;*° our interest here is in the funda- standard assumption in most applications of dielectric con-
mental adequacy of this approach when it is used to treat théhuum theory is that the dielectric responds linearly to an
electronic polarization of the solvent. applied field. Linear response implies that the effective
Simulation studies using polarizable solvent moleculesqamiltonian for a dielectric continuum solvent can be repre-
have offered valuable insight to the contribution of the elecsented as a collection of harmonic oscillators chosen at a
tronic polarization modes to the SO|Ute—SO|Ventspectrum of frequencies to reproduce the frequency-
interactions’'~*®Here we use simulations to test the predic-dependent dielectric constant. Instead of a full frequency
tions of a linear response, dielectric continuum model for thespectrum, we will partition the solvent response into two
formaldehyde-water system. We used four different model$requency regimes: low frequendglassical and high fre-
of water in the simulations: the TIP4P-F@luctuating  quency(quantum mechanicalThe Hamiltonian for the pure
charge,®*® MQ (mean charge FQ/MQ (a hybrid in which  path is therefore
solvent conformations are taken from FQ simulations but

solute-solvent interactions are evaluated using the fixed MQ _ T 2 E 22, L o
. B— 60"‘ aowOH0+ (’/(aa
charge} and TIP4RRef. 40 models. The FQ model is po- 2a 2 20,
larizable; the MQ and TIP4P models are not polarizable. As 1 1
will be described in Sec. Ill A, the MQ model is derived +§aocwi]‘[°20_§ﬁwx_ (1)

from the FQ model by replacing the fluctuating charges with
fixed charges characteristic of bulk TIPAP-FQ water. OurThe coordinate of the slow mode i), its polarizability is
model for formaldehyde, based on the work of Levy andy,, the momentum conjugate t&, is II,, and the fre-
COWOI’keI’S‘tl_ABiS non-polarizable. The formaldehyde model quency of the mode i&)o. Since (‘{0 represents classical

is discussed in Sec. Il B. _ modes, the frequency, is much smaller than the thermal

_ Our simulation results for absorption and fluorescencenergyksT. The induced polarization is represented by the
line shapes are presented and discussed in Sec. IV, and cogffective coordinate,.. This mode is high frequency,
pared to dielectric continuum theory predictions. The paramy, sk,T. The polarizability ofZ,, is a.,, and the conjugate
eters used in the dielectric continuum theory are the highmomentum isII... The zero-point energy of the modeé,
frequency and low-frequency limits of the solvent dielectric has been taken as the zero of energy. In terms of a molecular
constant, the dipole moment of the solute in each electronigplvent,#, corresponds to the polarization of slow, orienta-
state, and the effective radius of the solute molecule. Th@ional modes, and.. corresponds to fluctuations of the in-
free energy changes predicted by dielectric continuum theoryyced polarization of the electron charge density of solvent
agree with the simulation results, but the predicted reorganimolecules.

zation energies are 30% smaller than the simulation results.  The ground and excited electronic states of the solute are

One imp_ortant_ source of the disagreement betweer,aepresemed by a two level systéifLS) which couples lin-
theory and simulation is the theoretical assumption that thearly to the bath:

effective radius of the solute is identical in the ground state

and the excited state. In the simulations, however, this radius H=HsTHrstV; (29
is seen to increase by about 20% following equilibration of | _11VE (114 12)E.(2] = K(11)(2] +[2)(1]): 2b
the water to the excited state formaldehyde molecule. It is ns= [ DELLFI2)EL2 ~K (D] +]2)(1D: - @b
possible to allow the effective radius to depend on the solute V= —(Z£p+ £..)-(|1)Q1(1]|+]2)Qx(2|). (20
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The energie€, andE, are the gas-phase, unsolvated ener-
gies of the solute ground and excited states. The two states
are coupled by the term iHy g proportional toK, allowing
non-adiabatic transitions to occur. The ter@sandQ, rep-
resent the solute coordinate which couples to the solvent. For
the case of formaldehyd€); and Q, represent the ground
and excited state dipoles of the formaldehyde molecule.

The generic form of the Hamiltonian in Eq. 2 is that of a
two level system coupled to a bath of harmonic oscillators.
This is, of course, the well-known spin-Boson Hamiltonian
which serves as the basis for most theories in which two
different electronic states are allowed to interact with a sol-
vent. Here our solvent has only two modes, a slow classical
mode representing orientational polarization of solvent mol-
ecules, and a fast quantum mechanical mode representing the & —
electronic polarization of the solvent molecules. The spin-

Boson model has had wide use as a model for charge transfer

reactions, particu|ar|y in understanding effects due to thé&!G. 1. The potential energy surfacés andV, for tWO diabatic electronic
quantum nature of solvent modis1444-50 states are shown as a function of Fhe _solvent coordb_i:iatt'eThe free energy
. difference between the states, which includes contributions from polarizable
Because the frequency’w IS very Iarge’ a Born- solvent modes, iAG,,. The solvent reorganization energy, which only
Oppenheimer separation is valid for the modg. We as-  includes contributions from the classical modg, is A. The center of the
sume that this mode remains in its ground state. The adigabsorption band i E;; and the center of the fluorescence band i, .
batic separation of the fast mode yields a pair of adiabatic

states with renormalized energies:

center of the fluorescence banxk:;,. These quantities will

H=|1)H (1] +|2)Hx(2| — K(]1)(2| +|2)(1]); (3a) be related to parameters appearing in the spin-Boson Hamil-
tonian. But first, we will make a few phenomenological con-
nections between the Hamiltonian parameters representing
the polarizability and the physical quantity which character-

(3b) izes equilibrium solvation, i.e. the individual solvation ener-
giesAG,; andAG,.

1 2 1 2 o 1 21r72.
Hi=E1= 5 .Qit 5 %0~ o Qut g aowollo;

1 2 1 2 1 21712
H2:E2_EO{OQQZ‘FZT'[O@(O_C{Q'Qz‘l‘EanOHO.

(30 The solvation energAG; for electronic staté=1 or 2
The two diabatic states are coupled by the term proportionagorresponding to the transition GE&(9—CH,0®% is de-
to K. fined as

The bath HamiltonianHB we u_se_d in obtaining thg AG; = —kgT In{Tre~AHi/Tre~AHa+ENy. 4)
Born—Oppenheimer states is very similar to model Hamilto-
nians which have been used previously in a similarThe trace is over the modes of the bath, and the solute is held
context®™ In some formulations,Hg contains a term fixed in electronic staté. The fast modes of the bath are
—k&,- & linearly coupling the fast and slow modes. In Ap- included in the trace overg, but have already been inte-
pendix A we show that the two formulations are equivalentgrated over in the diabatic Hamiltoniath . As before, the
for our purposes. Including a term which linearly couplesgas-phase energy of the solute in staie E; . It is a simple
#o and £, serves to shift the equilibrium position 6f,, to ~ matter to use Egs. 1 and 2 to evalu@&;, yielding the
rescale the polarizabilityay,, and to rescale the terms result
—%5-Qq and —£,-Q,. In taking £, and £, to be un- 1
coupled normal modes of the solvent, we have included this AG;=— §(a°°+ ao)QiZ. (5)
renormalization as a first step.

The potential energy curves for the two diabatg,and  Using this expression fakG;, we can relate the polarizabil-
V,, are shown in Fig. 1 as functions of the solvent coordi-ities «g and «., to well-defined physical properties of the
nate #,. These are the standard intersecting parabolas dfolvent.

Marcus theory. The difference in free energy between the The solvent properties which we consider are tlosv

two statesAG,,, is marked on the curve, as is the solventfrequency static dielectric constank,, and the(high fre-
reorganization energy. As will be shown below, the free quency optical dielectric constant,, . The precise relation-
energy difference includes contributions from polarizableship between the polarizability and the dielectric constant
and non-polarizable modes, but the reorganization energy also depends on the type of electrostatic moment that is rep-
only contains contributions from non-polarizable modes. Theesented by the solute paramet€s and Q,, and on the
center of the absorption band,E,;, is shown, as is the shape of the cavity representing the solute. Suppose, for ex-

B. Solvation free energies
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ample, that the solute is a spherical molecular monopole odnd
radius R immersed in a dielectric continuum, and th@t _p-(2n-1) B
represents a charge on the molecule. In this case, the solva- @o=R [Tn(€0) = Tnl€x)]. (109
tion energy is given by the Born equatior® The cavity radius iR and the indexn is 1 for monopole
solvation and 2 for dipole solvation.

1
AGi=—5R (€0~ 1)/€lQf (6)

indicating from Eq. 5 that C. Line shapes and energies with the linear coupling

Hamiltonian
ao+ @ =R (69— 1)/ &]. (7a) The mean energy for a vertical transition from state 1 to
This response represents the equilibrium solvation of tate 2 is termedEy,,
charge distribution. In order to calculate absorption and fluoaE ;= (H,—H,), (119

rescence line shapes, we also need to understand the instan-
taneous response of the solvent which arises from the modes 1
contributing toc, =~ 5 a.(Q3- QD) ~ agQs+(Q~ Q)+ Ep— ;.

We can separate the contributions of the fast modes from (11b

those of the slow modes by imagining a solute which oscil-the supscript “1” on the average indicates that the average
lates rapidly between the chargesQ; and —Q;. In this  i5 taken in diabatic state 1, and we have used the fact that
case, the modé&, cannot respond to the solute charge and<go>1: @oQ;. We have also assumed that the coupkas
makes no contribution to the solvation energy. The fast modg, g compared t&\ E,; and can be ignored. The gas-phase
Z. is assumed to provide full solvation at each instant, fromysnsition is at constant ener@s— E,, and the remainder of
which it follows that AE,, represents the solvent shift in the observed transition.
@.=R {(e,—1)le.], (7b) Singe the modeZ, is harmqnic, _the_ sh?ft due to the
solvent is governed by a Gaussian distribution. The absorp-

and tion line shape is also a Gaussian,
ao=R '[(&— 1)/ o~ (e~ 1)/ e..]. (70 P, 1(E)=(2mc2) Y2exd — (E— AE,)2202]. (12
The low frequency polarizability has been obtained by sub-The width of the line isoy,
traction.
Similar equations are obtained when e&ghrepresents 00=KgTap|Qz— Q4. (13
a point dipole in a spherical cavity of radiis* An analogous result is obtained for the mean energy
o+ =R [ 2(eo—1)/(2€0+1)]; (89  AEy for the fluorescence back to state 1, assuming that
equilibration has occurred on surface 2:
»=R¥[2(e.—1)/(2e.+1)]; 8b
“ L M )] =8 AE;,=(H1—Hy), (143
ao=R [2(eo—1)/(2€p+1)—2(€.—1)/(2€,+1)]. 1
89 == 5.(Q1- Q) ~ Q2 (Q1= Qo) +E; ~Ey.
It is possible to continue the analysis @f and ., for the (14b)

response to higher moments in the multipole expansion, and inalv. the f i h )
to more complicated solute geometries. This is typically acCOrrespondingly, the fluorescence line shape is

complished by solving the Poisson or Poisson—Boltzmann |:>1<_2(E):(27703)*1/2exq_(E_AElz)Z/zgg], (15)

equation for the response of a continuum solvent to the o
charge distribution and geometry of an immersed sdfute. ~~ FTOM EGs. 12, 13, and 15 we see that the solvent shifts in
the absorption and emission lines depend on hethand

We have applied these methods to our model of formalde= but the widths of th i d d onl
hyde in wateP? We do not report the quantitative results of %0: Ut; e widt S}f] of t eh sp(facthra nes depen oﬂn y on
continuum theory here because our present interest is to uffo- Furthermore, the widths of the absorption and fluores-

derstand the qualitative difference between solvation witfF€Nce are the same. This behavior is depicted in schematic
and without electronic polarizability. form in Fig. 2. The absorption spectrum for a solute mol-

cule in the gas phase is represented @sfanction in the
ggure. Next, we imagine that the solute is immersed in a
solvent with total polarizabilityy,,;. Furthermore, the entire
(e—1)/e, monopole solvation(n=1); solvent response is assumed to arise from electronic polariz-

The above equations can be summarized by introducin
a functionf(e) defined as

fn(e)= 2(e—1)/(2¢+1), dipole solvation(n=2). ©  ability, so @/ arq=1. In this solvent, the absorption line
) . o o ) shape remains @-function, but it is shifted from the gas
With this definition, the polarizabilities are given by phase line. The direction of the shift is towards higher energy
Qo= g+ =R "V (&0): (103 @f the excited state is Iess.polar thap the grouqd state, and it
is towards lower energy if the excited state is more polar
a, =R C"Vf (e,); (10b  than the ground state. Keeping the total polarizabitity;
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constant, we reduce the contribution®f and increase the D. The difference between polarizable and non-
contribution of slow modesy, to the solvent response. As polarizable solvents
the contribution of the slow modes increases, the center of \yie will assume the existence of two hypothetical sol-

the absorption line continues to shift with a corresponding,ents which share the same equilibrium response, i.e. the
broadening of the line shape fromSafunction to a Gaussian. samee, and ay,, but different values forr, and a ' In
ot 0

As s seen clearly in the figure, the width of the Gaussian,aicylar, we will compare a polarizable solvent with non-
increases as the contribution of the slow modes increase$e g, to a non-polarizable solvent with,.— 0. These hy-
This is because the width is proportional yoro. pothetical solvents can be modeled by computer simulations.
The vertical transition energieSE, andAE,, measure  The polarizable TIP4P-FQ model of water and various non-
the sum of a gas-phase energy difference and a noryp|arizable water models, including the models which we
equilibrium solvation energy difference. Iﬁ_EZl, for ex- consider herédMQ, FQ/MQ, and TIP4P typify a collection
ample, the energy of state 2 is measured with the slow o0k solvents with a similar equilibrium response but with dif-
dinate %o in equilibrium with state 1. It is also possible 10 ferent high-frequency response. All four of these solvents
measure a free energy difference at full equilibrium in bothhaye a static dielectric constant close to the experimental
states. This free energy difference is denald8l, , value €,=80. Sincea,, depends only or,, these models

AGyy= —kgTIN{Tr, exy — BH,1/Tr, exd — BH, 1} share the same,. BecauseAG,; depends only Oy,
0 0 these models should both produce the same estimates for
=AG,—AG;+(Es—Ey). (16)  differences in solvation free energy.

The four models have very different high frequency re-

sponses, however. The TIP4P-FQ model has an optical di-
1 electric constant of 1.59, indicating that it has an instanta-

AGy=—5(axt a0)(Q5—Q)) +E,~E, (178 neous polarization response. The fixed-charge models, MQ,
FQ/MQ, and TIP4P, are all non-polarizable. For these three
models,«,,= 0, ande., has the trivial value of 1. Because the
short-time response of the polarizable water model is differ-
o ) . ent from the short-time response of the non-polarizable mod-
The equilibrium response is determined by=ao+a..,  els, we would expect that an experiment which probes short-
the sum of the response of the fast and the slow modes.  time dynamics(such as the instantaneous solvent response

The difference betweeAE,,, the non-equilibrium dif-  qyring an electronic transition of a solute molegustould
ference in energy, andG,,, the fully equilibrated free en- reyeal differences between the behavior of polarizable versus
ergy difference, is termed the reorganization enexgy non-polarizable solvent models.

A=AE;—AGy (189 ~ Furthermore, when the reorganization enexgys con-
sidered, a clear difference arises between the polarizable and

One finds that

1

1 non-polarizable solvents in the dielectric continuum theory.
_E(AE21+AE12) (18p) The total polarizability of the two solvents is assumed to be
the same P =a{l°"P?). For the non-polarizable solvent,
_L (Q,—0,)? (180 a{M"PY=0 and hencex{"°"P%= (10" For the polariz-
2 Otz XL able solvent,a{P® is non-zero andx{P*"<a{P®. Since the

reorganization energy depends on the valuegfthe polar-
izable and non-polarizable solvents have different reorgani-
zation energies. The ratio of reorganization energies is

From Eq. 13, the spectral line width, is related to the
reorganization energy by

2
UOZZRkBT. (19) )\(POD agpol) a((xpol) fn(Eoo)
It is seen explicitly in Eq. 18c that the reorganization energy — ymompel — ionpod ~ L~~~ 17 () (21)
depends only on the slow modes. The fast modes contribute 0 b meo
to AE,; and toAG,,, but the contributions are identical and This equation reflects that a mean field parameterization for a
cancel when\ is calculated as their difference. The gas-non-polarizable model of a polarizable solvent implicitly in-
phase contribution td E,; andAG,, also cancels whek is  cludes the contribution of electronic polarizability in order to
calculated. The reorganization energy is seen to be a positiyeroduce accurate results for equilibrium solvation,
quantity and is the same for both the-2L transition and the  a{°"P%= o+ 4P Thus """ is parameterized for
12 transition. a non-polarizable solvent to include the effects of electronic
This definition of\ is entirely consistent with the con- polarizability. As a result, when a reorganization energy is
ventions of electron transfer theory. The activation energy fopredicted using a non-polarizable solvent model, it implicitly
a thermal transition from state 1 to state 2, for example, is and incorrectly includes a contribution from the high fre-
_ 2 quency polarization modes.
Eac= (AGart M)7/AN, (20 The factor\ (PO)/x(nom-Po) js presented in Table | for the
assuming that the couplirl§ is small and the reaction is in TIP4P-FQ model of water. The ratidP°)/x ("°"P°) depends
the non-adiabatic reginte. on the values of the static and optical dielectric constant of
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TABLE I. The factor\ (")/\ (") for TIP4P-FQ water is calculated using multipole expansion for the electrostatic potential outside the
€0=80 ande..=1.59. solute will have the dominant effect on determining the re-

Solute ) (PO (non-po) organization energy. We therefore use the dipole result to
analyze formaldehyde solvation.

Monopole 0.62
Dipole 0.71
E. Introducing non-linearity in the solute—solvent
coupling
the solvent. We have used values appropriate for the _ ) )
TIP4P-FQ model in constructing Table k,=80 and Although the linear coupling model expressed in Eq. 2

e,=1.59. The ratio also depends on whether the electrostatig'0Uld explain most of the solute-solvent interactions,
higher order, non-linear effects are also possible. An impor-

moment that is changing in the solute is a monopole, a di- , o i
nt source of non-linearity is the difference between the ef-

pole, a quadrupole, etc.; these relationships are described fgt' " - : .
monopole solvation in Eq. 7 and for dipole solvation in Eq ective radius of the solute in the ground state and the excited

8. We have reported results for both monopole and dipolétate' In a.study of the hydration of water, Rick and Berng

solvation in Table I. The relationships assume that the radiu_gound th"’,‘t It was necessary tq use a charge-depenc.jent.radlus

of the solvent cavity is identical for the ground state and thd" & Contlnuurp model to obtain good agreement with simu-

excited state of the solute molecule. This assumption, Whicllﬁt'On r_esultsz. Similar nc_Jn-_Ilnear effects due t? dielectric

can lead to significant error, is discussed in Sec. Il E. saturatlon_ and electro_strlctlon were observed in a study of
In the context of electron transfer reactiongf®/ay, is the solvation of spherical catiofis.

termed the Pekar factor. It is used to rescale the reorganiz:r\— In anotr|1_er c(:jontexg. Cht?]ndler ?as. sho¥vn :hat tﬂ;e non-
tion energy\ between a reactant stateA, and a product Inéar coupling describing the exclusion of solvent from a

state,D*A~ (D signifies donor and\ acceptor to account spherical solute cavity yields the Percus—Yevick equation if
) . - 7 .

for solvent polarizability. According to Marcus theory, the the E?Iven:hfluctugtlon? are Gaussf’érf. dEgCIEJhdmg Ithte ShOI' th

activation energy for an electron transfer react{gnoring vc:fn trofm € regllpr) 0 fhpaceloccijﬁ)lle ¢ yt © Soée 4af €

guantum effects due to solvent librations and vibratiaas effect of renormalizing the solvent fluctuatioteee Eq. 4.

of Ref. 57:
Eac= (AG+N\)2/4\, (22)
34 ) o X(ri,r2)=xp(r,ro)
where AG=Gp+a-—Gpa .~ Rescaling the reorganization
energy changes the height of the activation barrier. For long- _f drf dr/vi(r« Dv=Xrr! P
range electron transfer, in which a charge is transferred over in Jin Xo(F D Xin™ (1T )X(1T2).

a distance of a several A’s, the factor for monopole solvation 23
is often used. The value of this factor is 0.62 for reactions in
TIP4P-FQ water. In this equationy, andr, are any two positions in the fluid,
In the simplified model we have been describing, thethe fluctuations in solvent density in the presence of a solute
charges are taken to be at the centers of spherical cavitiegle
and the polarization induced by one redox site on the solvent I\ — ,
cavity around the other the redox site is neglected. More (9p(r)op(r))=x(r.1"), @49
sophisticated treatments which address these restrictions prihe fluctuations in the bulk solvent argy(r,r'), and
duce correspondingly more complicated expressions for tha, (r,r’") is the functional inverse ofy,(r,r’) in the interior
Pekar factoP? The precise value of the Pekar factor depends/olume “in” of the solute. Since bothy and x;,* are by
on the solute and solvent geometry, but it is independent ofiecessity positive definite, the solvent fluctuations in the
the magnitude of the charge transfer between donor and agresence of the solute are strictly less than the fluctuations
ceptor. This constancy of the Pekar factor is simply a maniwith no solute, i.e.
festation of the linear response inherent in a dielectric con- -1
tinuum formulation for thepsolvent. TXT= T x] = = T XX X0] <0 (25
The formaldehyde®A;—'A, transition results in a The equality holds only if the interior region vanishes and
change of the dipole moment of the formaldehyde moleculethe solute disappears. The renormalizatiory e equivalent
The dielectric continuum theory developed here indicate¢o modifying the force constants.,, and «y in our model,
that the solvent reorganization energy for the transitiorresetting the scales for the fluctuations of the solvent polar-
should be a factor of 0.71 smaller in polarizable TIP4P-FQzation modes.
water than in non-polarizable TIP4P water. We proceed by describing a distinct radius for each sol-
We note from the values in Table | that as the electro-ute state. For a spherical solute, the cavity radius can be
static moment changes from monopole to dipole, the ratio oflefined from a thermodynamical perspective by using a
reorganization energies in polarizable and non-polarizabl8orn-type formula. For example, for a spherical ion, the ra-
solvents becomes closer to 1. For electronic transitions indius can be related to the mean potential at the solute due to
volving higher multipoles, the ratio will become even closerthe solvent, which in turn can be obtained from solute-
to 1. We assume that the lowest non-vanishing term in theolvent radial distribution function.A second method re-
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as phase
é ax/alot =1

aoo/atot =07
\aao/alol =0

EF -

FIG. 2. The electronic absorption line shape of a solute changes as a fungqG. 3. The radial distribution function(r) is shown for the distance

tion of the solvent polarizability. The gas phase line is assumed to be a deltgetween the oxygen site of formaldehyde and the oxygen site of water
function. In a solvent with purely electronic polarizability, the line shape molecules in the solvent. The(r) for ground state formaldehyde is the
remains a delta function but is shifted from the gas phase line. If the solvengo|id line, and theg(r) for excited state formaldehyde is the dashed line.
polar_ization i_s due to slow orientational modes, the line shifts further andrhe position of the first maximum ig(r) is representative of the effective
acquires a width. cavity size for each electronic state of the solute.

lates the radius to the fluctuations in the electric potential ag- iS provided by Egs. 7 and 8. We proceed by allowing
the solute’® This method leads to a concise approximation, €ach solute state to have its own effective radius, and by
using these distinct radii to obtain the parametegsand

1/R= fwdr g(r)/r2 (26) a.,, appropriate for each solute state.
0 Let R; be the effective radius of the solute in electronic

whereR is the effective radius ang(r) is the radial distri- St&t® 1. The corresponding solvent polarizabilities afe

; . . . @ sy : it radi
bution function between a spherical solute and a sphericafd @ Similarly, the effective cavity radius for solute
dipolar solvent; a similar formula can be obtained for a di-Stet€ 2 is terme,, and the corresponding polarizabilities
polar solute in a dipolar solvefi. area!?) anda!?. According to Eq. 10, the solvent polariz-

For the non-spherical formaldehyde solute, the C(:“,ity::lbilities for each electronic state can be related very simply
radius has been defined here as the first maximum in thi® the solute radii:

radial distribution functiorg(r) between the oxygen site of ol = Rf(zn_l)fn(éw),
the formaldehyde and the oxygen sites of water molecules.
The radial distribution function is defined by and
N(r)=4mr2pg(r)ar, 27) ay) =R V[ (€0)— fn(ean)],

wherep is the bulk number density of water molecules andwhere the functionf,(e) is given in Eq. 9. The exponent

N(r) is the number of oxygen sites in a spherical shell ofn=1 for monopole solvation and= 2 for dipole solvation.

radiusr and thicknessor centered on the oxygen of formal- According to these equations, R,>R;, then a{?)<af"

dehyde. Distribution functions from simulations of the and aP<a. This implies that solvent fluctuations are

ground state and the excited state of formaldehyde in polatarger for smaller cavity sizes, in accord with the generic

izable TIP4P-FQ water are shown in Fig. 3. Correlations forprediction of Eq. 25.

the other solvents are similar and will be reported The effective solvent frequencies, and w., can also

elsewheré® From these correlations, we find tHa{=2.65 depend on the cavity size. Thus we introduce the solvent

A andR,=3.25 A, frequenciesn(") andw'Y for first solute electronic state and
The method we have used to determRe andR, is  the frequencies{?) andw® for the second electronic state.

certainly not unique. Indeed, it is unclear that a precise value The diabatic Hamiltonians of Eq. 3 are now

can be assigned to the cavity radius for anything other than a 1 1 1

hard sphere solute. Our choice has the virtue of being related H,=E;+ ~f w0’ — —a;‘)Qi2+ T;gg_ Zo- Qi

directly to the solvation structure. It would not be correct, for 2 2 2aq

instance, to equate the valuesRyfandR, with the Lennard- 1

Jones radii for the ground and excited states: in our model + = af 0l)?I13 (28

the Lennard-Jones radii do not chang@aectrostriction in 2

response to different solute charges causes the change in tfeg i =1 and 2. Unlike Eqg. 3, we have explicitly included the

cavity radiug, nor are Lennard-Jones radii necessarily reprezero-point energy of the modg&,, as part of the diabatic

sentative of the excluded volume of the solute. HamiltonianH;. This is because the zero-point energy de-
The fluctuations off, and#,,, characterized by, and  pends on the solute electronic state—each cavity size defines

a,, can be related to the size of the solute cavity. Such é@s own set of solvent normal modes. The free energy of

relationship between cavity size and the parametgrand  solvation for species is
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1 1 _ In Eq. 18, the reorganization eneryywas defined as the
AGiZEﬁwﬁl)—E[ag)+ aP1Q? (29 energy differenceAE,;—AG,;. Furthermore\ was also
given by the symmetrical differencAE;,—AG,,. This
as calculated from Eq. 4. definition of the reorganization energy produces different

The free energy differenc&G,; can be calculated from values ofA for each transition:
the definition in Eq. 16, AND=AE, ~ AGy,

1
AGy=%(ho?—holM) +ksTIN(0f ol 1 1
2=5(ho w:;") +kgTIn(wg™/ wg™) =§aél)(Q1—Qz)2—E(agl)vLaEcl)—agzLag))Q%

1
~ 5l(ag”+ ) Q5 (ap”+ ) Qi1 + (B~ Ey). 2 (ho®— h0@) +keTin(w o)
(30)

(2) = _
The shift of the frequencies of the solvent modes is a nont  — 2B AGL

linear effect which contributes to the free energy difference 1, o L o b (e
AGy;. 5% (Q1—Q2) —E(ao tal o’ —a’)Q1
The vertical excitation energih E,; can be calculated

from Eq. 11. At the moment of the excitation from state 1 to

state 2, the solvent cavity is characteristic of electronic state

1. Thus it seems appropriate to use the bath parameters cor- . i

responding to state 1 when calculating the excitation energy € absorption line shap&,._,(E), and the fluorescence

AE,,. The bath parameters only reach the values characteln® shapeP:._»(E), have different widths. Each line shape

istic of solute state 2 when solvation cage has relaxed, whicFfMains a Gaussian, however:

takes place on the timescale of molecular translation. Notep, | (E)=[27kgTal"(Q,—Q;)2] 12

therefore, that the vertical energy difference is not simply

H,—H,, becauseH, represents the Hamiltonian for cavity Xexp{—(E—AE21)2/2kBTagl>(Q2—Q1)2];

size 2 rather than for cavity size 1. Instead, the vertical en- 2 912

ergy difference iH,(Q,) —H,(Q;), whereH(Q;) isH; as P1_2(E)=[27ksT a5 (Qz— Q)]

before, andH 1(Q2) is Hy v_vith Q, replaced with the new Xexp[—(E—AE12)2/2kBTa§)2’(Q2—Ql)z].

chargesQ,. This time lag in the parameters of the Hamil-

tonian should be correct because our entire solute—solverius, the widths of the absorption and fluorescence lines,

coupling is electrostatic in nature. If we included a parametewhich we define as{" ando{?, are given from the spectral

in the Hamiltonian to represent non-electrostatic interactiondjne shapes as

such as Van der Waals terms dependent on the solute elec-

tronic state, then we might expect the parameters represent- o5’=VkeTerg”| Q2= Qul; (353

ing these interactions to change instantaneously, and the en- 2 1 = @~ _

ergy differenceH,—H,; might be more appropriate. o6’ = VkaTag | Q2= Q. (350
Bearing the above discussion in mind, we find that theThese equations, simply the generalization of Eq. 13 to dif-

1
+ 5 (hol? —hol) +kgTIn(0g?/wf). (34)

vertical excitation energy is ferent size cavities, indicate that the relative width of the
fluorescence spectrum to the absorption spectrum should be
AE..— L o202 p VaPl1all. Thus, a change in relative widths of the fluores-
E21__§aoc (Q—QD+(— %0 (Q2— Q1)1 +E,—E; 070

cence and absorption line shapes signals a non-linear cou-
pling between the solute and solvent.

1 . :
- Eag)(Qg_Qi)_ alPQ;-(Q,— Q) +E,—Ey. A symmetnzed form of\, which we term\ ., can be
defined:
(31 L
The averagé- - -); is defined as A =5 (AE+AE,)
TrzoefﬁHi(...) 1
= —_ @Dy (2
(i -I—I.Koe—ﬁHi (32) = 2()\ +A'Y)
for electronic staté=1 or 2. Similarly, the vertical energy 1 1
for the reverse transition is =7 (a6 +ag?)(Q1=Q2)*+ 7 (arg! — afd)(Q1 - Q).
1 (36)
AE;=— Eagcz)(Qf—Qg)—aéz)Qz'(Ql—Qz) The definition of\ . corresponds to the operational defini-
tion we used to extract reorganization energies from our
+E;—E,. (33  computer simulations.
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Now we concentrate on the quantity, . We imagine  TABLE Il. Parameters and properties are shown for three water models:

two solvents, one polarizable, i.e., is non-zero, and the non-polarizable TIP4P, non-polarizable TIP4P-MQ, and polarizable TIP4P-
H L) . 00 i)

other non-polarizable in the sense thdt for that solvent is

zero. (Quantities corresponding to the non-polarizable sol- Water model

vent are primed () and quantities corresponding to the po-

. . TIP4P TIP4P-M TIP4P-F
larizable solvent are unprimgdie assume that the two sol- Q Q
vents have the same total polarizabilityy+ a.. = a{+ @, . Parameter
We wish to calculate the ratia_ /A’ . To simplify our EOH (é)) 8-2272 8-3272 8-19572

. . ) : _ om . . .
e\’/a_luayon , of this ratio, we writeA,=A+B and / HOH (degrees 10452 104.52 10452
AN =A"+B', where oL (R 3.154 3.159 3.159

1 €, (kcal/mo) 0.1550 0.2862 0.2862

A=_(aV 4+ 4@ -0,)2, w (D) 2.18 2.625 2,625
g% a5 )(Q1=Q2) Qu (le]) 0.52 0.627 0.618
Property
1 €° 53+ 2 79+8
— 1 2 2 0 — -
A’—z(a8>’+a§)>’)(Q1—Qz) , e.© 1 1 1.592-0.003
Diffusion constarit 3.6-0.% 6.0+0.1 1.9+0.1
(10" Scn/sec)
B= 1(a<1>_ a(®)(Q%-Q?2) ovr T (PS) 1.4+0.% 7.3£0.2 2.1+0.1
4\ “ot tot 1 2/ NMR
3From Ref. 39.
and bThe thermal averag@u|) is reported for bulk TIP4P-FQ water. The aver-
r_ 1 (1) _(2)r 2_ A2 age dipole projected along ti®,, axis is 2.59 D.
B' = — a5 )(Q1—Q3). “The experimental value is 7@&ef. 81).

. . . dj
i 0 ) (i) P ‘a.  From Ref. 61.
In these equatlon&mt_ @0 +ag’ fori=1and 2, and like €The experimental value is 1.1®Ref. 81).

wise afg)' = af))’ +al)’. Furthermore, our assumption that fThe experimental value is 2310~ Scr?/s (Ref. 82.
the two solvents have the same total polarizability implies’From Ref. 84.

r_ . "The experimental value is 2.1 gRef. 83.
that B”=B. We find that "The thermal averagéQ,,) is reported for bulk TIP4P-FQ water.
A p+[1—=Fn(ex)/fr(€0)](Q1=Q2) +p-(Q1+Q2)
N p+(Q1—=Q2)+p-_(Q1+Q2) ’ ) .
(37) To estimate these non-linear effects, we calculate the ra-

tio A\_/\", where the’ again signifies a quantity measured

—_p—(2n-1) —(2n—-1) — . . A )
where p. =R, xR, , andn=1 for monopole in a non-polarizable solvent witk, =1. We find that

solvation and 2 for dipole solvation.
First we note that if there is no change in the cavity ~A- _ p+(Qi+Qp)+p [1—Fr(e)/fr(€0)](Q1—Qz)
radius, therp_=0 and\ . /N =1—f,(e.)/f,(€). The po- N p+(Q11+Q2)+p_(Q1—Qy) '
larizable TIP4P-FQ model of water hag,=80 and (39
€,=1.592, implying for dipole solvation thdt,(ey)=0.98
andf,(e,)=0.28. As before, the ratia, /A, =0.71.
Using R;=2.65 A andR,=3.25 A, as well as the pa-

With the previous choices for the quantities which appear in
this expression, we find that the ratho_ /A" =0.98. We
- ~ : _ conclude that the value fakG,; obtained in a simulation
rametersQ, =3.97 D andQ,=2.49 D consistent with the using a polarizable solvent should be indistinguishable from

: : ' ,
\S;:/mUIatK?[ES’t me find tlr_'ah /A% c?aggest froLn 0.71to (3586' the value ofAG,,; obtained using a non-polarizable solvent.
vve see that the non-iinear eltects dué to changes In e Cayis .o occur even if the solute radii are substantially dif-
ity size of the solute molecule reduce the differences beferent in each state

tween the reorganization energy measured in a polarizable
versus a non-polarizable solvent.

It is also possible to define a quantity similar &&,;  1ll. MODEL
which we termx _: A Water

(AE,;—AE;) Four treatments of water were used in simulations. The
parameters for the water models are presented in Table II.
1 The first model, TIP4P, is a standard non-polarizable model
(! +al®)(Q2-Q3)+ Z(agn—agf))(Ql—Qz)Z_ for wat(_arf‘o It has a static ((ijllp0|_e moment of 2.18 D and a
dielectric constant of 582.°* This model has charge inter-
(38) actions on the hydrogen sites and on a site known as the M
The quantityx _ corresponds to our operational definition for site displaced 0.15 A from the oxygen site. There is also a
obtainingA G, from simulation results. We now investigate Lennard-Jones interaction between oxygen sites.
the extent to which changes in the cavity size affect the value The polarizable model we use is the fluctuating charge
of AG,; measured in polarizable versus non-polarizable solmodel, TIP4P-F@?® This model shares the rigid geometry of
vents. the TIP4P model. Instead of having fixed charges, however,

A_=

Sl L ST

J. Chem. Phys., Vol. 104, No. 4, 22 January 1996



1302 J. S. Bader and B. J. Berne: Solvation energies and electronic spectra

TABLE Ill. Lennard-Jones parameters for formaldehyde. TABLE IV. Charge set for formaldehyde.
Site o A) € (kcal/mo) Charges [e|)
O 2.85 0.20 Electronic state u (D) (0] C H
C 3.296 0.12 1
H 2744 001 Ay 3.97 -0.577 0.331 0.123
A, 2.49 —0.280 —0.040 0.160

the charges on the FQ molecule are allowed to redistribute in ) )

response to the local electrostatic environment. Thus an isdlyde sites and the oxygen site on water: (o, + 0,)/2 and

lated FQ water molecule has a dipole moment of 1.85 D= Vei€2. Because the Lennard-Jones parameters for TIP4P
characteristic of the gas phase, while in the bulk the molWwater differ from the parameters for F@nd MQ water, the
ecules polarize each other and the mean dipole moment in-ennard-Jones interactions between a TIP4P water and form-
creases to 2.625 D. The parameters for the Lennard-Jonéddehyde differ from the interactions between an FQ water
interactions for the FQ model differ slightly from the param- and formaldehyde. It might have been more appropriate to
eters for TIP4P water. The FQ model has a dielectric conUSe the same Lennard-Jones interactions rather than to use
stant of 79-83° combining rules. Previous studies of hydrophobic hydration

The MQ model is a non-polarizable model identical to ©f methane in polarizable and non-polarizable water have
the FQ model, except that the charges on the interaction sitéiown that the difference in Lennard-Jones interactions can
are held fixed. The charges were obtained by requiring thBave a significant effect:®® These effects due to Lennard-
permanent dipole moment on an MQ water molecule to beJones interactions, observed in the solvation of non-polar,
the same as the mean dipole moment on an FQ water mofydrophobic molecules such as methane, might not be as
ecule in bulk water{|u|)=2.625 D. This corresponds to a Significant in solvation of a polar molecule like formalde-
hydrogen charge of 0.6%5. Another method for obtaining hyde. _

a fixed-charge analog for the FQ model is to choose fixed We eTlponed a charges set introduced by Levy and
charges to yield the same permanent dipole as the mean dioworkers.” These charges produce a ground state dipole of
pole along theC,, axis of a bulk FQ watefu,)= 259 D. 3.97D and an excited state of 2.49 D. The charges, listed in
However, the difference between this method and the metho#ible 1V, are much too large for a realistic model of form-
we used is very small and changes the charges by only abo@tdehyde. The gas phase dipole moments are known from
1%, experiment to be 2.3 DRefs. 64, 65and 1.57 D’%%"As we

Differences between the FQ and MQ models can ariséliscuss elsewhereab initio calculations suggest that the

from at least two sources:) the FQ and MQ models can 9round and excited state dipole moments of formaldehyde in
. . . 9 ;

produce different solvent configurations;fer the same sol- Water are enhanced to 2.91 D and 1.88’Vhen this set of

vent Configuration, the FQ and MQ models can produce d|f.ab initio ChargeS is Use%?, or whenab initio methods are

ferent results because the FQ solvent is polarizable and tHésed to calculate the transition energy direttishe agree-

MQ solvent is non-polarizable. In order to discriminate be-ment with the experimental absorption spectrum is quite

tween these two possible sources of differences, we pe800d.

formed simulations with a hybrid solvent we termed FQ/

MQ. For this solvent, the solvent configurations are taker‘b Simulation method

from a simulation employing FQ water, i.e. the configura- —

tions are consistent with a polarizable model for water. How- ~ We performed simulations to probe the solvent-induced

ever, the fixed MQ charges are employed when absorptiofrequency shift of the electronic transition between the form-

and fluorescence energies are calculated. Thus, differencefdehyde ground state and the formaldehyde excited state.

between the FQ and FQ/MQ models are due solely to thdhe system simulated consisted of a periodically replicated

effects of polarizability because the solvent structures for thdox 18.6 A on a side containing 209 water molecules and a

two models are identical. single formaldehyde molecule. A timestep of 1 fs was used,

and the solvent and solute molecules were kept rigid using

the algorithm RATTLE®®-7° Ewald sums were used to

evaluate the electrostatic interactions. We have checked for

We have based our model for formaldehyde on a modefinite size effects by measuring the contribution of solvent
developed by Levy and coworkets:*3 The fixed geometry molecules to the vertical transition energy for the formalde-
has Reo=1.184 A, Rcy=1.093 A, andZHCH=115.5°.  hyde solute as a function of the distance between the solute
The Lennard-Jones parameters for formaldehyde, which wand solvent molecules. We find that water molecules beyond
have adopted from Ref. 43, are listed in Table Ill. These7.5 A make virtually no contribution to the energy of the
parameters are standard literature vafifesldentical vertical transition, indicating that our results are converged
Lennard-Jones parameters were used for the ground and ewxith respect to system size.
cited states of formaldehyde. Combining rules were used to In the simulations employing the non-polarizable TIP4P
obtain the Lennard-Jones interactions between the formaldend MQ models of liquid water, the solvent shift for the

B. Formaldehyde
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electronic transition was calculated as follows. The electrodifferences by performing a set of simulations which we
static interactions between the solvent molecules and thbave termed FQ/MQ. In this set of simulations, we obtained

ground and excited states of the solute are fixed molecular configurations using the polarizable FQ wa-
ter model. To calculate the energy gap, however, we replaced

VO:VLJ+VWW+E ng Qi/|R,—Ril, (409 the polarizable FQ charges with the fixed MQ charges and

a ! then used Eqg. 40. In this respect we can discriminate to

changes to the solvation energy due solely to the induced
V* =V 1+ Vw+ 2 QZE Qi/|IR,—Ril. (40p  charges and changes due to differences in the solvation struc-

* ! ture itself.
The term V|, contains the solute—solvent and solvent—  When performing the simulations for each of the charge

solvent Lennard-Jones interactions, and the tekgy, con-  sets and each of the solvents, we used at least 40 ps. Data
tains the electrostatic interactions between different wategollection lasted 100 ps.

molecules. The indexx runs over the formaldehyde sites, The simulations were all performed on a 16 node parti-
Qg is the ground state charge for sitg and Q¥ is the tion of a CM5 from Thinking Machines Corporation. For a
excited state charge. The inderuns over charge sites on all system consisting of 216 water molecules, each simulation
of the water molecules. The difference in energy for the verstep took approximately 0.3 CPU seconds. When the form-
tical transition isV* —V,. BothV; andV,y,, are unchanged aldehyde molecule was added, the CPU time per step in-
during the transition and drop out ®* —V,. creased to 0.5 CPU seconds. The marked increase in com-

The solvent shift for the electronic transition in the po- puter time is a consequence of the parallel nature of the
larizable FQ solvent is slightly more complicated to calcu-molecular dynamics algorithm we employed and the archi-
late. The part of the potential energy due to charge interadecture of the CM5. Much of the increase in the time per step
tions between water molecules is different for each of thgeflects overhead required for the calculation of solute—
electronic states of the solute because the ground and excité@lvent interactions. This overhead should be almost inde-
state solute charge distributions induce different charges opendent of the number of solute molecules. Therefore, we
the polarizable solvent molecules. The ground state and exsuspect that the CPU time per step would remain close to 0.5
cited state energies are seconds even if we added many more solute molecules.

In comparing the CM5 timings to timings on other com-

Vo:VLJ+Vgo|+V3vw+2 Q°> QY|R,~R|, (413  Puters, it is important to note that our implementation for a

a [ single solute molecule has not been optimized for the parallel
architecture. The simulation of pure solvent, which requires

V* :VLJ+V30|+V\7VW+E sz QF/|R,—Ril, 0.3 CPU_ seconds per step, has been pptimized. On an IBM

a ! 370, a single step of molecular dynamics for 216 TIP4P-FQ
(40b) water molecules requires 1.5 CPU seconds. This comparison
where{QP} are the water charges in the ground state andor our code indicates that a 16 node partition of a CM5 is
{Q}} are the water charges in the excited state. The polaequivalent to 5 IBM 370's.
ization self-energy for the ground state chargevﬂ§, and
the polarization self-energy for the excited state charges i
pol- The water—water interactions Mo are determined
using the set of chargd®?’}, and the water—water interac- Below, we present results for the absorption and fluores-
tions in V§,, are determined using the set of chargescence maxima, the widths of the spectral peaks, and the free
{Qf}. Thus, in addition to the direct solute—solvent interac-energies and reorganization energies for the two electronic
tions, the energy differencegol—vgol andVi,—Viw also  states of formaldehyde in the simulations. The gas-phase
contribute to the vertical energy differend& —V, for a  contributionsE, andE, have been removed from the ener-
polarizable solvent. The Lennard-Jones interactidpsare  gies in order to focus entirely on solvent contributions.
the same for each state and do not contribute to the ener
difference.

We focus attention now on differences between the en-  Absorption line shapes for the transition from the solute
ergy gapAE,; measured in a non-polarizable solvéstich  ground state to excited state are shown in Fig. 4. It is impor-
as TIP4P or MQ and in a polarizable solverisuch as FQ  tant to remember that, for a polarizable solvent, the solvent
One source contributing to differences is that the solvatiorshift consists of a part due to the direct water—formaldehyde
structures generated using a polarizable solvent model miglteractions and a part due to the change in water—water
differ from those generated using a non-polarizable solventinteractions which represents a many-body polarization en-

As we mentioned in Sec. Il A, a second source of dif-ergy. The water—water interactions are included when the
ferences between the results for polarizable and nortotal shift is calculated. Results are presented for four sol-
polarizable solvent models is that the charges induced on ents: polarizable FQsolid lineg; non-polarizable FQ/MQ
polarizable solvent molecule by the formaldehyde solute will(dot-dash lines non-polarizable MQ(dashed lings and
deviate from the charges induced on a water molecule in theon-polarizable TIP4Rdotted line$. These lineshapes rep-
bulk. To reiterate, we focused on this second contribution toesents the solvent shift from the gas phase formaldehyde

R/. RESULTS AND DISCUSSION

gA\(. Absorption line shapes
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or —1500 cm'!). The peak for the TIP4P solvent is at

030 T T — 4.7 kcallmol, slightly shifted from the other simulations.
025¢ The fluorescence shifts are smaller than the absorption
020r shifts because the water molecules are less ordered around
P(E) 0.15} the less polar excited state solutes. The widths of the fluo-
010+ rescence peaks are smaller than the widths of the absorption
0051 peaks by about 0.3 kcal/mol. The only exception is the width
' of the peak for TIP4P water, which is only 0.1 kcal/mol
0.00 smaller than the width of the absorption line. In comparison,

the experimental line width is close to 4400 ¢hor 12-13
0.50 . , , , : , kcal/mol, althoughab initio studies indicate that much of the
broadening is due intramolecular distortion of the solute and

0401 i l the solvent contribution is only 1100 crh or about 3
0.30 L i ] kcal/mol#*
P(E) | \ As we will discuss below, the width of the peaks are
0201 ! 1 related to the reorganization energy. A difference between the
010k | absorption and fluorescence peak widths indicates that a
single reorganization energy cannot characterize the solvent
000 =05 0 5 10 15 20 response, and the free energy surfaces have different curva-

E (kcal/mol) tures. Based on Sec. Il E, this difference can be related to the
difference in the effective radius of the solvent cavity for the

FIG. 4. Top panel: The absorption spectra for the solute transition 3.97 [ground state and the excited state solute. We can use Eq. 35
— 2.49 D and the fluorescence spectra for the solute transition 2.49 D to predict that the ratio of the width of the fluorescence spec-

3.97 D are shown for four solvent models: F&blid); FQ/MQ (dot-dash; : ;

MQ (dashegt TIP4P(dotted. The absorption peak is near 10.5 kcal/mol and trum to t(f;r?ivl\l)lgth of the absorption S.peCtru_m Shoulg scale as
the fluorescence peak is nea#.3 kcal/mol. Bottom panel: The absorption (R1/Ry) - |n. our _case_, Wlth.Rl— 2.65 and
and fluorescence spectra from the polarizable FQ solvent simulatioid ~ R,=3.25 A, this ratio of widths is predicted to be 0.74. The

lines) are_compar_ed WiFh theoretical predictiofdashed lingsbased on  ratio from the simulations is 0.8 for the FQ solvent, 0.86 for
2;’2'fhoéaéfﬁgiaﬂﬁﬂiﬂﬁl;ﬁﬁ“,'ﬁﬁo;,Zk‘n‘onﬁ'f}fg?gg =3.2 kealimo) thetFQ/MQ and MQ solvents, and 0.95 for the TIP4P sol-
vent.

The line shape for the fluorescence is asymmetric with a
transition. All of the solvent models produce a similar ab-skew toward solvent shifts which are more negative and
sorption band with a maximum close to 10 kcal/f@K3 eV larger in magnitude. The statistical uncertainties in the fluo-
or 3500 cm'') and a root mean square width of 2 kcal/mol rescence spectra are indicated by the noise in Fig. 4. It is
(0.087 eV or 700 cm*). evident from the figure that the absolute error is relatively

The non-polarizable FQ/MQ and MQ solvents haveconstant over the entire range of the spectra, and is quite
peaks which are at slightly higher energies than the polarizsmall relative to the spectral widths. Thus the widths and
able FQ solvent, 10.6-10.7 kcal/mol versus 10.3 kcal/molcenters of the spectra are known quite accurately, and the
The widths of the peaks are also slightly larger for the nonskew is indeed statistically significar(tf we were to com-
polarizable solvents, 2.1-2.2 kcal/mol for FQ/MQ and MQ pute the free energy surface near the wings, which requires
versus 2.0 kcal/mol for FQ. These differences are consistefihking the logarithm of the absorption spectra, the absolute
in general with the dielectric continuum theory. The peak forerror in the free energy would be proportional to the relative
the TIP4P simulation is at 10.3 kcaI/m0|, and the width is 1.gerror of the absorption Spectra_ The relative error of an ab-
kcal/mol. Thus, there is general agreement between the '%orption spectrum is quite large at the wings, and umbrella
sults from simulations employing quite different models forsampling is required to obtain good statistics for the free

_ We attribute the skew in the spectral lines to interactions
B. Fluorescence shifts with water molecules that are very close to the formalde-

The fluorescence shifts for vertical transitions returninghyde. Occasionally, a water molecule will be very close to
to the ground state surface from the excited state surface atée formaldehyde molecule during the electronic transition
shown in Fig. 4. Results are shown for four solvent modelsand there will be a large contribution to the solvent shift.
FQ (solid liney; FQ/MQ (dot-dash; MQ (dashett and These infrequent conformations produce the skew in the line
TIP4P (dotted. The fluorescence energy is defined asshape. The skew in the fluorescence spectra is larger than the
E* — E,, whereE* is the energy on the initigexcited state  skew in the absorption spectra. Presumably, the absorption
surface andE, is the energy on the findfround statesur-  line shape is more symmetric because, by the central limit
face following the vertical transition. The peaks for the po-theorem, independent contributions from many solvent mol-
larizable FQ and non-polarizable FQ/MQ and MQ solventecules add to form a Gaussian line. In the fluorescence spec-
models are all very close, roughty4.3 kcal/mol (—0.19 eV  tra, contributions from only a few water molecules are domi-
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TABLE V. Table of energies, all in kcal/mbl tric constant, and the static dielectric constants of all the
water models are similar. Furthermore, the change in the cav-
ity size does not greatly affe&tG,,.

Solvent Model

FQ FQ/MQ MQ TiP4 It is surprising, however, that the values obtained Xor

€ 80 80 80 53 fro_m the definition)\=(A_E12+AE2])/2 are similar for po-
€, 1.592 1 1 1 larizable and non-polarizable solvent. For the FQ model,

. A=3.0 kcal/mol, and for the MQ and FQ/MQ models,
‘Téz; 2.0 2.2 2.1 19 \=3.2 kcal/mol. The high-frequency optical dielectric con-
70 1.6 1.9 18 18 stants are different for the polarizable and non-polarizable
AE,, 10.3 10.7 10.6 10.3 dels. Si th it hould d d
AE, 43 43 40 _47 Models. Since the reorganization enelgy ould depend on
AGy 7.3 75 74 75 both the static and the optical dielectric constants, we would
N from (AE ,+AE,)/2 3.0 3.2 3.2 2.8  have expected that the reorganization energyas different
A from (U((Jz))Z/ZkBT 3.4 4.1 3.7 3.0 in the different solvents. We see from Table | that the differ-
\ from (of?)%2keT 22 30 2.7 27 ence, expressed as the raxi)/\("°"P°) should be a fac-
®0ne standard deviation uncertainty is abau@.1 kcal/mol for each of the tor of 0'7.1 for '_:Q relative to MQ Watgr. ACCOUI”!tlng for
reported energies. changes in the size of the solute cavity yields a ratio of 0.86,

as discussed in Sec. Il E. Using the valug&)=3.0+0.1
kcal/mol and\ (" Po)=3 2+ 0.1 kcal/mol from the simula-

nant, and lines are no longer Gaussian. Thus, the free enerdigns, we obtain a ratio of 0.240.05. The theoretical pre-
surface is non-parabolic. diction lies just outside the one standard deviation error
bounds of the simulation results.

We note finally that there is a self-consistency check to
perform involving the reorganization energyand the line-

We report in Table V the results for the calculations of width oy, namely that\ can be obtained from the peak
09, AE,;, AE;,, AG,;, andX for the four solvent models Wwidth o asa3/2kgT. We have used the absorption linewidth
we have considered: FQ, FQ/MQ, MQ, and TIP4P. The reo) and the fluorescence linewidt?) to compute values
organization energy is calculated in three different ways: for A. These values are also shown in Table V. The reorga-
first from the average ciE,, andAE,,, and again from the nization energies obtained from the linewidths bracket the
widths 0§ ando? of the absorption and fluorescence lines.values ofs calculated from AE;,+ AE»y)/2, indicating that
We first describe the simulation results, starting with the solthe peak widths are indeed consistent with the reorganization
vent shift for the electronic transition from ground state toenergy.
excited stateAE,;. The experimental shift for formalde- The peak widths for the TIP4P model are consistently
hyde in water has not been measured because of oligomémaller than the widths for the other non-polarizable models.
formation. The experimental value for the shift for acetone inThis indicates that solvent fluctuations are smaller for TIP4P
water is 1900 cm?, or 5.4 kcal/mol’® We find a solvent than for the other models and is consistent with TIP4P hav-
shift of about 10 kcal/mol from simulation. This agrees verying the smallest dielectric constant of all the models.
well with the previous simulation results of Levy and Finally, we have used the simulation results for the non-
coworkerst™*3but is almost twice as large as the shift mea-polarizable FQ/MQ and MQ models to predict the absorption
sured experimentally for acetone. As mentioned in Sec. Il Band fluorescence line shapes for the FQ solvent. The pre-
the transition energy is too large because the solute chargéécted lines are determined by four parameters: the peak cen-
are unrealistically large. When the charges are fit by electrotersAE,; andAE, and the peak Wldthe(l) and 0(2) We
static fitting one finds charges that give much better agreghave obtained these parameters from the non-polarizable
ment with experimerft® simulations as follows. We start withG,;=7.4 kcal/mol

The solvent shift in the excited state fluorescence lineand A=3.2 kcal/mol from the simulations with non-
AE,,, is generally smaller in magnitude than the shift in thepolarizable solvent. The free energy differer6,, is used
absorption line. This is because the excited state is less polafithout any change, buk is rescaled by the factor 0.86
than the ground state and there is less order in the solverderived in Sec. Il E to subtract the contribution of the elec-
We also note that in the simulations there is little differencetronic polarization modes. The rescaled value\ois 2.75
between the value afE,, in the polarizable FQ solvent and kcal/mol. The absorption peak centkE,; is A + AG,,, and
the value ofAE;, in the non-polarizable solvents. Also, little the fluorescence peak cent®E,; is A\ —AG;,. The widths
difference is seen in the values AfE,; in the polarizable of the spectral lines are determined framWe now describe
and non-polarizable solvents. Furthermore, the values calcdiour methods of estimating these widths.
lated for the solvation energy differendG,; and the reor- The first method is appropriate when the solute cavity
ganization energ) (being related to sums and differences of does not change its size, implying that the absorption and
AE,, andAE,,) are nearly identical for the two solvents. fluorescence lines have identical widths. In this case,

As expected, the equilibrium solvation free energy dif-
ferences AG,; are similar for polarizable and non- Do (2
polarizable solventsA G,, depends only on the static dielec- op =05 =\2KgTA. (42

C. Free energies and reorganization energies
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This method yields linewidths of 1.8 kcal/mol based on ;U= [ak TA/[1+(R,/R,)%], (443
N=2.75 kcal/mol. The widths from this method are very
close to the widths seen in the simulation. and

In the second method, we account for the difference in 0(2)=\/4kBT)\/[1+(R2/R1)3]. (44b)

the cavity sizes of the ground state and excited state by as-
sumingo P/ o{P= (R, /R,)32 (See Sec. Il E for the reason- This method predicts the widthe§”=2.05 kcal/mol and

ing behind this choice. We rewrite Eq. 36 as (2)—1 5 kcal/mol, which we used in constructing Fig. 4.
The agreement with the simulation results is very good.
)\:[(Ugl))er(U<2>)2]/4k8-|-+ (atot _agt))(Qi_Qg)' We note, however, that the above treatment is inconsis-

tent because of the term in Eq. 43 that was ignored. We can
(43 include the term in Eqg. 43 which involves the total polariz-
If the total polarlzablhtlem%t) andagz) are similar, the sec- ability a4, by using the relationship from Eq. 10 that
ond term on the right-hand-side of this equation can be ige/ag=Tn(€g)/[fn(€o) —Tn(e.], and again assuming that
nored. In this case, we find that oP1eV=(R;/R,)%2 A bit of algebra yields

of'= \/ 4kgTN/

fn(€o) Q1+Q;
fr(eg) —frlex) Q1— Q7

1+ (R1/Ry)3+[1—- (R /Ry)°]

(45

Using the same values fdp(eg) andf n(€.) asin Sec. IlE, however, the fluctuations predicted by the theory with the
we find that the widths ares§’=1.2 kcal/mol and cavity size corrections are smaller than the fluctuations ob-
(2)—0.9 kcal/mol, much narrower than the widths observedserved in computer simulations. Thus, the dielectric con-
in the simulations. tinuum theory seems to predict a greater degree of dielectric
The term in Eq. 43 involving the total polarization can saturation than is actually observed.
be included by relating its value to that 4(,,. We rewrite

Eq. 38 as V. CONCLUSION

_ 1 (1)2_ (5(2))2 (1)y2 In this paper we have explored the implications of a

AGa 4kBT[(U )=o)+ 4kg T[(U ) simple linear response, dielectric continuum for the depen-
. (€o) Q,+0Q dence of absorption and fluorescence spectra on the polariz-

+(o?)?] 0 1 <2 (46)  ability of the solvent. The theoretical predictions have been

fn(€0) ~fnl€x) Q1= Q2 tested using simulations of two electronic states of formalde-

We have used Eq. 10 to relaig, to ay, and Eq. 34 to relate hyde in polarizable and non-polarizable water. An important
a, to the cavity sizes. After a little algebra, we find parameter describing the solvation is the reorganization en-

ergy, which measures the difference in the solvation of the
fn(eg) Q1+ Q, two solute states. In the simulations, we found that the ratio
fo(€o) —fn(€x) Q1—Q, of reorganization energies in polarizable versus non-
473 polarizable solvents was 0.94.05. The theoretical predic-
tion, based on the assumption of a common cavity size for
the ground and excited states of formaldehyde, is a ratio of
0.71.
agz>= \/ZkBT()\—AGm)/( 1- ol <o) At Qe . We have reformulated the theory to allow for changes in
fa(€0) = Tn(€x) Qu-Q2 the effective solute radius. When this is done, and the cavity
(47b) radii are obtained from the solvation structure in the simula-
Using the same values fép(e) andf,(e..) as before, these tion, the theoretical prediction for the ratio of reorganization
equations prediar{"=1.3 kcal/mol andr{?)=1.0 kcal/mol.  energies is 0.86, much closer to the simulation results. We
These widths are also far narrower than the widths observeare confident that even better agreement would be obtained if
in the simulations. we extended our theory to include a coupling between the
It seems that it is not possible to use the simple dielectricolvent and the quadrupole moment of the solute and used
continuum theory we have described to predict spectral lingealistic nonspherical cavity geometries. This is because the
shapes in accord with simulation results. We need to emplodifference between reorganization energies in polarizable
a non-linear cavity size correction to account for electrostricand non-polarizable solvents becomes less pronounced as in-
tion of the solvent by the solute molecule. Thus, the cavityteractions with higher order multipoles are considered.
radius decreases when the solute is made more polar. When We find, however, that the non-linear corrections needed
we are consistent in the calculation of solvent fluctuationsio obtain good results for reorganization energies have an

o= \/szT(>\ +AGy)/| 1+

and
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undesired effect on the linewidths predicted for the absorpThus RISM/HNC predictions automatically include non-

tion and fluorescence spectra. The lines turn out to be fdinear effects due to cavity size changes. Although the RISM/

narrower than seen in the simulations, indicating that theHNC equations can be difficult to solve, these integral equa-

dielectric continuum theory underestimates the solvent fluction methods have been applied in the context of charge

tuations. Therefore, it does not seem possible for a singldransfer reaction&~"® A promising avenue is explored in

self-consistent dielectric continuum theory to describe propRef. 77, in which the full three dimensional geometry of the

erly all aspects of solvation. solute is maintained during the solution of the HNC equa-
Our work has a clear implication for simulation studies tions (albeit with a fixed solute—solvent direct correlation

of related processes, such as charge transfer reactions, fimnction).

non-polarizable solvents. In a charge transfer reaction, the Finally, we note that the polarizability of the solute itself

activation energy is given in the Marcus picture by can also be important in understanding the energetics of sol-

E.o= (AG+\)%/4\, whereAG is the free energy difference vation, as well as the dynamié$.The fluctuating charge

between reactant and product andis the reorganization method used here to simulation polarizable water is very

energy for the reaction. It seems clear that is measured in el suited for simulation studies of polar molecuféand

a simulation using a non-polarizable solvent, then it must béons™® in solution. Treatments of solute polarizability based

reduced by some scaling factor to account for the impliciton dielectric continuum theories are also possile.

(and incorredt contributions from high-frequency electronic

polarization modes. Such a rescaling has been attempted, fAlCKNOWLEDGMENTS

instance, in a recent large-scale simulation study of the pho-
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which required diierent cavity sizes for the o Solute elec Thinking Machines CM5 of the NIH Research Resource
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tion free energies can be accurate with just a single cavity
radius. This is an interesting point because the Poisson and ( (
Poisson—Boltzmann equations, which are mathematical fofaP PENDIX: COUPLING Z, TO Z..
mulations of dielectric continuum theory, are often used to  The termsZ, and Z.. in Eq. 1 represent solvent polar-
mimic the effects of a real, molecular solvent. The con-ization arising from slow modes and fast modes. In a phe-
tinuum solvent in these applications is parameterized by @aomenological model of the solvent polarization, these
dielectric constant and the solute is represented as a chargeodes are coupled and a termkZ,- &, is included in
distribution inside an excluded volume. Our results indicateH g . In this Appendix, we show that the coupling serves only
that a parameterization based solely on equilibrium properno redefine certain terms in the diabatic Hamiltonians of Eq.
ties might fail when predicting properties such as reorgani3. Thus, including the coupling term does not alter any of our
zation energies. Furthermore, our results seems to indicatgibsequent analysis.
that it might be essential to allow the cavity describing a  Our starting point is the diabatic Hamiltonian for solute
solute to depend on the charge distribution inside, resultinglectronic state; wherei= 1 or 2:
in a type of non-linear coupling between solute and solvent. 1 1
Ina forthcommg worke® we descrlbg the resylts of just Hi=Ei— (Lot £) Qi+ 5—22+ = agwlll?
such a study using PB®,a program which provides a nu- 2a9
merical solution for the Poisson—Boltzmann equation. The 1 1 1
program was specially modified to allow the calculation of —ko Lt 5 24 Eamwiﬂi— Sho.. (A1)
absorption and fluorescence peaks for a polarizable con- o
tinuum solvent with the dielectric properties of TIP4P-FQ Sincew..> wy, we can perform a Born—Oppenheimer sepa-
(€0=80, €,,=1.592)"* The simulation results described in ration. We assume that the mode remains in its ground
this paper serve as a basis for judging the performance of thetate. The diabatic Hamiltonian for the modg is
dielectric continuum solvent model. We found that PBF pro-
. : 1
vided very good results for free energy differences, but the H,=E,—(1+ a..k)Z,-Q,— _ainZ
non-equilibrium reorganization energies did not agree with 2
the simulation results. 1
It is interesting to note that there exists a continuum + =—(1— aga.k?) Z3+ = agwill3. (A2)
A . . : 2ag 2
solvent model which in fact includes just this type of non-
linear coupling between solute and solvent, namely théNow we make the substitutions {la..k)Z,— #; and
RISM model with HNC closure which bears a strong resem-wo(1+ a..k)?/(1— aga.k?)— aj. The new momentunbl},
blance to the Gaussian field theory described in Sec. Il E. lis dH/d#)=11,/(1+ a..k). The frequency is also rescaled,
the RISM/HNC method, the solute—solvent distance correlawg(l— apak?) — w2, With these substitutions, the diaba-
tions depend self-consistently on the interaction potentialtic Hamiltonian is

B.J.B. wishes to acknowledge the Alexander von Hum-

J. Chem. Phys., Vol. 104, No. 4, 22 January 1996



1308

w{?T1H2.
(A3)
Because we are treating the modg classically, the fre-

o4 1 2 1 o2 1 ’
Hi:Ei_éO'Qi_EaO@Qi—’_géO +§a0
0

guency renormalization has no effect on any of the energies
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