Vibrational energy relaxation in the condensed phases: Quantum vs classical bath for multiphonon processes
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We develop a theory for relating quantum and classical time correlation functions in the context of vibrational energy relaxation. The treatment is based on the assumption that both the quantum and the classical systems are characterized by effective harmonic Hamiltonians with identical normal modes; and the solute-solvent interaction is taken to be linear in the solute vibrational coordinate, but nonlinear in the bath coordinates. We propose an approximate “quantum correction” which allows the determination of the quantum energy relaxation rates from the classical force-force time correlation functions in the limit of large solute’s vibrational frequency. We test the accuracy of this approximate correction against exact numerical results for two forms of the solute-solvent interaction (exponential and power law), and find it to be accurate for a wide range of solute vibrational frequencies and for different solvent thermodynamic states. A simple form of the “quantum correction” is proposed for the models based on Lennard-Jones interactions. In all cases it is found that the vibrational relaxation time in a fully quantum system is better approximated by a fully classical theory (classical oscillator in classical bath) than by a mixed quantum-classical theory (quantum oscillator in classical bath). © 1997 American Institute of Physics.

I. INTRODUCTION

Numerous processes in condensed phases involve dissipation of energy from vibrationally excited modes. A profound understanding of this phenomenon is of major importance for developing a theory of reaction dynamics. As such, vibrational energy relaxation (VER) has been actively studied experimentally, and the results have been reviewed on several occasions.

Experimental data on VER have been analyzed with various theoretical approaches. Most of these are based on the low-order perturbation theory, and involve partitioning the total Hamiltonian into three terms: the vibrational Hamiltonian for the excited mode of the solute (guest, impurity), the Hamiltonian for all other degrees of freedom (solvent, host, bath), and the interaction between these two subsystems, which induces the transitions between the solute’s vibrational states. Within this formalism, the state-to-state transition rates, are determined by the Fourier transform (at the vibrational frequency of the solute) of the correlation function (TCF) of the force exerted by the solvent on the solute’s vibrational mode. When studying VER in low-temperature solids, this TCF can be evaluated quantum mechanically. At the same time, a full quantum treatment of dynamics in liquid hosts is not feasible, and a common approach is to treat the translational degrees of freedom in liquids classically. However, for certain experimental conditions (e.g., vibrational relaxation of molecular oxygen in liquid mixtures with argon in the temperature range 60–90 K), a classical treatment of the solvent may be questionable. In order to account for the quantum nature of the bath, one needs to relate the classical TCF to its quantum analogue. Once the potential energy in the Hamiltonian is specified, the classical and quantum TCFs (and their power spectra) are uniquely defined. In general, however, it is not possible to find (in a closed analytical form) the exact relationship between the two, and various approximate prescriptions have been proposed in the literature for obtaining the quantum results from the classical ones. The first issue which needs to be addressed is related to the fact that the classical TCF is a real even function of time, while the one-sided quantum TCF is a complex function. The direct consequence of this is that the classical power spectrum is symmetric, while its quantum analogue satisfies the detailed balance condition, and is thus asymmetric. At the same time, one can relate the quantum power spectrum to the Fourier transform of the symmetrized quantum TCF, which shares the property of being a real even function of time with the classical TCF. This suggests comparing the classical TCF with the symmetrized quantum one in the time domain, which has been done in Ref. 85 for the one-dimensional rigid rotor. The two functions disagreed slightly at short times and very significantly at long times. Nevertheless, if one simply replaces the symmetrized quantum TCF with the classical one, the resulting power spectrum will at least satisfy the detailed balance condition. Such an approach has been widely used in the context of vibrational energy relaxation, although it has been recognized that simply obtaining Boltzmann equilibrium is not a sufficient justification for the above replacement.

A different approach to relating quantum and classical TCFs was introduced by Schofield, and involves modifying the classical TCF in the time domain. Schofield suggested approximating the one-sided quantum mechanical TCF evaluated at time by the classical TCF evaluated at . The resulting power spectrum satisfies detailed balance, but does not satisfy any moment sum rules. For the latter reason Egelstaff proposed an alternative approxima-
tion, where the argument $t$ of the classical TCF is replaced by $\left[ t \left( -i\beta t / 2 \right) \right]^{1/2}$. When the Egelstaff transformation is applied to the normalized classical TCF, the resulting function satisfies both the condition of detailed balance and the first few sum rules. The accuracy of the Egelstaff approximation was tested in Ref. 85 for the one-dimensional rigid rotor; it was found to agree well with the exact quantum result at short times, but to disagree at longer times. Later the Egelstaff transformation was modified in order to account for the change in the zero-time value of the (unnormalized) TCF in going from classical to quantum case. Of course, one can equally well apply the aforementioned transformations in the time domain to approximate the symmetrized quantum TCF instead of the one-sided function.

To summarize, numerous prescriptions have been proposed for relating quantum and classical TCFs both in the time and in the frequency domains. However, due to approximations involved in these treatments, two different prescriptions may lead to two different predictions of the quantum power spectra, both of which satisfy the detailed balance requirement, but differ greatly from each other, especially in the high-frequency region. Furthermore, it may well be the case that neither of these spectra agrees with the true quantum result.

In view of that, it is of great importance to assess the accuracy of various approximations by studying exactly solvable models. In the context of vibrational energy relaxation, such a possibility is provided when the classical and quantum solvents are described by effective harmonic Hamiltonians with the same set of normal modes. If the solute-bath coupling is taken to be linear both in the solute and bath coordinates, one can obtain an exact relationship between the force-force TCF for a classical bath and its quantum counterpart. However, due to the assumption of bilinear coupling, the applicability of this result is limited to single-phonon relaxation processes. At the same time, it is often the case that the excitation energy of the solute’s vibrational mode is much larger than the typical energy associated with the solvent’s thermal motion. In the absence of intra- and intermolecular vibration-vibration (excitonic) energy transfer, the nonradiative relaxation process is necessarily multiphonon, i.e., the solute’s vibrational energy is dissipated into many quanta of bath excitations. In order to allow for multiphonon processes, one can either treat the bilinear system-bath coupling within high-order perturbation theory, or introduce a coupling which is more realistically nonlinear in the bath coordinates, while retaining the lowest-order Fermi’s golden rule formalism. It was recently shown that the latter mechanism generally gives the dominant contribution to the relaxation rate. For an arbitrary nonlinear system-bath coupling, it is not possible to derive an exact relationship between the classical and quantum TCFs. However, for sufficiently large solute vibrational energies (relative to the bath thermal energy scale) an approximate relation between the two can be obtained. In addition to that, for a given spectral density of the effective harmonic bath (which is the same for classical and quantum systems) one can obtain exact numerical results for both classical and quantum TCFs, which allows us to assess the accuracy of this approximate relationship.

The purpose of this paper is to carry out the program outlined above. In Section II we consider a somewhat simplified model where the system-bath coupling is modeled with an exponential function of a scalar collective bath coordinate. In the asymptotic case of large solute’s vibrational energy gap, we derive an approximate relation between the power spectra of quantum and classical TCFs, which leads to a relation between the energy relaxation rates for a classical solute in a classical bath and for a quantum solute in a quantum bath. Assuming a particular model for the bath spectral density, we calculate these relaxation rates exactly and test the accuracy of our approximate result. In Section III we perform similar calculations for a more realistic problem involving vibrational relaxation of a diatomic Lennard-Jones solute in monatomic Lennard-Jones fluid. We again obtain an approximate “correction factor” (which is somewhat different from the one obtained for the exponential interaction) and assess its accuracy by performing exact numerical calculations. In both cases (exponential and Lennard-Jones interactions) our approximation gives a very accurate estimate of the ratio between quantum and classical energy relaxation rates. We also test various prescriptions for relating quantum and classical TCFs which have been proposed earlier in the literature, and find that neither of these is robust enough to handle different functional forms of the system-bath coupling. In Section IV we conclude.

II. MODEL HAMILTONIAN: LINEAR AND EXPONENTIAL COUPLING

A. Model Hamiltonian: Linear coupling

We consider the relaxation rate of a vibrationally excited solute in a solvent. As discussed in the Introduction, we assume that the total Hamiltonian can be written as follows:

$$H = H_q + H_b + V.$$  \hspace{1cm} (1)

In the above, $H_q$ is the (harmonic) Hamiltonian associated with the solute’s vibrational coordinate, $q$, whose conjugate momentum is $p$, reduced mass is $\mu$, and angular frequency is $\omega_0$

$$H_q = \frac{p^2}{2\mu} + \frac{\mu \omega_0^2 q^2}{2}.$$  \hspace{1cm} (2)

The bath Hamiltonian $H_b$ describes the solvent molecules and all the remaining (apart from $q$) degrees of freedom of the solute. In what follows, we take $H_b$ to be harmonic and write it as a sum over normal modes with frequencies $\omega_k$ and Boson creation and annihilation operators $b_k^\dagger$ and $b_k$

$$H_b = \sum_k \hbar \omega_k (b_k^\dagger b_k + 1/2).$$ \hspace{1cm} (3)

Finally, the interaction term $V$, which couples the solute’s vibrational mode to the bath, is taken to be linear in $q$: $V = -q \gamma F$, where $\gamma F$ is the force exerted by the solvent on the
vibrational coordinate, the coupling constant $\gamma$ has units of force, and $F$ is a dimensionless function of the bath normal coordinates.

Using the golden rule lowest-order perturbation theory, one can express$^{89}$ the solute vibrational energy relaxation rate in terms of the Fourier transform of the symmetrized quantum force-force time correlation function (TCF) evaluated at the solute vibrational frequency

$$
\left( \frac{1}{T_1} \right)_{qm} = \frac{\tanh(\beta h \omega_0/2)}{\beta h \omega_0/2} \frac{\xi'_q(\omega_0)}{\mu} \tag{4}
$$

with

$$
\xi'_q(\omega_0) = \beta \gamma^2 \int_0^\infty dt \cos(\omega_0 t) \times \left\{ \frac{1}{2} \left[ \delta F(t), \delta F(0) \right] \right\}_{qm}, \tag{5}
$$

where $\delta F(t) = F(t) - \langle F \rangle_{qm}, \ldots \rangle_{qm} = \text{Tr}_b \left[ \cdots \rho_b \right]$ denotes a trace over the quantum bath states, $\rho_b = e^{-\beta B_0} \text{Tr}_b [e^{-\beta B_0}]$ is the equilibrium bath density matrix, and $\beta = 1/k_B T$.

The calculation of the quantum TCF is feasible for low-temperature solids, but is extremely difficult in liquids. In the latter case, a common approach is to obtain the TCF for a corresponding classical system — either from molecular dynamics simulations or from analytical theories. One is then faced with a problem of relating the classical TCF to its quantum counterpart, and various prescriptions have been suggested for this procedure in the literature. For the Hamiltonian described above, this problem has been considered by Bader and Berne$^{89}$ for the particular case of bilinear solute-solvent coupling, i.e., the force exerted by the solvent on the solute vibrational coordinate was written as a linear function of the bath dimensionless collective coordinate $Q$

$$
F = Q = \sqrt{\hbar} \sum_k c_k (b_k^\dagger + b_k), \tag{6}
$$

where $c_k$ are real expansion coefficients. Provided the classical and quantum systems are described by identical effective harmonic Hamiltonians, they are characterized by the same spectral density

$$
J(\omega) = \sum_k c_k^2 \delta(\omega - \omega_k). \tag{7}
$$

From Eqs. (4), (5), (6) and (7), one obtains

$$
\left( \frac{1}{T_1} \right)_{qm} = \frac{\pi \gamma^2}{\mu \omega_0} J(\omega_0). \tag{8}
$$

The above result does not depend on $\hbar$, and therefore the energy relaxation rate for a quantum solute in a quantum bath is identical to the relaxation rate for a classical solute in a classical solvent, as discussed in Ref. 89. This result is valid for the bilinear system-bath coupling, which corresponds to single phonon relaxation processes. We next consider the case when the coupling between the solute vibrational coordinate and the solvent is nonlinear in the bath coordinates, i.e., allow for multiphonon processes.

### B. Exponential coupling

We model the solute-solvent interaction with an exponential function of the bath collective coordinate: $F = \exp(\lambda Q)$. With the above form of the system-bath coupling, the thermal averaging over the bath states in Eq. (5) can be performed using standard boson algebra operator identities, and the integral in Eq. (5) can be evaluated approximately using saddle point method to yield

$$
\xi'_q(\omega_0) = \frac{\beta \gamma^2}{2} \exp(C_{qm}(0)) \sqrt{\frac{2 \pi}{\omega_0 \omega_{ph}}} \cosh \left( \frac{\omega_0}{\omega_{ph}} \right) \exp \left( - \frac{\omega_0}{\omega_{ph}} \ln(2 \phi_{cl}) - 1 \right), \tag{9}
$$

with

$$
\phi_{qm} = \frac{\omega_0}{\lambda \hbar \omega_{ph}} \sinh(\beta \hbar \omega_{ph}/2), \tag{10}
$$

and

$$
C_{qm}(0) = \hbar \int_0^\infty d\omega \ J(\omega) (2n(\omega) + 1), \tag{11}
$$

where $n(\omega) = [\exp(\hbar \omega/kT) - 1]^{-1}$ is the phonon thermal occupation number. In the above we have defined an “average” phonon frequency according to the relation

$$
\omega_{ph} = \frac{1}{\hbar} \int_0^\infty d\omega \ \omega J(\omega); \ \lambda = \int_0^\infty d\omega \ J(\omega). \tag{12}
$$

Taking the limit $\hbar \to 0$ in Eq. (9) gives the following expression for the classical friction:

$$
\xi'_q(\omega_0) = \frac{\beta \gamma^2}{2} \exp(C_{cl}(0)) \sqrt{\frac{2 \pi}{\omega_0 \omega_{ph}}} \cosh \left( \frac{\omega_0}{\omega_{ph}} \right) \exp \left( - \frac{\omega_0}{\omega_{ph}} \ln(2 \phi_{cl}) - 1 \right), \tag{13}
$$

with

$$
\phi_{cl} = \frac{\beta \omega_0}{2\lambda}, \tag{14}
$$

and

$$
C_{cl}(0) = \frac{2}{\beta} \int_0^\infty d\omega \ \frac{J(\omega)}{\omega}. \tag{15}
$$

From Eqs. (4), (9), (13) and the relation $(T_1^{-1})_{cl} = \xi'_q(\omega_0)/\mu$ it follows that energy relaxation rate $T_1^{-1}$ for a quantum solute in a quantum bath is no longer equal to its classical counterpart; their ratio is given by
\[ R_1 = \frac{(T_1^{-1})_{qm}}{(T_1^{-1})_{cl}} = \frac{\exp(C_{qm}(0)) \sinh(\beta \hbar \omega_0/2)}{\exp(C_{cl}(0)) \beta \hbar \omega_0/2} \times \left( \frac{\beta \hbar \omega_{ph}}{2 \sinh(\beta \hbar \omega_{ph}/2)} \right)^{\omega_0/\omega_{ph}}. \] (16)

C. Numerical results for the exponential coupling

Certain approximations (mean value theorem, saddle point method) have been involved in arriving at the Eq. (16). In order to assess their accuracy, we now assume a particular functional form for the spectral density \( J(\omega) \) and evaluate the quantum and classical energy relaxation rates exactly (numerically). Although the main goal of the present work is to relate classical and quantum TCF in liquids, we defer the discussion of the form for \( J(\omega) \) appropriate for liquid hosts until the next section where we consider vibrational relaxation of a Lennard-Jones solute in a Lennard-Jones fluid. In the present section, for the purpose of testing the result in Eq. (16), we consider the following super-Ohmic spectral density:

\[ J(\omega) = 2\lambda \alpha^2 \omega^3 \exp(-\alpha \omega^2), \] (17)

which behaves as the Debye model coupled with the deformation potential approximation (for numerical convenience we have replaced a sharp cut-off at the Debye frequency with a smooth Gaussian cut-off). This form for \( J(\omega) \) would be appropriate in studying vibrational relaxation by acoustic phonons in a crystalline host.

Anticipating the study of LJ fluid in the next section, we define dimensionless time and frequency variables in terms of the LJ parameters of Ar and the mass of Ar atom: \( t^* = t(\varepsilon_{Ar}/m_{Ar}\sigma_{Ar}^2)^{1/2} \) and \( \omega^* = \omega(m_{Ar}\sigma_{Ar}^2/\varepsilon_{Ar})^{1/2} \). With the values \( \varepsilon_{Ar}/k_B = 119.8 \) K, \( \sigma_{Ar} = 3.405 \) Å, and \( m_{Ar} = 6634 \times 10^{-23} \) g, \( \omega^* = 1 \) corresponds to \( \omega/2\pi c = 2.46 \) cm\(^{-1} \).

In performing the calculations, we take \( \alpha^* = 2.5 \times 10^{-3} \). From Eq. (12), this gives the average phonon frequency \( \omega_{ph}/2\pi c = 65.4 \) cm\(^{-1} \). The temperature is taken to be \( T = 75 \) K, i.e., comparable to a characteristic phonon frequency. We set the dimensionless normalization constant \( \lambda \hbar \) equal to unity, and take \( \gamma = \varepsilon_{Ar}/\sigma_{Ar} \) and \( \mu = m_{Ar} \).

With the above parameters, we calculate the energy relaxation rate \( T_1^{-1} \) for a quantum solute in a quantum bath and for a classical solute in a classical bath as a function of the solute vibrational frequency \( \omega_0 \); the corresponding results are shown in Fig. 1. One sees that in the contrast to the case of linear coupling, where the fully quantum and the fully classical results are identical, in the case of exponential solute-bath interaction, the fully classical treatment underestimates the relaxation rate. Also shown in Fig. 1 is the “corrected” classical approximation given by \( (T_1^{-1})_{cl} \times R_1 \) with \( R_1 \) calculated from Eq. (16). This “corrected” classical approximation follows the quantum result quite closely for a wide range of the “energy gaps” \( \omega_0 \), thus confirming that the approximations involved in arriving at Eq. (16) are reasonable. Finally, we plot in Fig. 1 the energy relaxation rate for a quantum solute in a classical bath calculated by multiplying the fully classical rate by the factor tanh(\( \beta \hbar \omega_0/2 \))/(\( \beta \hbar \omega_0/2 \)). This factor is less than unity for any frequency \( \omega_0 \), which suggests that the fully classical treatment gives consistently better results for the rates than the “mixed” one (although the former rates still need to be corrected to get agreement with the quantum rates).

It would be of some interest to analyze the nature of the three factors in \( R_1 \). The first factor is independent of the energy gap \( \omega_0 \), it depends only on the temperature and the spectral density. For \( k_B T \gg \hbar \omega_{ph} \), \( C_{qm}(0) \sim C_{cl}(0) \) and the first factor in \( R_1 \) is close to unity. The second factor coincides with the Schofield transformation\(^8\) when the latter is combined with the symmetrization of the quantum TCF. This factor has the strongest dependence on \( \omega_0 \) of all three; it approaches 1 only for \( k_B T \gg \hbar \omega_0 \). At the same time, a more typical situation in high-order relaxation processes corresponds to \( \hbar \omega_{ph} / k_B T \gg \hbar \omega_0 \), in which case the second factor in \( R_1 \) is much greater than unity. Finally, the third factor is always less than 1, for \( k_B T \gg \hbar \omega_{ph} \) it displays a weak (albeit exponential) decrease with the energy gap; for \( k_B T \gg \hbar \omega_{ph} \) it remains on the order of 1 for all physically realistic values of \( \omega_0 \).

It is also of interest to compare the results obtained with the correction factor \( R_1 \) [cf. Eq. (16)] to other approximations suggested in the literature. For this purpose, we apply the Schofield,\(^8\) the Egelstaff,\(^8\) and the “scaled” Egelstaff\(^8\) transformations to our classical results. The Schofield approximation has been discussed above, it amounts to replacing \( R_1 \) with \( \sinh(\beta \hbar \omega_0/2)/(\beta \hbar \omega_0/2) \). The Egelstaff procedure\(^8\) can be obtained as a product of two transformations;\(^8\) One first replaces the argument \( t \) of the classical TCF with \( [t^2 - (\beta \hbar /2 \pi c)^2]^{1/2} \), and then performs the Schofield transformation on the resulting function. The “scaled” Egelstaff transformation\(^8\) is the same as the Egelstaff approximation.
Egelstaff approximation, as described in the text. However, the Egelstaff approximation, and the dash-dotted line is the classical result corrected according to the approximation from Eq. 6.

The solid line (a) is the fully quantum result, the dotted line (b) is the classical result corrected according to the approximation from Eq. (16). The dashed line (c) is the Schofield approximation, the long-dashed line (d) is the Egelstaff approximation, and the dash-dotted line (e) is the "scaled" Egelstaff approximation, as described in the text.

The results of applying these three procedures to the classical TCF by the following factor: 

\( \langle \delta F^2 \rangle_{cl}/\langle \delta F(\beta\sqrt{2})\delta F(0) \rangle_{cl} \).

The relation between the quantum and classical systems are described by identical effective harmonic Hamiltonians. Thus, to obtain a similar relation for a Lennard-Jones fluid, one needs to map this system onto an effective harmonic bath. We achieve this by introducing an effective quantum harmonic Hamiltonian for the translational degrees of freedom of the solvent and the solute is anharmonic. Thus, for liquids one is usually confined to a classical treatment of the translational degrees of freedom in calculating of the TCF. The results obtained in this way have to be corrected by accounting for the quantum nature of the solvent.

The relation between \( \tilde{c}_{q}(\omega_0) \) and \( \tilde{c}_{cl}(\omega_0) \) obtained in the previous section was based on the assumption that both quantum and classical systems are described by identical effective harmonic Hamiltonians. Thus, to obtain a similar relation for a Lennard-Jones fluid, one needs to map this system onto an effective harmonic bath. We achieve this by introducing an effective quantum harmonic Hamiltonian for the translational degrees of freedom of the solute and the solvent, and by requiring that in the classical limit this Hamiltonian reproduces the results for the LJ fluid obtained from the classical MD simulations.

Starting from a microscopic Hamiltonian for a single diatomic in a monatomic fluid and assuming pairwise interactions, we follow the procedure outlined in Ref. 80 to reduce it to the following form:

\[ H = H_q + H_b + V. \]

The solute vibrational Hamiltonian \( H_q \) is given by Eq. (2). \( H_b \) is the quantum-mechanical Hamiltonian for the translational degrees of freedom of the solute and all solvent particles (the bath)

\[ H_b = T + U_0, \]

with

\[ T = \frac{p_0^2}{2m_0} + \sum_i \frac{p_i^2}{2m_i}, \]

\[ U_0 = \sum_i \phi(r_i) + \sum_{i<j} \phi_s(r_{ij}). \]

\( T \) is the total translational kinetic energy of the solute and solvent atoms; the solute has momentum \( p_0 \) and mass \( m_0 \), the summation indices refer to solvent atoms, and the \( i \)th solvent atom has momentum \( p_i \) and mass \( m_i \). The potential energy \( U_0 \) involves the solute-solvent pair potential \( \phi(r) \),

III. VIBRATIONAL RELAXATION FOR LENNARD-JONES COUPLING BETWEEN SOLUTE AND SOLVENT

In this section, we discuss the relation between the quantum and the classical TCF for the problem of vibrational relaxation of a Lennard-Jones solute (a solute molecule whose sites interact through the Lennard-Jones potential with the solvent atoms) in a Lennard-Jones host (a solvent whose molecules interact through the Lennard-Jones potential). Although we focus on the Lennard-Jones potential here, it is important to note that the same procedure can be used for an arbitrary continuous form of the solute-solvent interaction. To simplify the analysis, we consider a single diatomic solute immersed in a monatomic solvent, and assume that the diatomic interacts with the solvent particles with a spherically symmetric pair potential, and that its vibrational coordinate also has spherical symmetry. Such a "breathing sphere" model has been used to study vibrational relaxation of diatomic molecules both in crystalline and liquid Lennard-Jones hosts. In crystalline hosts, the total microscopic Hamiltonian for the system can be easily reduced to the form of Eq. (1) by treating the crystalline lattice in the harmonic approximation. In liquid hosts, on the other hand, the Hamiltonian for the translational degrees of freedom of the solvent and the solute is anharmonic. Thus, for liquids one is usually confined to a classical treatment of the translational degrees of freedom in calculating of the TCF. The results obtained in this way have to be corrected by accounting for the quantum nature of the solvent.

The relation between \( \tilde{c}_{q}(\omega_0) \) and \( \tilde{c}_{cl}(\omega_0) \) obtained in the previous section was based on the assumption that both quantum and classical systems are described by identical effective harmonic Hamiltonians. Thus, to obtain a similar relation for a Lennard-Jones fluid, one needs to map this system onto an effective harmonic bath. We achieve this by introducing an effective quantum harmonic Hamiltonian for the translational degrees of freedom of the solute and the solvent, and by requiring that in the classical limit this Hamiltonian reproduces the results for the LJ fluid obtained from the classical MD simulations.
which is independent of \( g \), and the solvent-solvent pair potential \( \phi_s(r) \); \( r_i \) is the distance between the \( i \)th solvent atom and the center of mass of the diatomic, \( r_{ij} \) is the distance between the \( i \)th and \( j \)th solvent atoms.

In the spirit of the lattice theories of liquids\(^96,97\) we represent the medium by a harmonic lattice, which amounts to replacing \( H_b \) by an effective harmonic Hamiltonian. As a first approximation, we will assume that the diatomic’s mass is sufficiently close to that of the solvent atoms, and that the solute-solvent interaction is sufficiently short-ranged, and the sum-mation index \( l \) runs over the three acoustic phonon polarization branches, and \( \omega_{kl} \) is the phonon frequency.

\[
H_b = \sum_{kl} \hbar \omega_{kl} \left( b_{kl}^\dagger b_{kl} + \frac{1}{2} \right),
\tag{22}
\]

where \( b_{kl} \) and \( b_{kl}^\dagger \) are the phonon annihilation and creation operators, the sum over wave vector \( \mathbf{k} \) is restricted to the first Brillouin zone, the summation index \( l \) runs over the three acoustic phonon polarization branches, and \( \omega_{kl} \) is the phonon frequency.

As before, the coupling term has the form \( V = -q \gamma F \), but in contrast to the previous Section, the total (dimensionless) force \( F \) exerted by the solvent on the solute vibrational coordinate \( q \) is explicitly written as a sum of forces from all solvent atoms, thus avoiding the “collective coordinate” assumption:

\[
F = \sum_i f(r_i).
\tag{23}
\]

We now write \( r_i = |\mathbf{r}_i + \mathbf{u}_0| \), where the vector \( \mathbf{r}_i \) is the equilibrium position of the \( i \)th host atom in the effective harmonic lattice relative to the diatomic, and \( \mathbf{u}_0 = \mathbf{u}_j - \mathbf{u}_i \) is the difference of the displacements of the two atoms from equilibrium due to the lattice vibrations. Expanding the function \( f(r_i) \) in a Taylor series around \( \mathbf{r}_i \) and following the procedure outlined in Ref. 79, one obtains the following result for the symmetrized quantum force-force TCF:

\[
G_{qm}(t) = \left\langle \frac{1}{2} [\delta F(t), \delta F(0)] \right\rangle_{qm} = \frac{1}{2} \sum_{ij} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \frac{(r_i^{2l} + k(r_j)^{2m+k}) (C_{qm}(t)^k + C_{qm}^\dagger(t)^k)}{k! m!} \left( C(0) \right)^{l+m} \times \langle \hat{r}_i^l \hat{r}_j^m \rangle \left[ \frac{d^k}{dr_i^k} \frac{d^m}{dr_j^m} \frac{d^{2l}}{dr_i^{2l}} f(r_i) \right] \left[ \frac{d^k}{dr_j^k} \frac{d^m}{dr_i^m} \frac{d^{2l}}{dr_j^{2l}} f(r_j) \right] \right|_{r_i = r_j},
\tag{24}
\]

with

\[
C_{qm}(t) = \hbar \int_0^\infty d\omega \, \mathcal{J}(\omega) \{ (n(\omega) + 1) \exp(-i\omega t) + n(\omega) \exp(+i\omega t) \},
\tag{25}
\]

and \( C_{qm}(0) \) given by Eq. (11). For the reasons that will become clear below, we focus on the normalized quantum TCF given by

\[
\bar{G}_{qm}(t) = \frac{G_{qm}(t)}{G_{qm}(0)}.
\tag{26}
\]

In the case of Lennard-Jones potentials the solute-solvent interaction is sufficiently short-ranged, and the summation over the solvent atoms in Eq. (24) can be restricted to nearest neighbors only. In lattice theories of liquids one usually allows for a possibility of vacant lattice sites, and employs some kind of a smearing procedure in order to smooth out the details of the arrangement of the solvent particles around the solute.\(^98\) We account for both these effects by introducing an “average” number of nearest neighbors \( \bar{Z} \) and by keeping only diagonal terms in the sum over the solvent atoms. We assume (see below) an inverse power law for the force on the solute vibrational coordinate

\[
f(r) = \Phi r^{-p}.
\tag{27}
\]

In this case the derivatives in Eq. (24) can be evaluated, and we find that

\[
\bar{G}_{qm}(t) = \left\langle \frac{1}{2} \sum_{k=1}^{k_{max}} \left( C_{qm}(t)^k + C_{qm}^\dagger(t)^k \right) \frac{S_{qm}(k,p)}{k!} \right\rangle \left/ \left( \sum_{k=1}^{k_{max}} C_{qm}(0)^k \frac{S_{qm}(k,p)}{k!} \right) \right.,
\tag{28}
\]

with

\[
S_{qm}(k,p) = \left[ \sum_{l=0}^{l_{max}} \left( C_{qm}(0) \right)^l \frac{\Gamma(p + 2l + k)}{\Gamma(l + 1) \Gamma(p - 1) \Gamma(p + 2l - 1)} \right]^2.
\tag{29}
\]

where \( \Gamma(n) = (n - 1)! \). Note that this result for the normalized TCF does not depend on the parameters \( r^\circ \) (the nearest neighbor separation) and \( \bar{Z} \) (average number of nearest neighbors). As discussed in Ref. 79, the upper limits on the \( k \) and \( l \) summations have been set to \( k_{max} \) and \( l_{max} \), respectively. In fact, if these were taken to be \( \infty \), both sums would diverge no matter how small \( C_{qm}(0) \) is, which ultimately results from the singularity of \( f(r) \) at the origin. In practice,
however, for \( C_{qm}(0) \ll 1 \) the summand decreases with increasing \( k \) and \( l \), and becomes essentially zero over a wide range of \( k \) and \( l \). At this point one can simply truncate the sums, obtaining a well-defined result for the TCF (and avoiding the unphysical divergence).

From Eqs. (5), (24) and (28), the quantum friction can be written as

\[
\xi_{qm}^{\prime}(\omega_0) = \beta \gamma^2 \sum_{k=1}^{k_{\text{max}}} W_k^{qm}(\omega_0),
\]

(30)

with

\[
W_k^{qm}(\omega_0) = \beta \gamma^2 \left[ \frac{S_{qm}(k,p)}{2k! (r^o)^2p} \right] \int_0^\infty dt \cos(\omega_0 t) \left[ \frac{1}{k} \right]^k \cdot C_{cl}(t). \]

As shown in Ref. 94, for a given (and sufficiently large) \( \omega_0 \) the dominant contribution to \( \xi_{qm}^{\prime}(\omega_0) \) comes from the term \( W_k^{qm} \) with \( k = \omega_0 / \omega_{ph} \), and to a good approximation is given by

\[
\xi_{qm}^{\prime}(\omega_0) = \beta \gamma^2 \left[ \frac{S_{qm}(k,p)}{2k! (r^o)^2p} \right] \int_0^\infty dt \cos(\omega_0 t) \left[ \frac{1}{k} \right]^k \cdot C_{cl}(t),
\]

(31)

We now consider a classical harmonic lattice characterized by the same spectral density \( J(\omega) \) as its quantum analogue introduced above. The corresponding normalized classical force-force TCF is given by

\[
\tilde{G}_{cl}(t) = \frac{G_{cl}(t)}{G_{cl}(0)} = \frac{\langle \delta F(t) \delta F(0) \rangle_{cl}}{\langle \delta F^2 \rangle_{cl}} = \left( \sum_{k=1}^{k_{\text{max}}} \frac{C_{cl}(k,p)}{k!} \right)^2,
\]

(33)

with

\[
S_{cl}(k,p) = \left[ \frac{1}{8} \left( \frac{1}{2} \right)^2 \right] \int_0^\infty d\omega J(\omega) \left( \omega / \omega_0 \right)^p \cos(\omega t).
\]

(35)

and \( C_{cl}(0) \) given by Eq. (15). The classical friction is given by

\[
\xi_{cl}^{\prime}(\omega_0) = \beta \gamma^2 \left[ \frac{S_{cl}(k,p)}{k! (r^o)^2p} \right] \frac{e^{-\beta \omega_0}}{\beta \omega_0} \int_0^\infty dt \cos(\omega_0 t),
\]

(36)

which is equivalent to the classical limit of Eq. (30). Hence, to obtain the corresponding approximate result, we take the classical limit directly in Eq. (32) to get

\[
\xi_{cl}^{\prime}(\omega_0) = \beta \gamma^2 \left[ \frac{S_{cl}(k,p)}{k! (r^o)^2p} \right] \frac{e^{-\beta \omega_0}}{\beta \omega_0} \int_0^\infty dt \cos(\omega_0 t)
\]

(37)

In Eqs. (32) and (37) \( k \) has the meaning of the integer number closest to the ratio \( \omega_0 / \omega_{ph} \). In fact, to a good approximation, one can simply replace \( k \) by this ratio. This yields the following result for the ratio \( R_2 \) of the quantum and classical energy relaxation rates:

\[
R_2 = \frac{(T_1^{-1})_{qm}}{(T_1^{-1})_{cl}} = \frac{S_{qm}(\omega_0 / \omega_{ph}, p)}{S_{cl}(\omega_0 / \omega_{ph}, p)} \sinh(\beta \omega_0/2) \bar{E} \left( \frac{\beta \omega_0}{2} \right)^{\omega_0 / \omega_{ph}}.
\]

(38)

Note that the second and the third factors in the above expression are identical with those in the formula for \( R_1 \) [Eq. (16)]. However, the first factor is no longer independent of the solute’s vibrational frequency; in fact, we find below from the model calculations that it increases with \( \omega_0 \). Thus, our approximate result for the quantum correction in the case of the power law solute-solvent interaction has a different overall dependence on the “energy gap” as compared to the case of the exponential interaction.

In order to test the above result, we need to specify the spectral density \( J(\omega) \). As discussed earlier, we choose a phenomenological form for \( J(\omega) \), and adjust its parameters to obtain the best possible agreement between \( \tilde{G}_{cl}(t) \) calculated from Eq. (33) and the exact one obtained from the MD simulations. In fact, since we are mostly interested in the high-frequency Fourier components of the TCF, which determine the relaxation rates for high-order processes, we will perform the fit in the frequency domain, i.e., we fit \( \tilde{G}_{cl}(\omega_0) \) to Eq. (32) to get

\[
J(\omega) = \frac{\lambda \omega}{2} \exp \left( -\frac{\omega^2}{2} \right).
\]

(39)

A similar (but slightly more complicated) form has been used by Singwi\(^{100}\) to fit the spectrum of the velocity time autocorrelation function for Ar fluid.

The above formula for the spectral density gives the following result for the Fourier transform of the normalized classical force-force TCF:

\[
\tilde{G}_{cl}(k) = \frac{\lambda \omega}{2} \int_0^\infty d\omega J(\omega) \cos(\omega t),
\]

(35)
only interested in reproducing the simulation results for $f$ and temperature defined according to formed in Ref. 80. The corresponding sets of thermodynamic LJ phase diagram, for which the simulations have been per-
fitting the simulation data. We consider three points on the TCFs.

**TABLE I.** Solvent thermodynamic parameters and zero-time values of TCFs.

<table>
<thead>
<tr>
<th>$\rho^*$</th>
<th>$T^*$</th>
<th>$\alpha^*$</th>
<th>$\lambda\hbar$</th>
<th>$G_{c,0}(0)$ from sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>1.41</td>
<td>0.30 $\times$ 10$^{-2}$</td>
<td>0.12 $\times$ 10$^{-2}$</td>
<td>144 $\pm$ 2</td>
</tr>
<tr>
<td>0.85</td>
<td>1.41</td>
<td>0.26 $\times$ 10$^{-2}$</td>
<td>0.13 $\times$ 10$^{-2}$</td>
<td>382 $\pm$ 2</td>
</tr>
<tr>
<td>0.85</td>
<td>0.80</td>
<td>0.42 $\times$ 10$^{-2}$</td>
<td>0.99 $\times$ 10$^{-3}$</td>
<td>173 $\pm$ 1</td>
</tr>
</tbody>
</table>

We now determine the parameters $\lambda$ and $\alpha$ by fitting $\hat{G}_{cl}(\omega_0)$ given by Eq. (40) to the corresponding simulation results. The classical force-force TCFs and their Fourier transforms have been calculated from MD simulations in Ref. 80 for the model of a “breathing sphere” LJ solute in LJ fluid for a variety of thermodynamic conditions. The solute-solvent and solvent-solvent LJ potentials were taken to be the same

$$\phi(r) = \phi_s(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - 2 \left( \frac{\sigma}{r} \right)^{6} \right], \quad (42)$$

and the solute mass was set equal to the solvent mass: $m_0 = m_s$. Note that the same assumptions have been used in constructing the effective harmonic bath Hamiltonian in Eq. (22).

The “breathing sphere” model\(^\text{80}\) gives the following expression for the force on the solute vibrational coordinate:

$$f(r) = -12\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - 2 \left( \frac{\sigma}{r} \right)^{6} \right] \quad (43)$$

(we set the coupling constant $\gamma$ equal to $\epsilon/\sigma$). The high-frequency Fourier components of the force-force TCF are dominated by the $r^{-12}$ term in $f(r)$, which gives a power law force of the form of Eq. (27), where $\Phi = -24\sigma^{12}$ and $p = 12$. It is worth emphasizing that the MD simulations have been performed with the full form of $f(r)$ given by Eq. (43). However, in constructing the effective harmonic Hamiltonian [i.e., in choosing the parameters for $J(\omega)$], we are only interested in reproducing the simulation results for $\hat{G}_{cl}(\omega_0)$, for which purpose it is sufficient to keep the simplified form of $f(r)$ from Eq. (27).

We now proceed to construct the spectral density by fitting the simulation data. We consider three points on the LJ phase diagram, for which the simulations have been per-
formed in Ref. 80. The corresponding sets of thermodynamic parameters are listed in Table I, with dimensionless density and temperature defined according to $\rho^* = \rho\sigma^3$ and $T^* = k_B T/\epsilon$. Due to the anharmonic nature of the LJ potential, the spectral density for an effective harmonic bath depends on the density and temperature of the solvent, and we perform a separate fit for each thermodynamic point. The values of the parameters $\alpha^*$ and $\lambda\hbar$ obtained by fitting the simulation results for $\hat{G}_{cl}(\omega_0)$ are listed in Table I. To illustrate the quality of the fit, we plot in Fig. 3 the $\hat{G}_{cl}(\omega_0)$ obtained from the simulation and calculated from Eq. (40) for the first thermodynamic point listed in Table I. The quality of the fit is satisfactory except for the low-frequency region. Thus, the spectral density given by Eq. (39) is suitable for reproducing the exact results for the TCFs in LJ fluid.

In addition to $J(\omega)$, the calculation of quantum and classical relaxation rates requires the knowledge of the zero-time values of the corresponding TCFs [see Eqs. (30) and (36)]. For the harmonic lattice model, these are given by

$$G_{qm}(0) = \frac{\bar{Z}\Phi^2}{\langle r^2 \rangle^2} \sum_{k=1}^{k_{\text{max}}} \frac{C_{qm}(0)^k}{k!} S_{qm}(k,p), \quad (44)$$

and

$$G_{cl}(0) = \frac{\bar{Z}\Phi^2}{\langle r^2 \rangle^2} \sum_{k=1}^{k_{\text{max}}} \frac{C_{cl}(0)^k}{k!} S_{cl}(k,p). \quad (45)$$

The above expressions contain two unknown parameters: $r^0$ and $\bar{Z}$. At the same time, $G_{cl}(0)$ can be calculated directly from the MD simulations; the corresponding values are listed in Table I. In calculating the relaxation rates, we will use the simulation results for $G_{cl}(0)$, and calculate $G_{qm}(0)$ according to
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thus avoiding the necessity to determine \( r^\circ \) and \( \bar{Z} \).

For each thermodynamic point listed in Table I, we calculate the fully quantum energy relaxation rates and the fully classical ones. All the integrations and summations are performed numerically, without involving any approximations except for truncating the summations in order to avoid unphysical divergences, as discussed above. In performing the calculations we take \( \mu = m_{Ar}/4 \). The results are shown in Figs. 4, 5, and 6. As in the case of the exponential interaction, the fully classical treatment underestimates the relaxation rates. Also shown are the "corrected" classical results given by \((T_1^{-1})_c R_2\) with \( R_2 \) calculated from Eq. (38); they are in good agreement with the quantum rates. Finally, we plot the results of the "mixed" treatment (quantum solute in a classical bath) which, as expected, deviate more from the fully quantum rates than do the fully classical results.

As in the previous section, we now compare the results obtained with the correction factor \( R_2 \) to other transformations proposed in the literature, namely, the Schofield,\textsuperscript{81} the Egelstaff,\textsuperscript{82} and the "scaled" Egelstaff\textsuperscript{88} procedures. The general trends are the same for all three thermodynamic points, and for the purpose of presenting the results we choose the first point listed in Table I. In Fig. 7 we plot the results of applying the three transformations listed above together with the fully quantum result and the classical result corrected by the factor \( R_2 \). In contrast to the case of the exponential interaction, the Schofield approximation is clearly the best of the three, and is nearly as good as the presently proposed procedure (involving \( R_2 \)). Both original and "scaled" Egelstaff transformations give incorrect exponents in the (apparently) exponential dependence of the rates on the energy gap \( \omega_0 \); in the energy range considered, the
from the first factor in the expression for interaction: The first factor in the expression for tor depends on the functional form of the solute-solvent in-

From the above results one can draw the following conclusions. For the present problem of relating the quantum force-force TCF to its classical analogue, the correction factor depends on the functional form of the solute-solvent interaction: The first factor in the expression for \( R_1 \) is different from the first factor in the expression for \( R_2 \). Both corrections perform nearly equally well in their respective cases (although for the LJ interaction the agreement with the fully quantum result is somewhat better than in the case of the exponential interaction). At the same time, the approximate transformations previously proposed in the literature do not depend on the quantity for which the TCF is calculated, and thus cannot perform equally well for two different types of interactions. This is indeed observed: while for the exponential interaction the "scaled" Egelstaff approximation gives the best results of the three procedures, for the LJ interaction it happens to be the Schofield transformation which is the best of the three.

It is worth emphasizing that there is nothing profound in the fact that the Schofield approximation works so well for the LJ interaction, it is simply a consequence of fortuitous cancellation of the first and the third factors in the expression for \( R_2 \). However, since this correction has a particularly simple form (it depends only on the temperature and the solute's vibrational frequency, but does not depend on the spectral density of the bath), and performs well over a wide range of the solvent's densities and temperatures, it would be reasonable to use this simple transformation in treating the models based on LJ potentials. Strictly speaking, our result for \( R_2 \) from Eq. (38) has been obtained for a "breathing sphere" model of LJ diatomic. Its generalization to more realistic systems will be the subject of future investigations.

At the same time, a microscopic theory of VER for a "breathing sphere" LJ diatomic in LJ monatomic solvent has been developed in Ref. 80; it was applied to analyze the experimental data\(^{13}\) on VER of molecular iodine in liquid xenon for a wide range of densities and temperatures. In view of this, it would be appropriate to check how the theoretical results obtained in Ref. 80 are affected by incorporating the approximate "quantum correction." In the spirit of the above discussion, we use the simplified form of the correction factor (i.e., the one originally due to Schofield), which depends only on the solute vibrational frequency and on the solvent temperature, and does not depend on the solvent density. The theoretical results for VER rates for I\(_2\) in Xe presented in Ref. 80 were obtained for a quantum solute in a classical solvent (see, however, Notes added in proof in Ref. 80). Therefore, the correction factor which has to be applied is equal to \( \cosh(\beta \hbar \omega_0 / 2) \). The vibrational frequency of molecular iodine is \( \omega_0/2\pi c = 214.6 \text{ cm}^{-1} \)\(^{101} \) and at the temperature \( T = 280 \text{ K} \) (for which the density dependence of VER rates was measured) the correction factor is equal to 1.16. At the lowest experimental temperature (\( T = 253 \text{ K} \)) it is equal to 1.27, and at the highest temperature (\( T = 323 \text{ K} \)) it is equal to 1.12. Thus, applying the quantum correction and performing a new fit to the experimental data would result in a slightly smaller value of the adjustable parameter, which accounts for the non-spherical nature of molecular I\(_2\) (see Ref. 80). It would also lead to a slightly less steep temperature dependence of the calculated rates. However, the changes will not be significant enough to noticeably affect the level of agreement with the experimental results, and will not change any conclusions reached in Ref. 80.

IV. CONCLUSION

In this paper we have considered the problem of relating quantum and classical time correlation functions in the context of vibrational energy relaxation in condensed phases. The treatment was based on the assumption that both quantum and classical systems are characterized by effective harmonic Hamiltonians with identical set of normal modes. The solute-solvent interaction was taken to be linear in the solute vibrational coordinate, but nonlinear in the bath coordinates, thereby allowing for high-order multiphonon relaxation processes. Thus, the present work extends the previous treatment of the same problem by Bader and Berne,\(^{89} \) which was limited to the bilinear system-bath coupling, i.e., single-phonon processes. In that case,\(^{89} \) an exact relationship between quantum and classical TCFs was obtained, and it was shown that the VER rates for a classical solute in a classical solvent and for a quantum solute in a quantum solvent are identical.

The situation is considerably different in the case of nonlinear system-bath coupling. First, it is only possible to obtain an approximate relationship between quantum and clas-

![Fig. 7. log\(_{10}(1/T_1)\) vs \( \omega_0 \) for LJ solute in LJ solvent. The solid line (a) is the fully quantum result, the dotted line (b) is the classical result corrected according to the approximation from Eq. (38). The dashed line (c) is the Schofield approximation, the long-dashed line (d) is the Egelstaff approximation, and the dash-dotted line (e) is the "scaled" Egelstaff approximation, as described in the text. The solvent density and temperature are \( \rho^* = 0.5 \) and \( T^* = 1.41 \).]
classical TCFs, which is valid in the limit of large solute’s vibrational energy gap. Second, the fully quantum and fully classical VER rates are no longer identical, but can be related using the above approximate relationship. Having chosen a functional form for the bath spectral density, we have performed exact numerical calculations of the quantum and classical rates, and found that the accuracy of the approximated “quantum correction” is satisfactory. The calculations were performed for two forms of system-bath coupling: an exponential repulsion and a power law form. The latter case is applicable to studying vibrational relaxation of a ‘‘breathing sphere’’ LJ solute in LJ solvent. The accuracy of various “quantum corrections” previously proposed in the literature has also been tested; it was found that for the model based on Lennard-Jones interactions, a simple approximation due to Schofield provides an accurate estimate of the “quantum correction.”

In all cases studied it was found that the fully classical VER rates, when being lower than the fully quantum ones, are higher than the “mixed” rates for a quantum solute in a classical solvent. Thus, in the absence of results for more realistic systems (i.e., beyond “breathing sphere”) it would be more accurate to treat both the solute and the solvent classically, instead of employing a “mixed” model of a quantum solute in a classical bath.