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Multicanonical jump walking: A method for efficiently sampling rough
energy landscapes
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The multicanonical sampling and jump walking methods are combined to provide a new, effective
means of overcoming quasiergodicity in Monte Carlo simulations. In this new method,
configurations generated during a long multicanonical sampling are stored infrequently and a
modified jump walking procedure is implemented using this set of configurations to sample phase
space at low temperature. Multicanonical jump walking, as this new method is called, is compared
with regular jump walking and with straight multicanonical ensemble sampling on two systems: a
one-dimensional random potential and anJAduster. It is shown that for the same number of MC
steps, the multicanonical jump walking method more efficiently samples the phase space than either
the regular jump walking or the pure multicanonical ensemble sampling methodl999
American Institute of Physic§S0021-96009)51920-X]

I. INTRODUCTION erated at a high enough temperature to circumvent quasier-
godicity. But the configurations at the high temperature tend
In the study of protein folding?’ first-order phase tran- 1o have high energies, and attempts to jump into such con-
sition phenomena in clustérsand spin glasses,” potential  figurations from low temperature configuratiottsierefore
energy minima are often separated by high energy barrierg,omaily with low energiesare often rejected. If the differ-
which are exponentially sup_pressgd be'cause ,Of, the BOItze'nce between the high and low temperatures becomes large,
mann factor. Consequently, in a simulation of finite Iength,the attempts are rejected most of the time, and this method

the high energy barriers will be crossed very rarely. Thewill become inefficient. To avoid this, the J-walk is some-

system can get trapped in some of the local energy basins impl ted | |t t i t
and the sampling method fails to sample large regions of thgmes implemented In several temperaiure stages 1o assure

thermally accessible phase space. For this reason ordinaf§asonable jump acceptance rate. This, however, entails a
sampling methods are often quasiergdti¢onsiderable ef- large _extra computational cost. I_n multicanonical e_nsemble
fort has been devoted to address the quasiergodicity probleSMPpling, on the other hand, a single run can provide infor-
in the past decade, and a variety of powerful methods havéation for a whole range of temperatures. One drawback of
been proposed to circumvent the local energy t(@&er a  Multicanonical sampling, as is partially shown in this work,
recent review, see Ref.) Frantzet al. have invented the is that the low energy end is not sufficiently sampled, result-
jump walkind* (J-walking method. In this method, which ing in poor statistics at low temperatures. In addition, since
we will call the canonical J-walk method, the normal Monte the configurations are uniformly distributed over a wide en-
Carlo simulation is infrequently interrupted by attempts toergy range, one must generate a large number of configura-
jump into configurations sampled at a higher temperaturetions to obtain good statistics on the states accessible in the
Since quasiergodicity is not a problem at a sufficiently highnarrower energy range of a finite temperature canonical dis-
temperature, the jumps can lead the system to travel betwegfpytion.

local energy minima and more efficiently sample the phase |, this work we devise a multicanonical J-walk method
space. Another attempt to reduce quasiergodicity is the muly, 5 pynasses the need to use several temperature stages in
ticanonical ensemble methdtijnvented by Berget al, and the canonical J-walk method. In this new method a low tem-

the equivalent entropic sampll_ng met_hjddndependently " perature MC walk is interrupted by attempts to accept con-
vented by J. Lee. In the multicanonical method, the systenﬁ ration nerated in a multicanonical MC walk. Th
performs a random walk in the one-dimensional energy gurations generate a mutticanonica alk. The ac

space, and the sampled configurations are uniformly distripcePtance probability for these attempted moves is

uted in energy, leading to more frequent barrier crossingsc.O”Str“Cted in such a way as to guarantee detailed balance

The canonical distribution can be reconstructed by using &1d t0 generate the correct low temperature Boltzmann dis-

The canonical J-walk method and the multicanonical(MJW) method on a one-dimensional rugged random poten-
sampling method represent significant progress toward rdial to demonstrate its validity. Then a comparative study of
ducing the quasiergodic problems. Nonetheless, these twiie new method with canonical jump walkingJW) and
methods have certain attendant problems. The canonicgure multicanonical ensemble sampling is carried out on an
J-walk method depends on jumping into configurations genAr; cluster.
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Il. METHODS The multicanonical(mu) ensemblé®!? on the other
hand, is defined by the condition that its energy probability

distribution function,P,(E), is constant throughout a cer-
In one variant of the canonical jump walking schemetain energy range so that,

(CJW) proposed by Frantzt al,* a standard Metropolis

sampling is first carried out at a sufficiently high temperature ~ Pmu(E) < Q(E)wpy,(E) = constant. ®
T,=1kgpB;, high enough to reduce the quasiergodicity This implies that the multicanonical weight factor is
problem. This sampling is run for a large number of MC 1

steps(e.g., 10 step3, and configurations are stored in an Winy( E) < (E). 6)
external file infrequently(e.g., every 1000 stepsThen a  w,,(E), however, is not knowra priori, and needs to be
Metropolis sampling is carried out at the desired low tem-estimated via iterated numerical simulations. An effective
perature T=1/kgB. With probability P;, the Metropolis approach to estimating the multicanonical weight factor, and
sampling at low temperature is interrupted by attempts tahe approach followed in this paper, is given in detail by
randomly jump into one of the configurations stored duringOkamotoet al?

the preceding sampling at high temperature. Since the stored In the following we summarize the essential ideas. The
high temperature configurations are distributed according tenulticanonical weight factor can be written in the form
the Boltzmann factor exp{(B,V)/Z; where Z; w,(E)=exp(SE)) whereS(E)=In(Q(E)) is the microca-

= [dNre”AV() is the canonical partition function @, the  nonical entropy of the system with ener§y A canonical
MC sampling distribution of the configurations to be jumpedMonte Carlo simulation at a sufficiently high temperature

A. Canonical jump walking (CJW)

into is thus To=1/kgBo is first performed. The energy histogram
_ ' H(O)(E) is constructed during the sampling, which is propor-
exp(— B;yV(r')) ) 2 T
LCyr'|n= —— (1) tional to the sampled canonical energy distribution
J
. - HO(E)= O (E)exp( — BoE). ()
Since the aim is to sample states at the low temperature, the
detailed balance condition, Based on the determingd(®)(E), estimates of the entropy,
acg(r'|r,(r' | p(r)=acg(r|r)Ty(r|r)p(r’), (2) SO(E)=In(Q(E))=In(HOX(E)) + BoE+const,  (8)
where acg(r’|r) is the acceptance probability for the jump and the weight factor,
rgrr' andp(r) =exp(—BV(r))/Z is the Boltzmann distribu- _ wf]?j(E):exr(—S(o)(E)), 9)
tion at the low temperature, leads to the acceptance probabil-
ity for the jumping attempts are made. The constant8{E) can be taken to be zero since
) _ , in a Monte Carlo simulation only the ratio of weight factors
acg(r'[r)=min(1a,(r'[r)), (3 matters. Once this first estimate of the weight faotd})(E)
where has been determined, a new Monte Carlo simulation is per-
, , formed to sample states with this distribution. The energies
Ly(rlr)p(r) of these sampled states are then used to construct an energy

a(r'|n = T5(r'[r)p(r) =By~ ALV =V} histogramH®)(E). This histogram can now be expressed as
This acceptance criterion will thus generate the desired low  H®(E)«Q(E)WO(E), (10
temperature distribution. One of the problems encountered in . . .

the CJW method is that for the jumps to be accepted with rom w_hlch the following new estimates of the entropy and
reasonable acceptance probability, the energy distribution dpe weight factor can be made:

low and high temperatures must have adequate overlap. For S)(E)=In(Q(E))

this reason, multiple temperature stages are often required in

CIW. =In(HO(E)) — In(w(E))
=In(HY(E))+SO(E), (11)
) . and
B. Multicanonical ensemble
WH)(E) =exp(— SD(E)). (12)

The energy distribution in the canonical ensem{oien-
stant temperatujds This new weight factor is then used to carry out another

Po(E: 8)= 0 (E)exp( — BE) @) simulation and the procedure is iterated until the obtained

c(E:B (E)exp(— BE). energy histogramH(E) is reasonably flat within certain
This is a narrow distribution at low temperatures, since thegange. In each iteration, the weight factor is updated by
density of state€)(E) increases with energy rapidly but at Ky — a(k—1) (k)
: SY(E)=S E)+In(HY(E)), 13

low temperature the Boltzmann factor exE) quickly (E) (E)+In(H™(E) (13
drops to zero. Therefore, in a canonical Monte Carlo simuand
lation, very high energy and very low energy configurations Ky — k)
are rarely sampled, and if energy minima are separated by Winy(E) =exp( = ST(E)), (14)
high barriers, this leads to quasiergodicity. whereH®(E) is the energy histogram in theth simulation.
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Oncew,,(E) has been obtained, one can devise a Monte &
Carlo procedure for sampling the phase space with a multi- 4
canonical distribution. Essentially, multicanonical ensemble >
sampling generates a random walk in the one-dimensionalz |
energy space, and energies within a certain prescribed rangn> -
are sampled with equal probability. High energy configura-
tions are now sampled amply and barrier crossing ceases tc
be a rare event, thus reducing quasiergodic behavior. The

-4

canonical average of any properycan be computed from
the multicanonical sampling by using umbrella sampling so 40 - 1
that Z

fdNrA(r)eAVM 20 ¢ 1

(A= eV
e—ﬁV(r) e—BV(r) 0—2 —I1 (I) 1I 2
={A(r)——— — , (15 x
< ( )wmu<V<r>>>mu/ <wmu<V<r>>>mu (13

FIG. 1. The one-dimensional random potential surfa¢eEq. (18)] used in
where < . > denotes the average over the multicanonicthe simulations is given in the top plate. The exact configurational distribu-
N /mu tion function, p(x) = exp(- AV(X))/Z, at T=0.1 is given in the bottom plate.

distribution, w,, (V(r)).
One problem with the multicanonical sampling concerns

the convergence of the simulation. When the estimated den- di . d inf
sity of states()(E) (or the reciprocal of the weight factor corresponding energies are stored infrequely., every

1w, (E)) differs too much from its correct value, then the 1000 M.C steps A canon'lcalll Monte Carl'o sampling run at
updated weight factor according to Eq43) and (14) can the desired t_empe_rature Is interrupted .W'th probabmgyby_
change either too much or too little in a certain configura—atte_rnpts to jump into one of the previously stored multica-
tional region in an iteration. Consequently the es'[imatecfIonlcal configurationgrandomly selected from the eThe

weight factor will oscillate instead of steadily approaching sampling distribution for the jumps is then
the exact function. Interestingly, Hao and Schetddemve W (V(r'"))
oy Vmu

used jump walking method to overcome this problem in mul- ~ Fa(r’[r)= Zon (16)
ticanonical sampling. , . ,

Another problem with multicanonical sampling, as is Where Zm,=JdEQ(E)wn(E) is the partition function for
shown in this work, is that it fails to sample the low energythe multicanonical ensemble. To satisfy the detailed balance
range sufficiently. Therefore, it gives inadequate statistics df' Ed- (2), the jumps are accepted with the probability

low temperatures. acg(r'|r)=min{Laws(r'[r)}, (17)

where
C. Multicanonical jump walking  (MJW) Wi(V(1))

Because the multicanonical ensemble generates an en- (') = exp BV (r) —V(r )))wmu(V(r’))'

ergy distribution that is uniform throughout a certain energy
range, this energy distribution should adequately overlap thg|. RESULTS AND DISCUSSION
canonical energy distribution at many temperatisee Fig. ] ] ] ]
3). Thus, in principal, multicanonical ensemble sampling can !N the following, we apply the multicanonical jump
be used in a jump walking scheme in place of the COsﬂ))/valklng methoq to two extensively studied systems, the 1D
multiple temperature stages often required in canonical jumfandom potential and the £y cluster, and we compare the
walking. In this approach, configurations sampled from thgesults with th_ose of_the canonical jump walking method and
multicanonical distribution are stored and a standard canonfh® Pure multicanonical ensemble method.
cal MC walk at the desired low temperature is interrupted bya. One-dimensional random potential
trial moves to these stored multicanonical configurations. ) ) . !
Because a whole energy range is covered, this multicanoni- The one-d|m¢n5|onal random poterftiéd defined by a
cal jump walking scheme should reduce the quasiergodicit)'/:Ourler sum of sine waves
efficiently while avoiding the costly multistage temperature N
runs of canonical jump walking. We thus expect that this ~ V(x)= >, C,sin
new scheme will lead to considerable savings in CPU time n=1
over the CJW method. The coefficientsC,, are generated randomly ¢n-1,1]. In

In this new multicanonical jump walking(MJW)  our study,N=20 andL =4.0. The potential surface is shown
method, the multicanonical weight facter,, (E) is first es-  in Fig. 1. The choice of units are arbitrary. Here units are
timated via a set of iterations as outlined in Sec. Il B. A longchosen such that the Boltzmann constikgit=1.0 and ther-
production run is then carried out with the obtained weightmodynamic properties at temperatdre 0.1 are determined.
factor. During the long sampling, configurations and theirThis model is useful for testing methods because it is pos-

L

2nmx
) . (18)
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sible to calculate the thermodynamic properties correspond- 300 T T
ing to this potential exactly. The one-dimensional potential is
useful as a test that each of the methods gives the correc
results.

pure multicanonical
400 - --- multicanonical jump walking k
— — - canonical jump walking

1. Canonical jump walking (CJW)

In canonical jump walkingCJW) on this potential sur- 300 T

face it is necessary to choose a J-walk temperatur@;of =
=3.0 to assure ergodicity. In this one-dimensional model
there is sufficient overlap between the energy distributions at
this high temperature and the very low temperatuie (
=0.1) so that CIJW with only one stage will suffice. This  1g0
overlap is due to the fact that the density of states of this
one-dimensional system is pathological, in that it does not
increase rapidly with energy. To demonstrate the power of 0 20000 20000 50000
the new MJW method it will be necessary to study multidi- MC STEPS

mensional systems as we do in the next subsection. Never-

L . . IG. 2. The decay of the square deviatipof Eq. (19) as a function of the
theless, it is still of some interest to compare the methods 0Eumber of Monte Carlo steps for the one-dimensional random potential

a system which can be calculated exactly. shown in Fig. 1. The MC steps in the two jump walking methods are steps
The CJW run was done as follows: A Metropolis sam-in the Metropolis samplings af=0.1, while the MC steps in the pure

pIing was carried out ar;=3.0 for 200 000 steps, and con- Multicanonical sampling are steps in the production run.
figurations were stored every 20 steps. Then a Metropolis

walk was carried out at the temperatufe=0.1 and with  gensity distributions computed by the three methods all con-
probability P;=0.03 an attempt was made to move the lowyerge to the exact values. The two jump walking methods
temperature walker to one of the saved configurations of thg\ﬂ JW and CJW converge faster and yield more accurate
high temperature walker. This attempt was accepted or regjstributions than pure multicanonical sampling. This is be-
jeCted with the probablllty given in Eq3) The denSity dis- cause both Jump Wa|k|ng methods Samp|e the energy space
tribution p(x)=e~#V®)/Z and its deviation from the exact ith the actual Boltzmann distribution, while the pure mul-
values were computed. The deviation in the density distributicanonical ensemble method samples all energies with equal

o
=T —T

tion is defined here &s probability and the Boltzmann distribution is reconstructed
by reweighting. As a result, the jump walking methods have
X:j dX[ p(X) — pexact X) 1. (190 better statistics in the thermally important regions than the

pure multicanonical sampling method. This advantage of
2. Multicanonical sampling and multicanonical jump Jump walking methods;both MJW and CJWbecomes even .
walking (MJW) more pronounced as the size of the system gets larger, as will

. , ) be shown in the next section.
The multicanonical weight factaw,,(E) was computed

via five iterations, with 100 000 MC steps in each iteration.g. Ar,, cluster
In the first iteration a completely random sampling was used.

The weight factor determined in this run was then used in the  Phase transitions” in atomic C"_stffﬁgs have been exten-
following pure multicanonical sampling and then in multica- SIVely studied by computer simulatiof:™ Quasiergodicity

nonical jump walking(MJW). A production run of 200 000 due to large energy barriers has been a troublesome problem

steps was carried out. In pure multicanonical sampling, thd? Monte Carlo studies of cluster melting, a fact which has

canonical distribution foff=0.1 was reconstructed by the led to controversy concerning the solid—liquid transition in
following reweighting formula small rare gas clustefs:*® A good example is the cluster

Ar;3.1718 Another problem in the study of small clusters is

. e AV that thermodynamic properties of finite systems differ in dif-

P B)* pmiX) Wh(V(X))’ 20 ferent ensembles. Doyat al. addressed such differences be-
tween microcanonical and canonical ensembles in their study

and thermodynamic quantities were computed using Equg o'y onnard. jones clustef®In this paper, we calcu-

(15). In the MJW production run, configurations were stored . . )
' . late the canonical thermodynamic properties, and the tem-
every 20 stepsa total of 10 000 configurations were stored . .
perature we use is the canonical temperature.

and a Metropolis sampling a&=0.1 was carried out, punc- . .
P pling P In what follows, the potential energy of the cluster is

tuated by attempted jumps with probabily=0.03 to these - i .

stored configurations, which were accepted or rejected Witﬁaken to be the pairwise additive Lennard-Jones potential,
o 12 o 6
- -l

the probability given in Eq(17).
r

3. Results for the one-dimensional system with €=119.4K and 0=3.45A for argorf* Following
The results for the random potential using the three dif-Straub?® to eliminate the translational and rotational degrees

ferent methods are presented in Fig. 2. It can be seen that tloé freedom, the first atom is fixed at the origin of the coor-

V(r)=4s , (22)
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08 - - tempted into configurations stored at 20.0 K, for tempera-

tures in the 20.0-30.0 K range, the jumps were attempted
- into configurations stored at 30.0 K, eté&t each tempera-

— —- multicanonical . . .

06 | 8 ture, a random initial configuration was used. The system

was first thermalized for 100 000 steps and then the thermo-

dynamic quantities were computed in the following 200 000

D o4t 1 MC steps.
75K 2. Multicanonical sampling and multicanonical jump
0a | walking (MJW)

The multicanonical weight factow, (E) was deter-
mined from five iterationgsee Sec. Il B.with 2000 000 MC
steps in each iteration, and then a long production run using
this weight factor was carried out. In the pure multicanonical
ensemble simulation, thermodynamic quantities were calcu-
FIG. 3. Histograms of the energy distribution function ofiArThe histo-  |ated using Eq(15) during the production run. In multica-
grams are obtained from multicanonical jump walking simulations. The long onical jump walking MJW), configurations were stored ev-
dashed line is the multicanonical energy distribution obtained on the basis o'? ! . .
five iterations as described in the text. The multicanonical distribution is€Y lOQO MC steps during the_ mU|t|Can0n!Ca| ensemble
roughly flat over most of the energy range and overlaps significantly withproduction run, then a Metropolis MC sampling at desired
canonical distributions at the five temperatures shown. Note that there iﬁemperatures was interrupted with probability=0.1 by at-
very little overlap between the energy distributions at temperatures mor . . . :
than 10 K apart, fempted jumps m'Fo a randomly chpsen configuration (_)f the

stored set, and this new configuration was accepted with the
probability given in Eq(17). As in the CJW simulation, the
dinate system, a second one is constrained to move alorgystem was initialized randomly, thermalized for 100000
x-axis, and a third one is constrained to movexgnaplane.  steps, and the thermodynamic data were accumulated in the
To prevent the cluster from evaporating, a spherical, perfollowing 200000 steps.
fectly reflecting wall is imposed at radiugr4rom the origin.

A

0 X : -
-50 —40 -30 -20

3. Results

In order to compare the performance of the three meth-
Canonical jump walkingCJW) was implemented using ods, we first implemented each method with the same num-
four temperature stages, starting at 50 K to assure ergodicityer of total MC steps. In CJW, we used 12 500 000 MC steps
and descending at 10 K intervals to 20 K. At each of thesavith configurations stored every 1000 steps at each tempera-
temperatures the Metropolis sampling was interrupted by ature stage. Since four stages were used, the total number of
tempts to jump into configurations at the next higher tem-MC steps was 50 000 000. In MJW, the weight factor was
perature stage as described in Sec. Il A. At each stage, copalculated via five iterations with 2 000 000 MC steps in each
figurations were stored every 1000 MC steps to diminishteration, then a production run of 40 000 000 MC steps was
correlation. The necessity of using multiple temperaturecarried out and configurations were stored every 1000 steps.
stages in the CJW method can be understood by looking atherefore the total number of MC steps involved was also
Fig 3. For the jumps to be accepted with a reasonable accep0 000 000. In both jump walking methods, a Metropolis
tance probability, the energy distribution at low and highsampling of 300000 MC steps was implemented and ther-
temperatures must have adequate overlap. In the study afiodynamic quantities calculated for each temperature from
Ar;3 we see that sufficient overlap exists only for tempera2.5 to 50 K at 2.5 K intervals, so that a total number of
tures no more than 10 K apart. Thus to simulate the system &000 000 MC steps were required for the accumulation of
T=20K, we have to adopt a multistage scheme, startinghe thermodynamic data after the configurations had been
from 50 K to assure ergodicity, and running CJW at 40, 30stored. Therefore in CJW and MJW, the total number of MC
and finally 20 K. This becomes increasingly expensive as theteps used for generating stored configurations and for cal-
system gets larger and the canonical energy distribution getaulating thermodynamic quantities was 56 000 000. In pure
relatively narrower, entailing more and more intermediatemulticanonical sampling, the weight factor was estimated via
stages. In addition, since in a simulation of finite length thefive iterations with 2 000 000 MC steps in each iteration for a
obtained distribution is only an approximation of the truetotal of 10000000 and a production run of 50 000 000 MC
distribution and there’s always some statistic error, the errorsteps was carried out during which the thermodynamic quan-
will accumulate through the temperature stages, compromigities were accumulated. Therefore the total number of MC
ing the accuracy of the simulation. steps used for the pure multicanonical sampling was
After the configurations were stored at the four tempera60 000 000, approximately the same as the number of steps
ture stages, a Metropolis sampling was carried out at eacim CJW and MJW.
temperature from 2.5 to 50.0 K at 2.5 K intervals, interrupted  The average energy and heat capacity of;And their
with probability P;=0.1 by attempts to jump into the con- standard deviations were calculated from 20 parallel simula-
figurations stored at the next higher temperature stage, tions. Figures 4 and 5 show the caloric curve and heat ca-
in sampling temperatures<20.0K, the jumps were at- pacity curve of Af; obtained by the three methods. The

1. Canonical jump walking (CJW)
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—25 T T T T 0-8 T T T T
—— multicanonical jump walking
T canonical jump walking
—— multicanonical jump walking \ — — - pure multicanonical sampling
30 F e canonical jump walking 4 0.6 \ 2
— — - pure multicanonical sampling
A —
u -35 B % 0.4 F
_40 + 7 0.2
_45 1 1 1 1 0
10 20 30 40 50 0 10 20 30 40 50
T(K) T(K)

FIG. 4. The caloric curve of As. The energies are expressed in reduced FIG. 6. The standard deviation in the average energy of. Ar(E)
unit E/e. It can be seen that overall the three methods give consistent (EH—(E

; . ; : )*. The deviation is calculated from 20 parallel simulations. It
results. But pure multicanonical sampling results deviate from the other twoCan be seen that for the same number of total MC steps MIJW gives the best
at low temperatures, while CJW results differ from the other two in the

N i ion. Thi ts that MIW i th ¢ istent | recision of the three. CJW behaves poorly in the transition region while
ransition region. This suggests tna gives thé most consisient resu r%ure multicanonical sampling is very inaccurate at low temperatures.
over all the temperature range. The same number of total MC steps were

used in each method.

precision of each method and are presented in Fig. 6 and Fig.
three methods agree fairly well, except that the pure multi-7' It can be seen that for.the same number_o_f total MC steps,
canonical simulation fails to yield results at temperatures peth® new MIW method gives the best precision of the three.

MJW and CJW have similar precision at low temperatures,

low 7.5 K. (There is no data point for the pure multicanoni- . - ; ! o
cal curve at temperatures lower than 7.5 Khis is because but in the transition region MJW gives much better precision
than CJW. On the other hand, the pure multicanonical sam-

when reweighting using Eq15) at very low temperature,

e~ PE becomes too small and leads to numerical underflowsP!iNg gives as good precision as MJW in the transition re-

The pure multicanonical sampling results deviate slightlydion; but behaves very poorly at low temperatures. The rea-

from the other two at low temperatures, while the CIW re-son for this is that the pure multicanonical sampling samples

sults differ from the other two in the transition regi2s—40  €Nergies within a certain range with roughly equal probabil-
K). This suggests that MJW gives the most consistent resulty: Put at the two ends of the range, the probability drops
over the whole temperature range. The standard deviations Bf€CiPitously. Therefore at low energigsprrespondingly at
average energy and heat capacity are used as measures of Ifh\@ temperatures,very few configurations are sampled, re-

15 T T T T

140 T T T T

—— multicanonical jump walking

120

100

60

40

20
0

—— multicanonical jump walking
------------ canonical jump walking
— — - pure multicanonical sampling

~~~~~~~~~~~~ canonical jump walking
— — - pure multicanonical sampling

FIG. 5. The heat capacity curve for Ar The results obtained from the FIG. 7. The standard deviation in the heat capacity of;Aw(Cv)

three methods agree reasonably well. But pure multicanonical sampling re= \{Cv?)— (Cuv)2. The deviation is calculated from 20 parallel simulations.
sults deviate from the other two at low temperatures, while CJW resultdt can be seen that for the same number of total MC steps MJW gives the
differ from the other two in the transition region, suggesting that MJW givesbest precision of the three. CJW behaves poorly in the transition region
the most consistent result over all the temperature range studied.

while pure multicanonical sampling is inaccurate at low temperatures.
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7 T T T . in our study and reading external files when a jump is ac-
cepted(1 out of about 30 steps on averagehereas pure
. multicanonical sampling does not require this. This added
file I/O overhead, however, is quite small and thus for the
5F - same number of configurations generated, pure multicanoni-
& cal sampling does not cost noticeably less than MJW or CIJW
method. Moreover, the file I/O overhead only scaledNas
whereN is the size of the system, while the cost of each MC
step scales abl® with a=1 for most systems. Therefore
MJW is more advantageous for large systems than pure mul-
ticanonical sampling.

In fact, as the number of atoms in the system increases,
the advantage of MJW over the other two methods should
become more pronounced. As the system is made larger, the
density of state€)(E) increases more rapidly with energy
E, leading to a relatively narrower peak in energy distribu-
tion. This may lead to the necessity of employing more tem-

erature stages in CJW and is expected to yield poorer sta-
FIG. 8. The standard deviation in the heat capacity qkA®ix times more P 9 P y P

total MC steps were used in CIW than in MJW. In this case, CJW and MJ\/\;'_StICS _for each temperature in pure m_ultlcanomcal
give comparable precision. simulation. MJW, on the other hand, should be immune from

such problems becausa) there is always sufficient overlap
between the multicanonical distribution and the canonical
3distribution at any temperature, therefore adequate jump suc-

sulting in poor statistics. The energy histograms in Fig. ) . L
show that pure multicanonical sampling fails to cover a sig—CeSS ratio, and thus good ergodicity, are assufedindi-

nificant part of the canonical distribution at=7.5K, caus- vidual sampling at each temperature generates a large num-

ing low accuracy at this temperature. In MJW, on the othefﬂ%rv\?f ;:]on{:?uTatlonshto give znough statlsttlc”s.t As a retsult,
hand, an individual Metropolis sampling of configurations should always have good accuracy at all lemperatures.

coupled with jumps to the states generated by the multicae‘ comparative study of these three methods using CPU

nonical sampling is carried out at every temperature, therellMes and various ergodic measures 1s being performed on
fore a large number of configurations are sampled and ampllgrger systems such as peptides.
statistics is achieved. From this we can see that for the MJ
method to give accurate results, it is enough that the mul'zilYV' CONCLUSION
canonical distribution overlaps with part of the canonical dis- A multicanonical jump walkingMJW) method based on
tribution at the temperature in question, while for pure mul-combining jump walking and multicanonical ensemble sam-
ticanonical sampling to give accurate results, thepling methods has been introduced and tested on two simple
multicanonical distribution must cover the whole range ofsystems: a one-dimensional random potential and ap Ar
the canonical distribution. Therefore MJW is advantageougluster. This new method was compared with pure multica-
over pure multicanonical sampling, especially at low tem-nonical sampling and with canonical jump walkitgJW)
peratures. methods for sampling rugged energy landscapes. These latter
Having established the fact that for the same number ofwo methods have already proved very useful for lessening
MC steps MJIW gives the highest precision of the three methguasiergodicity in the sampling of configurations on rough
ods, we further compared the CJW and MJW methods bnergy landscapes. In this paper we show that multicanonical
determining the number of steps required to obtain essersampling very inefficiently samples the low energy configu-
tially the same accuracy for these two methods. For this purrations which contribute so prominently at low temperatures.
pose, we used 40000000 MC steps at each temperatu@IW on the other hand often requires the use of many tem-
stage in CJW for storing the high temperature canonical conperature stages to sample the low temperature distributions.
figurations and only 10 000 000 MC steps in the productionin this paper we show that the new MJW method, which
run in MJW to store multicanonical configurations. In this only requires two stage sampling, one using multicanonical
case six times more total MC steps were used in CJW than isampling and the other at the desired temperature, gives bet-
MJW. The thermodynamic quantities and their standard deter precision than either the canonical jump walkiGjW)
viations were calculated from 20 parallel simulations. Themethod or pure multicanonical ensemble sampling at the
standard deviation in heat capacity is used as the measure $ame cost. The advantage of the new MJW method over the
compare the precision of each method and is presented @JW method arises from the fact that there is a large overlap
Fig. 8. CJW and MJW have comparable precision in thisin the energy distribution of the multicanonical ensemble and
case, but CJW costs six times more than MJW for the systerthe canonical ensemble at any temperature. The MJW
of Arqs. method is better than pure multicanonical sampling because
In comparing the CPU time for the three different meth-it samples each temperature individually and therefore has
ods we note that MJW and CJW involve writing external better statistics. We can conclude from this paper that the
files when a configuration is storédl out of 1000 MC steps  MJW method provides a very promising alternative to the

6| —— multicanonical jump walking
------------ canonical jump walking

6(Cv)
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