some. Similar to nucleic acid–templated protein libraries, DNA-templated synthetic libraries, in principle, can be selected for desired properties such as target binding affinity or specificity (10).

To test this possibility, we subjected a minute quantity (100 fmol) of the 65-member DNA-templated macrocyclic fumaramide library to an in vitro selection for binding carbonic anhydrase, a well-studied protein (17). Carbonic anhydrase was immobilized by reaction with N-hydroxysuccinimide ester–linked agarose beads, combined with 100 fmol of the 65-member macrocyclic fumaramide library, and washed with buffer. Bound molecules were eluted and subjected to a second iteration of the selection. The DNA templates encoding macrocycles surviving each round of selection were amplified by PCR and digested with the restriction endonuclease NlaIII. The 65th template (1e) uniquely contains a 5′-CATG-3′ sequence in the coding region of the phenyl sulfonamide building block that is cleaved by NlaIII (Fig. 3B).

Before selection for binding to carbonic anhydrase, NlaIII digestion reveals that the templates from the macrocycle library do not contain a noticeable representation of template 1e, as expected because the library consists predominantly of other templates. Each selection for binding to carbonic anhydrase successively enriches the template pool for the sequence in 1e, such that after two selections the pool predominantly contains the sequence encoding the phenyl sulfonamide–containing macrocycle (8e) (Fig. 4D). We therefore conclude that a single member of the 65-member DNA-templated macrocycle library was efficiently selected for carbonic anhydrase binding activity.

Macrocycles of the general structure 8 are promising compounds for perturbing the activity of biologically important proteases (18) because of their partial peptidic and conformationally constrained nature. In addition, the electrophilic fumaramide group can capture proximal nucleophiles (Figs. 2C and 4D) such as those present in protease active sites. On the basis of the above findings, efforts to generate and select DNA-templated synthetic libraries of high complexity and structural diversity are under way in our laboratory.
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Hydrophobic Collapse in Multidomain Protein Folding
Ruhong Zhou,1,2* Xuhui Huang,2 Claudio J. Margulis,2 Bruce J. Berne1,2*

We performed molecular dynamics simulations of the collapse of a two-domain protein, the BphC enzyme, into a globular structure to examine how water molecules mediate hydrophobic collapse of proteins. In the interdomain region, liquid water persists with a density 10 to 15% lower than in the bulk, even at small domain separations. Water depletion and hydrophobic collapse occur on a nanosecond timescale, which is two orders of magnitude slower than that found in the collapse of idealized paraffin-like plates. When the electrostatic protein-water forces are turned off, a dewetting transition occurs in the interdomain region and the collapse speeds up by more than an order of magnitude. When attractive van der Waals forces are turned off as well, the dewetting in the interdomain region is more profound, and the collapse is even faster.

In the folding of globular proteins, it is often useful to picture the hydrophobic residues as being driven together by the action of water, in much the same way as droplets of oil would be driven together in water (1–4), but the presence of both a polar backbone and polar hydrophilic side chains complicates this picture. Most of our current understanding of hydrophobic collapse springs from studies on simple solutes (1–3, 5–18) or of model hydrophobic chains (19–22). The role of the hydrophobic interaction in the folding of peptide chains in water is unfortunately a complex problem. We have chosen to study a structurally simpler problem, the collapse of two-domain proteins, where the starting point is the already folded domains.

In a two-domain protein folding, we can probe the hydrophobic collapse and possible dewetting in the interdomain region when the two complementary domain surfaces (largely hydrophobic) approach each other. The relative stability of each individual domain and the comparable surface area of the interfacial region also make two-domain protein folding somewhat comparable to the previously studied collapse of idealized paraffin-like plates (3). Furthermore, by turning off various portions of the protein-water interaction, we can better understand the important features of collapse present in the case of proteins, but perhaps not in the collapse of paraffin-like plates or the aggregation of oil droplets.

We simulated, by molecular dynamics (MD), the hydrophobic interaction between the domains of a two-domain protein, the BphC enzyme (1dhy), which functions in degrading toxic polychorinated biphenyls. One focus is on how the water molecules behave in the interdomain region when the multidomain protein folds (or collapses) into its final shape, after each individual domain has been formed, and how this behavior changes in response to changes in the protein-water interaction. The MD simulations were carried out with an all-atom model of both the
protein and water. We then omitted various components of the protein-water interaction potential in further simulations to better understand the solvent-solute response.

The two-domain protein, BphC enzyme of KKS102 (1dhy.pdb) (Fig. 1), was selected on the basis of a recent study of the spatial hydrophobicity profiling (23) on all multidomain proteins in the Protein Data Bank (PDB). The hydrophobicity profiling analysis shows that this two-domain protein has large hydrophobic surface areas on the domain boundary, and it is one of the best such proteins in terms of the first-order hydrophobic moment or hydrophobic dipole reorientation (23). The BphC enzyme is an oligomeric enzyme made up of eight identical subunits, each with 292 amino acid residues. Each subunit consists of two domains: domain 1 (residues 1 to 135) and domain 2 (residues 136 to 292). In the current study, only one subunit (1dhy.pdb) is included, and we refer to it as a two-domain protein. The focus is on the interdomain region of the protein during folding; the details of the simulation are given in (24–27).

For each configuration, three different types of simulations were performed: (i) a “dewetting” simulation started with wet initial conditions (water molecules in the interdomain gap region), and with protein atoms constrained but water and ions free to move; (ii) a “wetting” simulation started with dry initial condition (no water molecules in the interdomain gap), and with protein constrained but water and ions free to move; and (iii) a “folding” simulation, i.e., normal folding simulation with everything flexible. In both the dewetting and wetting simulations, the protein atoms are constrained with a harmonic potential with a force constant of 1000 J mol$^{-1}$ Å$^{-2}$.

For the wetting simulation, the water molecules between the two domains are removed after equilibration with a simple criterion, $d_1 + d_2 < D + \delta$, where $d_1$ and $d_2$ are the distances of a water oxygen atom to each of the two-domain boundary surface atoms, respectively; $D$ is the domain displacement distance defined in (24); and $\delta$ is set equal to 2.5 Å to account for the average sum of two surface-atom radii. This approach allows us to estimate the gap volume as the number of removed water molecules divided by the bulk water number density. Knowing this volume, we can then estimate the water density in this gap as a function of time by counting the number of molecules inside the gap.

For all of the above simulations, at each gap distance $D$, 5-ns constant pressure and temperature (NPT) runs are performed for data collection. Simulations are done for the full protein-water interaction and full domain-domain interaction and for a variety of cases where electrostatic and van der Waals attractive parts ($r^{-6}$ term) of the protein-water and domain-domain interactions were turned on or off, as defined below.

Each trajectory from the 5-ns NPT runs for various gap distances $D$ were analyzed in detail. The snapshots from one such dewetting simulation with an initial interdomain gap distance (28) of 4 Å are shown in Fig. 2A (top). The number of water molecules inside the interdomain region decreases slowly with time but never approaches zero as in the case of idealized paraffin-like plates (3). It instead converges to a roughly constant number after about 500 ps. The water density decreased from 1.00 g cm$^{-3}$ to about 0.86 ± 0.04 g cm$^{-3}$ in about 500 ps for $D = 4$ Å (Fig. 2A, bottom). Even for very small gap distances, such as 2.5 Å, which can barely contain one layer of water molecules inside the interdomain region, no complete dewetting, or strong dewetting transition (SDT), was observed. For larger gap distances, as expected, dewetting was not observed, and the water density inside the gap region approached 1.0 g cm$^{-3}$ for the gap distances $D > 6.0$ Å.

Snapshots from the wetting simulation started from the dry initial condition, again with the interdomain gap distance of $D = 4$ Å (Fig. 2A, middle), show that the number of water molecules inside the interdomain gap increases very quickly in the first few tens of picoseconds and then slowly increases until it converges after about 400 to 500 ps. The final number of the water molecules inside the gap, and thus the water density, agrees very well with the dewetting simulation above, as shown in Fig. 2A (bottom). The converged water density (29) is about 14% lower than the bulk density. Thus, no hysteresis is observed: It appears that thermodynamic equilibrium has been achieved in both simulations after about 500 ps. Because there are eight Na$^+$ ions in the simulation (to neutralize the system), it is interesting to see if they played a role in the water depletion as a result of osmotic effects. We added 20 more Na$^+$ and 20 Cl$^-$ (~0.15 M) in the simulation and found no meaningful change in the water density in the interdomain gap; thus, it seems that the water depletion is mainly due to the hydrophobic effect, not to an osmotic effect.

To see whether there is local water depletion in the neighborhood of the hydrophobic surfaces of the isolated domains of BphC, as would be expected from recent work on the equivalent of “oil droplets,” where this deple-
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**Fig. 1.** The two-domain protein BphC enzyme (1dhy.pdb) under study. (A) The molecular surface of the folded complex (the domain interfaces are buried), with hydrophilic residues (I, F, V, M, W, C, and Y) colored by blue, strong hydrophilic residues (K, D, E, R, Q, and N) by red, and weak hydrophilic residues by pink (32). (B) The two domains are separated and rotated such that the interface areas are facing the reader. Large hydrophobic surface areas can be seen on the domain boundary. (C) The two domains are separated along the line of the two domain centers so that the interface can be seen. (D) Solvated protein system in water, with the interdomain gap distance $D = 6$ Å.
tion gives rise to a vapor layer a few water molecules thick ($L$, 2), each domain is solvated in water alone and a 2-ns NPT simulation is run after a normal 100-ps equilibration. No meaningful vapor layer was found in either of the two single domains of BphC. This result is not unexpected, because the electrostatic and dispersion attractions in the protein-water interactions should not only “pull” the water interface closer to the surface of the protein but also damp out the capillarity waves, two effects contributing to the disappearance of a vapor layer.

To investigate the time scale and kinetics for dewetting in the hydrophobic collapse of BphC, we initially set the interdomain gap distance $D = 6$ Å. In a 5-ns NPT simulation, $D$ consistently decreases as water molecules leave the intervening region. After about 1.5 ns, the decrease slows because the final residual water molecules are becoming harder to expel. Some of them are deeply buried in the hydrophobic cavities between the two domains, which makes them more difficult to escape because most possible escape pathways are blocked. After about 5 ns, only a few water molecules are still left in the interdomain region. During the entire 5-ns folding simulation, the two individual domains stay folded, with backbone root mean square displacement from the starting native structures less than 2.0 to 2.5 Å and the fluctuations in the radius of gyration less than 0.5 Å for each domain. The dynamics of the interdomain collapse are shown in Fig. 3B.

The two domains approach each other faster in the first nanosecond and then slow down considerably when $D$ decreases to about 1.2 Å. Consistent with the dewetting and wetting simulations discussed above, no SDT is observed.

The collapse of BphC is much different from the collapse of idealized paraffin-like plates (3). The observed kinetics of hydrophobic collapse of two hydrophobic plates is characterized by two temporal regimes (Fig. 3A). Initially, the distant plates diffuse toward each other, with water filling the region between them, until they reach a critical separation; then a drying transition takes place that is equivalent to a liquid-gas phase transition of the confined liquid. The two plates are then driven quickly together, so there are two kinetic regimes. The equivalent collapse of the two-domain protein BphC enzyme (Fig. 3B) showed no two-speed collapse, and the actual speed is two orders of magnitude slower than that found in the idealized paraffin-like plates.

Why do these two systems behave so differently? To better understand the observed differences in the dewetting and collapse of idealized paraffin-like plates and of the two-domain protein, we turn off different parts of the protein-water and domain-domain interactions. We designate three different ways for turning interactions off. In “Turnoff1,” we turn off protein-water electrostatic interactions. In “Turnoff2,” we also turn off protein-water van der Waals attractions (r$^6$ term). With the full potential, no dewetting was observed. With protein-water electrostatic interactions turned off (Turnoff1), the water depletion extends to 5 to 6 Å, with an average water density approximately 10% lower than the bulk. With the van der Waals attractions also turned off (Turnoff2), the water depletion extends to about 8 Å, with an average water density approximately 30% lower than the bulk. Interestingly, two recent experiments (6, 9, 10) have also found about a 10% water density decrease near hydrophobic surfaces. Steitz et al. (9), studying D$_2$O in contact with deuterated polystyrene in neutron reflectivity experiments, found a 6 to 12% density decrease in

Fig. 2. (A) Snapshots of water configurations inside the domain gap region started from both the initial wet condition (top) and the initial dry condition (middle) for $D = 4$ Å. (To provide a better view, only the water molecules inside the gap region are shown.) The corresponding water densities inside the gap region are also shown for both cases versus time (bottom). This is for a simulation with full force-field interactions. (B) Same as (A), except that the protein-water electrostatic interactions are turned off. (C) Same as (A), except that both the protein-water electrostatic interactions and the van der Waals attractive interactions are turned off.
a depletion layer of roughly 20 Å. Jensen et al. (10) used x-ray reflectivity to study water in contact with paraffin and found a 10% density decrease in a depletion layer of no more than 15 Å. Thus, the water depletion for Turnoff1 is similar to the results found in these experiments but does not extend as far out from the hydrophobic surface. The reorganization of water around simple but sufficiently large hydrophobic solutes with concomitant depletion was also anticipated theoretically (1, 2, 4).

The folding kinetics for different turnoff schemes are shown in Fig. 3C. The snapshots of protein-water configurations are shown only for the Turnoff2 case, whereas the time evolution of D is shown for all three cases. The folding (and drying) time decreases by a factor of 10 in Turnoff1, from about 1500 ps to 150 ps. It further decreases to about 25 ps in Turnoff2, which is comparable to the time scale in idealized paraffin-like plate collapse. Interestingly, Turnoff3 increases the drying time slightly compared with Turnoff2 because of the net van der Waals (r−12) repulsion between the two domains (note the slightly larger equilibrated gap distance), but both are comparable to the idealized hydrophobic plates. This much faster speed can also be seen from the time scales required to reach equilibrium in the dewetting and wetting simulations in Fig. 2. These results indicate that turning off protein-water electrostatic interactions can dramatically speed up the drying kinetics, which is further accelerated by turning off the van der Waals attractions. Thus, by removing the protein-water attractive interactions, the dewetting and collapse resemble what was previously seen in idealized paraffin-like plates, with respect to both the extent of dewetting and the speed of hydrophobic collapse, despite the protein’s having much rougher hydrophobic surfaces than the idealized plates. We found that the kinetics of collapse is more affected by the electrostatic interactions, whereas the critical distance Dc of dewetting is more affected by the van der Waals attractions.

Finally, as mentioned above, for idealized paraffin-like plates that do not attract each other or water, the plates diffuse toward each other until they reach a critical separation, upon which a large-scale drying transition takes place, followed by a rapid collapse, i.e., a two-speed-like collapse. However, even in the collapse of the two domains in Turnoff3, which supposedly mimics the idealized plates, we do not observe this two-speed-like collapse, partly because the two protein domains have a linker (loop) between them that constrains the speed at which the domains can collapse even in the absence of water and also limits the pathways through which water can flow.

One lesson learned from our simulations is that models found useful for describing the dewetting and collapse of aggregation of oil drop-like particles, although useful for understanding the collapse of simple hydrophobes, cannot, in their present form, account for the behavior observed in the simulation of the collapse of BphC. These simple models would predict that as the two domains approach each other, when they get closer than some critical distance, there would be a sudden drying transition in the interdomain region (much like what would happen in a gas-liquid phase transition), followed by a rapid collapse of the two domains. This behavior is not seen in our two-domain protein, and we believe that it will not be seen in other multidomain proteins either. We find that the degree of dewetting depends critically on the strength of the solute-solvent electrostatic interactions, which apparently are large enough in proteins to make the simple models of hydrophobic dewetting and collapse inapplicable in their present form. It is of considerable interest to devise experiments to test our above predictions for multidomain proteins or protein aggregates.
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Climate Impact on Plankton Ecosystems in the Northeast Atlantic

Anthony J. Richardson1* and David S. Schoeman2

It is now widely accepted that global warming is occurring, yet its effects on the world’s largest ecosystem, the marine pelagic realm, are largely unknown. We show that sea surface warming in the Northeast Atlantic is accompanied by increasing phytoplankton abundance in cooler regions and decreasing phytoplankton abundance in warmer regions. This impact propagates up the food web (bottom-up control) through copepod herbivores to zooplankton carnivores because of tight trophic coupling. Future warming is therefore likely to alter the spatial distribution of primary and secondary pelagic production, affecting ecosystem services and placing additional stress on already-depleted fish and mammal populations.

Not only do plankton provide food for marine mammals and commercially important fish, they also play a fundamental role in the functioning of marine ecosystems by providing half the global primary production (1) and contributing substantially to biogeochemical cycling (2). How global climate change might affect biological communities such as marine plankton is therefore a matter for concern (3). There is evidence of climate-mediated biogeographical shifts among some groups of marine plankton such as the calanoid copepods (4), but the overall response of phytoplankton and zooplankton communities, which is likely to depend on the form and strength of the linkages between successive trophic levels, is not known. Until we understand these processes, we will not know how resilient such food webs are to global-scale impacts, such as climate change, eutrophication, pollution, or over-fishing, and it will be difficult to manage marine resources sustainably.

To predict the response of the base of the marine food web to climate change, we need a better understanding of the type and degree of coupling between trophic levels in marine systems. Complex biological systems are generally controlled by their top predators through top-down control, by their producers through bottom-up control, or by a number of key species in the middle through wwap-wast control (5). For the plankton ecosystem within the marine pelagic realm, there is currently conflicting evidence on when these types of control operate, and on what scales. Some workers suggest tight bottom-up coupling of planktonic trophic levels (2, 6, 7), whereas others conclude that strong top-down control (8) or weak coupling (9, 10) is operative.

Complicating the identification of processes underpinning marine food web dynamics is a range of methodological limitations: time series of biotic variables tend to be short; spatial coverage of most studies is restricted to point sampling; and syntheses often attempt to combine results from studies with very different field and analytical approaches. We overcome such problems by using 115,322 samples taken by the Continuous Plankton Recorder (CPR) survey in the Northeast Atlantic between 1958 and 2002. These samples have been collected, processed, and analyzed in a consistent manner, yielding reliable time series for ~400 taxa (11) and providing a unique opportunity to investigate planktonic ecology over decadal and ocean basin scales. Using these data, we construct a conceptual pelagic food web
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16. The starting structure is taken from the crystal structure deposited in PDB (entry 1dhypdb). The interdomain distance of the crystal structure is increased by a long distance of two domain centers of geometry to create “gaps” between the two domains (to make room for water). Various distances ranging from D = 2.5 Å to 20.0 Å are studied. The resulting protein configurations are then solvated in a water box, with water layers at least 8 Å from the protein surfaces. Figure 1 shows such solvated configuration. Eight Na+ counters are added to make the system electrically neutral. The solvated protein systems have up to 42,000 atoms (the actual size varies for different interdomain distances). The GROMACS simulation package is used here for this large system because of its fast speed (25). Each NPT MD simulation (26), 1 atm and 300 K) is run in parallel with 8 to 16 processors on IBM SP2-Power3-375 MHz clusters. The OPLSAA force field is used for the protein (27), and a simple point charge (SPC) water model is used for the explicit solvent. For the long-range electrostatic interactions, the particle-mesh Ewald method is used. For the van der Waals interactions, a typical 10 Å cutoff is used. A time step of 2.0 fs is used with a solvent mass constrained. A standard equilibrium procedure, which includes a conjugate gradient minimization and a 100-ps MD simulation with position restraints, is followed to equilibrate each solvated system. The final configurations from equilibration are then used for data collection. We have modified GROMACS to allow us to selectively turn off certain terms in the force field, in particular, the protein-water electrostatic potential, the attractive part of the protein-water van der Waals potential, the domain-domain electrostatic potential, and the attractive part of the domain-domain van der Waals potential. This approach allows us to make a sensitivity analysis of hydrophobic collapse and to compare the protein collapse with what is already known about the hydrophobic collapse of the plates.
18. A new caveat is that NPT MD introduces fictitious dynamics from both the temperature and pressure control. New fictitious degrees of freedom are introduced, with corresponding kinetic energies, fictitious masses, and fictitious frequencies. These influence the time scales and can affect the rate processes observed. Nevertheless, the thermodynamic equilibrium water densities inside the interplate or interdomain region and the water depletion or dewetting phenomena should stay the same. Our observations about kinetics are borne out in careful studies.
20. The original total interdomain distance is about 18.8 Å, so after the enlargement, the total interdomain distance is about 22.8 Å. For simplicity, we will refer to it as interdomain gap distance D = 4 Å in the following.
21. It is tricky to define the water density inside the domain gap region, particularly for cases with very small D values, because the fluctuation in the number of water molecules can be fairly large compared with the total number of water molecules inside the region. In general, it is very difficult to directly measure the volume inside the domain gap region because of the irregularity of the protein domain structures; thus, we used a comparative way to make a consistent study to measure the water density.