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Abstract

A nonlocal multiscale model in time domain is developed for fatigue life predictions.
The method is based on the mathematical homogenization theory with almost periodicfields.
The almost periodicity reflects the effects of irreversible deformations in time domain in the
form of accumulation of damage. Multiple temporal scales are introduced to decompose the
original boundary value problem into micro-chronological (temporal unitcell) and macro-
chronological (homogenized) problems. A nonlocal Gurson type constitutive law is revisited
for cyclic loading, calibrated and validated against fatigue crack propagation experiments on
316L austenitic stainless steel specimens.

Keywords:temporal homogenization, almost periodicity, fatigue life prediction, multiscale mod-
eling, crack initiation, crack propagation.

1 Introduction

Fatigue of solids and structures is a multiscale phenomenonin space and time. The existence of
multiple spatial scales is evident due to the presence of cracks and/or voids which may be orders
of magnitude smaller than the structural component. Multiple temporal scales exist because of
disparity between the period of loading and the overall structural fatigue life.

The primary phenomenological fatigue life prediction tooltoday is the so-called “total life” ap-
proach. By this approach, fatigue life is characterized by the stress-life (S-N) curves which relate
the range of applied cyclic stresses to the number of load cycles to failure. When significant yield-
ing is expected around a crack tip, the strain-life (ε-N) curves are commonly used instead. The
ε-N curves relate the range of applied cyclic strains (total or plastic) to the number of load cycles
to failure. Such experimental characterizations are generally limited to small structural compo-
nents or specimens. For larger assemblies, sole experimentation may not be feasible and far fields
are typically computed numerically. The drawback of such a mixed experimental-computational
approach is that it fails to account for force redistribution caused by damage accumulation.

One of the most widely used empirical fatigue life models is due to Paris and Erdogan [1]. The
so-called Paris’ law relates the crack growth rate to the range of stress intensity factors using a
power representation. Paris’ law, which was originally developed for the ideal condition of small
scale yielding, was enhanced and generalized to incorporate various mechanisms such as R-effects,
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closure, threshold limits and others (e.g., see [2, 3, 4, 5]). Unfortunately, the issues of modeling
short cracks and the necessity for embedding initial macrocracks remain unresolved at large.

Direct Numerical Simulations (DNS) of fatigue crack growthby means of cycle-by-cycle sim-
ulations have been attempted in the context of the cohesive theory (e.g., Refs. [6, 7]). Obviously,
DNS is not a feasible approach for simulating large scale systems subjected to high cycle fatigue.
The so-called Cycle Jump Simulation (CJS) represents one of the first attempts to approximate
the response of the direct cycle-by-cycle simulation [8, 9,10] using coarser time scales. The CJS
has been found to perform reasonably well for relatively simple constitutive models such as those
based on isotropic continuum damage theory. However, a mathematical framework based on the
CJS approach that would satisfy governing equations in spaceand time for a general class of con-
stitutive models remains an elusive task.

In this manuscript we present an alternative approach basedon the mathematical homoge-
nization theory in time domain with almost periodic fields. Almost periodicity is a byproduct of
irreversible processes, such as damage accumulation, which violates the condition of temporal pe-
riodicity. We assume, however, that the non-periodic contribution is a perturbation of the periodic
part. In addition, we assume that micro- and macro-chronological displacement fields are of the
same order of magnitude. This is in contrast to the classical(spatial) mathematical homogenization
where the microscale displacement field is taken as a perturbation of the macroscale field. Spatial
homogenization in the presence of non-periodic conditionshave been previously investigated using
stochastic [11, 12, 13, 14] and deterministic [15, 16, 17, 18, 19] methods. Mathematical analysis
of the spatial homogenization theory with almost- and non-periodic fields have been conducted in
Refs. [20, 21, 22, 23, 24].

The Gurson-Tvergaard-Needleman (GTN) [25] model serves asa basis for modeling of mi-
crovoid nucleation, growth, and coalescence processes, and subsequent propagation of macroc-
racks up to failure. Kinematic hardening and irreversible damage are employed to generate the
hysteretic behavior, to prevent shakedown and premature crack arrest. It is well known that the
degradation of material properties caused by progressive cavitation mechanism in the GTN model
ultimately causes spurious mesh sensitivity of the response fields, rendering its predictions ques-
tionable. For monotonic loading, such mesh sensitive localmodels are commonly regularized
using localization limiters including nonlocal gradient (e.g., [26]) and integral (e.g., [27]) type
formulations, micro-polar continuum (e.g., [28]), and several others (e.g., [29, 30, 31]).

For cyclic loading, there are two scenarios that may give rise to mesh sensitivity: (i) loss
of ellipticity at the progressive stages of damage growth, and (ii) unbounded damage growth
rate caused by crack tip singularity. The latter has been investigated by Peerlingset al. [32]
in the context of high cycle fatigue for quasi-brittle materials. They showed that for isotropic
damage mechanics model, which preserves ellipticity of governing equations up to failure
(damage parameter equals to one), mesh sensitivity is caused by condition ii. They concluded
that a gradient type nonlocal regularization is effective as a localization limiter for high cycle
fatigue of quasi-brittle materials. The GTN model consideredin the present manuscript in-
troduces additional challenges. In addition to the unbounded growth rate at the crack tip, the
presence of plastic deformation may result in loss of ellipticity of the governing equations. To
the best of the authors’ knowledge, the present study is the first attempt to assess the perfor-
mance of the nonlocal GTN model under the conditions of cyclicloading. In this manuscript,
we focus on the development, calibration and validation of the nonlocal multiscale model of
fatigue based on the integral version of the nonlocal GTN model, which is an extension of the
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local fatigue model developed in [33, 34].
The remaining of this manuscript is organized as follows. Section 2 reviews the fundamental

aspects of the temporal homogenization in the presence of almost periodic fields. The nonlocal
GTN model and the associated boundary value problem are presented in Section 3. Section 4
presents the formulation of the nonlocal multiscale model.Section 5 focuses on the computational
aspects and the implementation details. The local and nonlocal multiscale models are compared
in Section 6. In Section 7, the nonlocal multiscale fatigue model is first calibrated using fatigue
experiments on 316L austenitic stainless steel specimens.Subsequently, the calibrated model is
validated against a separate and independent set of fatiguecrack propagation experiments. Con-
clusions and future research directions are discussed in Section 8.

2 Multiple temporal scales and almost periodicity

In a typical fatigue process, accumulation of damage, and the resulting macrocrack initiation and
propagation is relatively slow, compared to rapid fluctuations of displacements within each load
cycle. The disparity between the two characteristic time scales naturally introduces multiple time
coordinates. In this study, we consider a two scale decomposition of time by defining amacro-
chronologicalscale denoted by the intrinsic time coordinate,t, and amicro-chronologicalscale
denoted by the fast time coordinate,τ. These two scales are related through a scaling parameter

τ =
t
ζ

; 0 < ζ ≪ 1 (1)

in which, ζ (= τo/tr), is defined by the ratio of the characteristic lengths in micro- and macro-
chronological time, denoted byτo and tr, respectively. The response fields,φ, are assumed to
depend on two temporal scales

φζ(x, t) = φ(x, t,τ(t)) (2)

where,φζ is a rapidly oscillating function in time; andx denotes spatial coordinates. Time differ-
entiation in the presence of multiple temporal scales is obtained using Eq. (1)

φ̇ζ(x, t) = φ̇(x, t,τ) = φ,t(x, t,τ)+
1
ζ

φ,τ(x, t,τ) (3)

in which, the comma followed by a subscript coordinate denotes partial derivative; and superposed
dot is a total time derivative.

In this study, response fields are assumed to be almost periodic in time domain to account
for the irreversible processes of damage accumulation. Almost periodicity implies that at the
neighboring points in a spatial or temporal domain homologous by periodicity, the change in the
response function is small but nonzero (in contrast to the case of local periodicity in which the
change in response functions is zero). A typical almost periodic function is depicted in Figure 1.

The space of almost periodic functions,T , is defined as:

T := { φ | φ(x, t,τ+kκ)−φ(x, t,τ) = O(ζ)} ∀k∈ Z (4)

A function φ ∈ T is said to beκ-almost periodic if it belongs to the space of almost periodic
functions. Attention is restricted on a subspace ofT denoted byT̂

T̂ :=
{

φap | φap(x, t,τ) = φp(x, t,τ)+ζτφ̄(x)
}

(5)
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where,φ̄ is an arbitrary function constant in time ; andφp is aκ-periodic function

φp(x, t,τ+kκ) = φp(x, t,τ) (6)

Settingφζ
p(x, t) = φp(x, t, t/ζ), the well known weak convergence of the periodic fields is given

as [35]:

lim
ζ→0

∫

T
φζ

p(x, t)dt →
∫

T

〈

φp(x, t,τ)
〉

dt (7)

for any subsetT in R. The periodic temporal homogenization (PTH) operator,〈·〉, is given by:

〈·〉 :=
1
|κ|

∫

κ
(·)dτ (8)

Defining φζ
ap(x, t) = φap(x, t, t/ζ), it can be easily observed that Eq. (7) does not hold for

almost periodic fields

lim
ζ→0

∫

T
φζ

apdt = lim
ζ→0

∫

T
φζ

pdt+ φ̄
t2

2

∣

∣

∣

∣

T
(9a)

∫

T

〈

φap
〉

dt =
∫

T

〈

φp
〉

dt+
ζ
2

φ̄
|κ| τ2

∣

∣

κ t|T (9b)

The above serves as a motivation for an alternative definition of the averaging operator that
would satisfy the weak convergence relation (Eq. (7)) for almost periodic functions in̂T . Such an
almost periodic temporal homogenization (APTH) operator can be constructed in the rate form

M(φap),t (x, t) :=
〈

φ̇ap
〉

(x, t) (10)

so that the weak convergence relation (Eq. (7)) is satisfied for almost periodic functions in̂T

lim
ζ→0

∫

T
φζ

ap(x, t)dt →
∫

T
M(φap(x, t,τ))dt (11)

Equation (11) may be verified by substituting the definition of the almost periodic functions given
by Eq. (5) into the right hand side, and using (7)

∫

T
M(φap)dt =

∫

T

(

∫ t

0

[

1
ζ

〈

φap,τ
〉

+
〈

φap
〉

,s

]

ds

)

dt =
∫

T

(

∫ t

0

[

φ̄+
〈

φp
〉

,s

]

ds

)

dt

=
∫

T

(

tφ̄+
〈

φp
〉)

dt = φ̄
t2

2

∣

∣

∣

∣

T
+

∫

T

〈

φp
〉

dt

(12)

The APTH and PTH operations are equivalent if applied to periodic fields.

Remark 1:: To further clarify the differences between the PTH and APTHoperators, consider an
illustrative example:

φ(t,τ) = a0sin

(

2π
ζτ0

τ
)

+ τφ̄+a1 [1−exp(−t/td)] (13)

where, the first term represents the rapidly oscillatory periodic function; the second reflects the
non-periodic linear variation; and the last term depicts the slow macro-chronological variation.
Figure 2 compares the functionsM(φap) and

〈

φap
〉

with the original functionφζ asζ → 0. Pa-
rameter values,a0 = 2.5, a1 = 10.0, τ0 = 1, andφ̄ = 0.07 were used in the illustration. The figure
clearly shows that

〈

φap
〉

does not adequately tracks the average response of the almost periodic
function, whereasM(φap) does precisely that.
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Figure 1: Almost periodic function.

3 Nonlocal GTN model

Progressive failure of ductile materials is commonly idealized using phenomenological elastoplas-
tic constitutive models with a cumulative damage mechanism. One of the most widely known
models of this type is due to Gurson [36]. The original Gurson’s model is based on the limit analy-
sis of a spherical unit cell with a spherical void inclusion at its center, and a Von-Mises type matrix
material. A number of improvements to the original model have been proposed including the in-
corporation of void nucleation and coalescence mechanisms[37, 38], effects of non-spherical void
inclusions [39], and others. The so-called Gurson-Tvergaard-Needleman(GTN) model, which
accounts for the nucleation and coalescence effects, has been validated for monotonic [40] and
cyclic [41] loading conditions.

From the numerical point of view, the GTN model is known to exhibit spurious mesh sensitivity
when loading extends to the softening regime. Mesh sensitivity is characterized by localization of
strains to the smallest possible volume admitted by the finite element mesh. We defer the discus-
sion on the localization phenomenon and various localization limiters to the references discussed
in the introduction of this manuscript. In the present study, we revisit the integral type of nonlocal
formulation of the GTN model by defining a nonlocal consistency parameter which governs the
evolution equations of hardening, void growth, and void nucleation.

We start by defining the boundary value problem
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Figure 2: Decomposition of the response fields with respect to periodic and almost periodic tem-
poral homogenization operators.
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∇ ·σσσζ + bζ = 0 on Ω× (0, to) (14)

σ̇σσζ = L :
(

ε̇εεζ − µ̇µµζ
)

on Ω× (0, to) (15)

εεεζ =
1
2

(∇uζ +uζ∇) on Ω× (0, to) (16)

uζ = u′ on Ω (17)

uζ = ūζ on Γu× (0, to) (18)

nσσσζ = tζ on Γt × (0, to) (19)

where,uζ is the displacement vector;σσσζ is the stress tensor;εεεζ, and,µµµζ are the total and plastic strain
tensors, respectively;L is the tensor of elastic moduli;∇ is the vector differential operator given
by ∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3) in Cartesian coordinates;(·∇) = (∇·)T , superscript T indicates
the transpose; bζ is the body force;Ω andΓ are the spatial problem domain and its boundary,
respectively;to is the temporal problem domain; u′ is the initial displacement field;̄uζ and tζ

are the prescribed displacements and tractions on the boundariesΓu andΓt , respectively, where
Γ = Γu∪Γt andΓu∩Γt = /0. The analysis is restricted to small deformations.

The yield function of the GTN model is expressed as:

Φζ := Φζ (σσσζ,Hζ) =
(qζ)2

(

σζ
F

)2 +2 f̂ ζ cosh

(

−3
2

pζ

σζ
F

)

−1−
(

f̂ ζ
)2

= 0 (20)

where,H denotes the set of internal state variables

qζ =

√

3
2

sζ : sζ, sζ = Bζ + pζδδδ, Bζ = σσσζ −αααζ, pζ = −1
3

Bζ : δδδ (21)

αααζ is the center of the yield surface; andδδδ is the second order identity tensor. The radius of the
yield surface,σζ

F , is defined as [42]:

σζ
F = (1−b)σy +bσζ

M (22)

in which, σy andσζ
M are the initial yield stress and matrix flow stress, respectively; andb∈ [0,1]

is a constant.b = 1, b = 0, andb ∈]0,1[ correspond to the pure isotropic, kinematic, and mixed
hardening conditions, respectively.

The void coalescence function is commonly modeled using thepiecewise linear function of the
void volume fraction [38]

f̂ ζ =







f ζ f ζ < fc

fc +

(

1
q1

− fc

)

f ζ − fc
f f − fc

f ζ ≥ fc
(23)

in which, fc and f f are material parameters; andq1 is the Tvergaard constant. Whenf ζ approaches
f f , f̂ ζ → 1/q1, and the material looses its stress carrying capacity.

The flow of plastic strains is chosen to follow the normality rule

µ̇µµζ = λζ ∂Φζ

∂σσσζ
; λζ ≥ 0 (24)
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in which,λζ is the consistency parameter.
The nonlocal GTN model is formulated by defining the nonlocalconsistency parameter,̄λζ,

using the well known integral equation(e.g., [43])

λ̄ζ (x, t) =
1

W (x)

∫

Ω
w(x,s)λζ (s, t)ds (25)

where,

W (x) =
∫

Ω
w(x,s)ds x ∈ Ω̄ (26)

and,w(x,s) is an attenuation function. In this study, we use

w(x,s) =
1

[

1+

(‖x−s‖
lc

)c1
]c2

(27)

in which, lc is the characteristic material length.c1 and c2 define the shape of the attenuation
curve and they are set to 8 and 2, respectively, as suggested in Ref. [44]. The nonlocal evolution
equations of the GTN model are defined based on the nonlocal consistency parameter.

ḟ ζ = ḟ ζ
gr + ḟ ζ

nuc (28)

The void volume fraction is allowed to grow only after the onset of plastic yielding, and under
tensile loading conditions

ḟ ζ
gr = q1λ̄ζ(1− f ζ)

〈

∂Φζ

∂σσσζ
: δδδ

〉

+

(29)

where,〈·〉+ = [(·)+ | · |]/2 are MacCauley brackets. A strain controlled void nucleation mechanism
is adopted [37]

ḟ ζ
nuc = A ζ (ρζ) ρ̇ζ (30)

where,A ζ is taken to have a normal distribution

A
ζ (ρζ) = q1

fN
sN
√

2π
exp

{

−1
2

(

ρζ − εN

sN

)2
}

if
∂Φζ

∂σσσζ
: δδδ > 0; A

ζ = 0 otherwise (31)

in which,ρζ is the equivalent plastic strain;fN, is the volume fraction of void nucleating particles;
εN is the mean strain for nucleation; andsN is the standard deviation of nucleation.

The evolution of the effective plastic strain is given by:

ρ̇ζ =
λ̄ζ

(1− f ζ)σζ
F

Bζ :
∂Φζ

∂σσσζ
(32)

The equivalent plastic strain rate is related to the matrix flow strength

σ̇ζ
M =

(

EEt

E−Et

)

ρ̇ζ = Et ρ̇ζ (33)

in which E is the Young’s modulus; andEt is the tangent to the uniaxial stress-strain diagram at a
given stress level.

The evolution equation for the center of the yield surface is:

α̇ααζ = λ̄ζQζBζ; Qζ ≥ 0 (34)

The value ofQζ is determined using the consistency condition.
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4 Multiple temporal scale analysis

We define the following decomposition of the almost periodicfields

φ(x, t,τ) = M(φ)(x, t)+ φ̃(x, t,τ) (35)

in which, φ denotes the displacement, strain, stress or internal statevariable fields;M(φ) and φ̃
correspond to the macro-chronological (homogenized) and the micro-chronological (oscilla-
tory) parts of the response fields, respectively. Employing the definition of the APTH operator,
the following relation is obtained

〈

φ̃
〉

,t = −1
ζ

〈

φ̃,τ
〉

(36)

In view of Eq. (35), we seek to decompose the boundary value problem defined in Section 3
to a set of coupled micro- and macro-chronological problems. Applying the APTH operator to
Eq. (14), the macro-chronological equilibrium equations may be obtained

∇ ·M(σσσ)+M(b) = 0 on Ω× (0, to) (37)

Decomposing the stresses and the body forces using Eq. (35) and subtracting Eq. (37) from the
resulting equation yields the equilibrium equations for the micro-chronological problem. At a
macro-chronological time instant,t, we have a unit cell problem in time domain

∇ · σ̃σσ+b−M(b) = 0 on Ω× (0,τo) (38)

The original constitutive relation may be decomposed by applying Eq. (35) to the stress, strain,
and plastic strain tensors, substituting the resulting terms into Eq. (15), and gathering the terms of
equal order

O
(

ζ−1) : σ̃σσ,τ = L :
(

ε̃εε,τ − µ̃µµ,τ
)

on Ω× (0,τo) (39a)

O(1) : M(σσσ),t + σ̃σσ,t = L :
(

M(εεε),t −M(µµµ),t + ε̃εε,t − µ̃µµ,t

)

(39b)

The micro-chronological constitutive relation is given byEq. (39a). Applying the PTH operator
to Eq. (39) and using Eq. (36), the constitutive equation forthe macro-chronological problem is
obtained

M(σσσ),t = L :
(

M(εεε),t −M(µµµ),t

)

on Ω× (0, to) (40)

The kinematic equation may be decomposed into a micro- and macro-chronological parts by
applying Eq. (35) to the displacement field, substituting the resulting terms into Eq. (16), and
exploiting the linearity of the APTH operator

ε̃εε =
1
2

(∇ũ+ ũ∇) (41)

M(εεε) =
1
2

(∇M(u)+M(u)∇) (42)

The flow rules of the micro- and macro-chronological problems are formulated by considering
a two-scale decomposition of the local consistency parameter. At a material point,x, we have

λ(t,τ) =
1
ζ

λ1(t,τ)+λo(t) (43)
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where,λ1 and λo may be interpreted as the consistency parameters induced bythe micro- and
macro-chronological loadings, respectively. Applying Eq. (35) to the plastic strain tensor, substi-
tuting the resulting terms and the above decomposition of the consistency parameter to the flow
rule (Eq. (24)), and gathering equal order terms yield:

O(ζ−1) : µ̃µµ,τ = λ1∂Φ
∂σσσ

(44a)

O(1) : M(µµµ),t + µ̃µµ,t = λo∂Φ
∂σσσ

(44b)

The flow rule for the micro-chronological problem is given byEq. (44a). Applying the PTH
operator to Eqs. (44), and using Eq. (36) gives:

M(µµµ),t = λo
〈

∂Φ
∂σσσ

〉

+
1
ζ

〈

µ̃µµ,τ
〉

(45)

where, the yield condition is expressed in terms of the micro- and macro-chronological fields using
the function relation

Φ(σσσ,H) = Φ(M(σσσ) , σ̃σσ,M(H) , H̃) (46)

The evaluation of the micro-chronological plastic strainsfor the nonlocal GTN model is detailed
in Appendix A. The macro-chronological plastic strains, stresses, total strains and internal state
variables are evaluated using a two-step algorithm described in Section 5.

The evolution equations of the internal state variables (Eqs. (22), (29), (30), (32)-(34)) may be
expressed in a general functional form as:

Ḣ = h̄
(

σσσ, λ̄,H
)

(47)

or in terms of the macro- and micro-chronological fields

Ḣ = h
(

M(σσσ) , σ̃σσ, λ̄o, λ̄1,M(H) , H̃
)

(48)

where,

λ̄i (x, t) =
1

W (x)

∫

Ω
w(x,s)λi (s, t)ds, i = 0,1 (49)

The evolution equations may be decomposed as:

h =
1
ζ

h1 +ho (50)

Decomposing the internal state variable fields based on Eq. (35) and using Eq. (3) yields:

H̃,τ = h1(

M(σσσ) , σ̃σσ, λ̄1,M(H) , H̃
)

(51a)

M(H),t + H̃,t = ho(

M(σσσ) , σ̃σσ, λ̄o,M(H) , H̃
)

(51b)

The micro-chronological evolution equation for the internal state variables is given by Eq. (51a).
Applying the PTH operator to Eqs. (51) and using Eq. (36) gives the evolution equations of the
macro-chronological problem

M(H),t = 〈ho〉+ 1
ζ

〈

H̃,τ
〉

(52)
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The evolution equations for the nonlocal GTN model are presented in Appendix B.
Substituting the displacement and stress decompositions into Eqs. (17)-(19), and applying the

APTH operator yields the initial and the boundary conditions for the macro-chronological problem

M(u)(x, t = 0) = u′ (x) on Ω (53)

M(u) = M(ū(x, t,τ)) on Γu× (0, to) (54)

nM(σσσ) = M(t (x, t,τ)) on Γt × (0, to) (55)

Similarly, the micro-chronological initial and boundary conditions are obtained by applying
Eq. (35) to the displacement and stress fields, substitutingthe resulting equation into Eqs. (17)-
(19) and subtracting Eqs. (53)-(55) from the resulting equations

ũ(x, t,τ = 0) = 0 on Ω (56)

ũ(x, t,τ) = ū−M(ū) on Γu× (0,τo) (57)

nσ̃σσ(x, t,τ) = t−M(t) on Γt × (0,τo) (58)

The coupled macro-chronological and the micro-chronological problems are summarized in
Box 1.

5 Numerical aspects

5.1 Nonlocal consistency parameter

The introduction of the nonlocal consistency parameter leads to the integro-differential equation
for the local consistency parameter

λ(x, t) =

∂φ
∂σσσ

: L : ε̇εε

∂φ
∂σσσ

: L :
∂φ
∂σσσ

− H
∂φ
∂σσσ

: L :
∂φ
∂σσσ

1
W (x)

∫

Ω
w(x,s)λ(s, t)ds (59)

The expression forH and the details of the derivation of the above equation are presented
in Appendix A. Solution of the boundary value problem with such nonlocal characterization of
internal state variables requires somewhat cumbersome integration techniques [45]. To reduce
the computational complexity we use the following approximation of the nonlocal consistency
parameter

tn+1λ̄(xxxi) =
gi

Wi
tn+1λ(xxxi)+

1
Wi

ngp

∑
j=1
j 6=i

g jw
(

xxxi,xxx j
)

tnλ
(

xxx j
)

(60)

where,Wi = W (xxxi); xxxi denotes the spatial coordinates of theith integration point;ngp is the total
number of integration points in the mesh;gi are the weight factors for the numerical integration;
and the left subscript denote temporal discretization. Discretizing Eq. (59) and substituting into
Eq. (60) yields

tn+1λ(xxxi) =

∂φ
∂σσσ

: L : ε̇εε
∣

∣

∣

∣

tn+1

gi

Wi
H +

∂φ
∂σσσ

: L :
∂φ
∂σσσ

∣

∣

∣

∣

tn+1

+
H/Wi

gi

Wi
H +

∂φ
∂σσσ

: L :
∂φ
∂σσσ

∣

∣

∣

∣

tn+1

ngp

∑
j=1
j 6=i

g jw
(

xxxi,xxx j
)

tnλ
(

xxx j
)

(61)
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Macro-chronological problem:

Equilibrium equation: ∇ ·M(σσσ)+M(b) = 0 on Ω× (0, to)

Constitutive equation: M(σσσ),t = L :
(

M(εεε),t −M(µµµ),t

)

on Ω× (0, to)

Kinematic equation: M(εεε) =
1
2

(∇M(u)+M(u)∇) on Ω× (0, to)

Initial condition: M(u)(x, t = 0) = u′ (x) on Ω
Boundary conditions: M(u) = M(ū(x, t,τ)) on Γu× (0, to)

nM(σσσ) = M(t (x, t,τ)) on Γt × (0, to)

Flow rule: M(µµµ),t = λo
〈

∂Φ
∂σσσ

〉

+
1
ζ

〈

µ̃µµ,τ
〉

Evolution equations: M(H),t = 〈ho〉+ 1
ζ

〈

H̃,τ
〉

Micro-chronological problem:

Equilibrium equation: ∇ · σ̃σσ+b−M(b) = 0 on Ω× (0,τo)

Constitutive equation: σ̃σσ,τ = L :
(

ε̃εε,τ − µ̃µµ,τ
)

on Ω× (0,τo)

Kinematic equation: ε̃εε =
1
2

(∇ũ+ ũ∇) on Ω× (0,τo)

Initial condition: ũ(x, t,τ = 0) = 0 on Ω
Boundary conditions: ũ(x, t,τ) = ū−M(ū) on Γu× (0,τo)

nσ̃σσ(x, t,τ) = t−M(t) on Γt × (0,τo)

Flow rule: µ̃µµ,τ = λ1∂Φ
∂σσσ

Evolution equations: H̃,τ = h1(

M(σσσ) , σ̃σσ, λ̄1,M(H) , H̃
)

Box 1: Governing equations of the macro- and micro-chronologicalproblems.
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It can be observed that the local consistency parameter,tn+1λ, may be evaluated locally using
Eq. (61). Similar methods have been previously employed forthe nonlocal characterization of
other variants of the GTN model (e.g., [44]).

5.2 Adaptive multi-scale methodology

The micro- and macro-chronological boundary value problems formulated in the previous sec-
tion and summarized in Box 1 are coupled through the constitutive relationships. In this study,
we adopted a staggered solution algorithm with adaptive macro-chronological time stepping con-
trol. The proposed algorithm is convenient in the sense thatit facilitates the use of commercially
available finite element packages solely by invoking user supplied material subroutines.

The proposed adaptive algorithm for evaluating the micro- and macro-chronological problems
is summarized in Box 2. The objective of the algorithm is to evaluate the micro- and macro-
chronological response fields denoted byφ̃(x, t,τ) andM(φ)(x, t), respectively, at timet = tn+1,
given the response fields at timet = tn (tn < tn+1). The solution at macro-chronological time
tn+1 is computed adaptively. From a qualitative viewpoint, the macro-chronological step size,∆t
(= tn+1− tn) is chosen to be relatively large if the computed response issmooth, otherwise, the
step size is reduced to maintain accuracy. To this extent, a vector of control variables,ωωω(σσσ,µµµ,H),
is defined as a function of the response fields.Given a converged state att = tn, the control
variable vector at t = tn+1 is computed twice at each integration point; first using a single
macro-chronological time step,∆t (to compute(tn+1;∆t)ωωω), then using two successive steps with
macro-chronological step size∆t/2 (to compute(tn+1;∆t/2)ωωω). The error at t = tn+1 is then given
by

Eωωω = |(tn+1;∆t)ωωω− (tn+1;∆t/2)ωωω| ≤ Etol (62)

in which, Etol is the vector of predefined error tolerances for the control variables; and the
left subscript ( · ; ·) denotes the current time and the time step size used in the stress update.
If the computed error exceeds the error tolerance vector, Etol, at any integration point, the
macro-chronological time step size is reduced based on the value of the errors and the procedure is
repeated until the error tolerances are met. The micro-chronological time step sizeδτ = τk+1− τk

is controlled by the accuracy of the stress update procedure.

Remark 2:In this study, the vector of the control variables includes the void volume fraction,f ,
and the Euclidian norm of the plastic strain deviator,sµµµ

ωωω =
{

f ,‖sµµµ‖2
}T

; sµµµ = µµµ− 1
3

δδδ : µµµ (63)

For a given macro-chronological time step size,∆t, the integration of the macro-chronological
fields is conducted based on a two-step procedure.This procedure ensures the equilibrium
equations and the consistency condition to be satisfied at every macro-chronological step.Fig-
ure 3 illustrates the basic structure of the proposed two-step procedure. The micro-chronological
loading induced macro-chronological fields are introducedto the converged state of the macro-
chronological fields att = tn, to obtain an intermediate configuration,tn+1

M(φ)∗ (step 5 of Box 2).
The macro-chronological loading is subsequently applied to the intermediate configuration to eval-
uate the current state of the macro-chronological fields,tn+1

M(φ). The stress updates of the micro-
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and macro-chronological problems are carried out using a return mapping algorithm based on the
method first proposed in [46] for isotropic hardening, and further extended to account for kinematic
hardening in [47].

The aforementioned adaptive algorithm requires data transfer between the micro- and macro-
chronological problems at each time step. In this study, theinformation between the micro- and
macro-chronological problems is communicated through an external batch processing to facilitate
the use of a commercial finite element software. The ABAQUS analysis engine incorporating user
supplied subroutines (UMAT) was employed to conduct the numerical simulations. The response
information of the macro- and micro-chronological problems was stored on a hard disk.

Micro-chronological 

           loading 

  induced evolution

( )
nt

φM

( )
*

n+1t φM

Intermediate

configuration

Macro-chronological

 loading

induced evolution

( )
n+1t φM

configuration at t = t
n

configuration at t = t
n+1

Figure 3: Schematic of the proposed two step update procedure.

6 Mesh sensitivity studies

The localization characteristics of the nonlocal multiscale model are assessed using fatigue crack
propagation simulations in a rectangular panel with a blunted notch. Figure 4 displays the geometry
of the panel and the applied vertical displacements. Plane strain conditions were assumed and a
quarter of the panel was modeled due to symmetry. Three finiteelement meshes were considered
with increased refinement along the path of the crack. Far fields were taken to be identical for all
meshes. The path of the crack propagation was discretized uniformly with an average element size
of h = 0.1, 0.05, and 0.025 units, and a small mesh transition zone is placed between the far fields
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Input: tnM(φ)(x) andtnφ̃(x,τ)
Output: ∆t, tn+1

M(φ) andtn+1
φ̃(τ).

1. Initialize: IDtol ← false, EF ← 1
2. Computetnωωω ≡ ωωω

(

tnσσσ, tnH, tnµµµ
)

andtnδωωω at each integration point

tnδωωω(xk) = tnωωω(xk,τo)− tnωωω(xk,0); ∀k∈ 1,2, . . . ,nip

(∗ nip: number of integration points∗)
3. Compute initial estimate of∆t:

∆t =
nωd

min
j=1

(

δωall
j /

nip
max
k=1

[

δω j (xk, t)
]

)

τo

(∗ nωd: number of dimensions of the control variable vector.∗)
(∗ δωωωall : maximum allowable accumulation within a load cycle.∗)
4. while IDtol = false
5. Set∆t ← ∆t/EF :

(tn+1;∆t)M(φ)∗ = tnM(φ)+
∆t
τo

[

tnφ̃(x,τo)− tnφ̃(x,0)
]

6. Apply the macro-chronological external force increments and solve for(tn+1;∆t)M(φ),
using(tn+1;∆t)M(φ)∗ as the initial values of a standard update procedure.

7. Solve micro-chronological IBVP for(tn+1;∆t)φ̃ using(tn+1;∆t)M(φ)

8. Set∆t ← ∆t/2, evaluate steps (5)-(7) in two increments to compute(tn+1;∆t/2)M(φ) and

(tn+1;∆t/2)φ̃
9. Compute(tn+1;∆t)ωωω using(tn+1;∆t)M(φ) and(tn+1;∆t)φ̃
10. Compute(tn+1;∆t/2)ωωω using(tn+1;∆t/2)M(φ) and(tn+1;∆t/2)φ̃.
11. Evaluate(tn+1;∆t)δωωω and(tn+1;∆t/2)δωωω at each integration point.
12.

Eωωω
j =

nip
max
k=1

(

‖(tn+1;∆t)ω j (xk,τ)− (tn+1;∆t/2)ω j (xk,τ)‖W

)

; ∀ j ∈ 1,2, . . . ,nωd

‖ · ‖W =

(

∫ τo

0
(·)W dτ

)1/W

; if 1 < W < ∞, ‖ · ‖W = max(·)(xk,τ) ; if W = ∞

13. if Eωωω
j ≤ Etol

j ; ∀ j ∈ 1,2, . . . ,nωd then IDtol ← true; return
14. else

EF = min

(

nωd
max
j=1

[

Eωωω
j /Etol

j

]

,EL

)

return
(∗ EL: maximum allowable time step size reduction factor.∗)
15. tn+1 ← tn +∆t

Box 2: Adaptive algorithm.
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and the crack propagation path. Figure 5 shows the discretization at the tip of the blunted notch for
each mesh.

The propagation of a fatigue crack is modeled by effectivelyeliminating (a small fraction of the
residual stiffness is retained for stability) the elementsfor which the void volume fraction reaches
90% of the critical void volume fraction. Since the void volume fraction growth in GTN model is
controlled by the plastic process, the issue of spurious damage growth and increase in damage zone
well beyond the size of the characteristic material length (see [48]) was not observed. Reduced
integration with hourglass control is employed to avoid partially vanishing elements.

Mechanical properties of the panel and the GTN model parameters are summarized in Table 1.
The characteristic length,lc, is chosen to be 0.13 which is slightly larger than the element size of
the coarsest mesh. The effects of far fields on the nonlocal weight function is negligible and was
ignored by settingw(x,s) to zero for‖x−s‖ ≥ 1.5lc.

The void coalescence mechanism is considered using a third order void coalescence function

f̂ ζ = f ζ +
6

f 3
f

(

1
q1

− f f

)[(

f f

2
− fc

)

+

(

fc
f f

− 1
3

)

f ζ

]

( f ζ)2 (64)

The constants of the third order void coalescence function were chosen to provide the best curve
fit of a piecewise linear function of Eq. (23), and to satisfy the boundary conditions. Similar to
the piecewise linear function, material looses its stress carrying capacity as void volume fraction
approaches the critical value (f̂ ζ → 1/q1 as f → f f ).

The uniaxial stress-strain curve of the matrix material wasmodeled using a piecewise power
law

ε =











σ
E

σ ≤ σY

σY

E

(

σ
σY

)n

σ > σY

(65)

where, n is the strain hardening exponent. The multiscale simulations were performed using
the algorithmic parameters,EL = 4, δωωωall = {0.01,0.01}, and with error tolerances ofEtol =
{0.0015,0.0015}.

Figure 6 displays the path of the fatigue crack simulated using the local GTN model as obtained
after 500 load cycles. The damage zone clearly localizes to smaller regions and the rate of crack
propagation increases as the mesh is refined. The fatigue crack path obtained under identical
loading and topological conditions but with the nonlocal GTN model is shown in Fig. 7. It can be
seen that the results obtained after 500 and 750 cycles are insensitive to the mesh size except for
the coarsest mesh. The damage zone (i.e., the region with high void volume fraction) localizes to a
finite region with a size comparable to the characteristic material length. The discrepancy between
the results of the coarsest mesh and the finer meshes is attributed to the fact that the size of the
elements in front of the crack tip is comparable to the characteristic material length.

7 Calibration and validation of the GTN model

Verification studies of the local multiscale fatigue model against cycle-by-cycle simulations were
conducted in [33] for brittle materials and in [34] for ductile materials. In the present manuscript
attention is restricted to calibration and experimental validation of the nonlocal multiscale model
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Table 1: Material properties of the panel with a blunted notch.
Poisson’s ratio Hardening parameter Initial void volume fraction

E/σY = 300 ν = 0.3 b = 0.0 f0 = 0.0053
Tvergaard constant, Coalescence, Nucleation, Hardening exponent

q1 = 1.5 fc = 0.15 fN = 0.04 n = 10
f f = 0.25 sN = 0.1

εN = 0.3

30

40
10

0.5

refinement zone

ū = 0.0025(1+cos(2πt +π))

Figure 4: Geometry and the far field mesh of the panel with a blunted notch.
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(a) h = 0.1

(b) h = 0.05

(c) h = 0.025

crack tip

Figure 5: Crack tip discretizations used in the fatigue simulations of the panel with a blunted notch.

Cycle # 500Void volume

  fraction,  f

+5.19e-03
+1.38e-02
+2.24e-02
+3.11e-02
+3.97e-02
+4.83e-02
+5.69e-02
+6.55e-02
+7.41e-02
+8.28e-02
+9.14e-02
>1.00e-01

Figure 6: Local simulations.
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Cycle # 500

Cycle # 750

Void volume

  fraction,  f

+5.19e-03
+1.38e-02
+2.24e-02
+3.11e-02
+3.97e-02
+4.83e-02
+5.69e-02
+6.55e-02
+7.41e-02
+8.28e-02
+9.14e-02
>1.00e-01

Figure 7: Nonlocal simulations.

for ductile metals. We consider two independent sets of fatigue experiments conducted on 316L
austenitic stainless steel specimens with similar chemical compositions. The first set is used for the
calibration of parameters of the GTN model. The calibrated parameters were subsequently used to
predict the propagation characteristics of a single macrocrack, and the results were compared to the
observations of the second set of experiments. The model calibration was conducted using direct
cycle-by-cycle simulations. After appropriate parametervalues of the model were determined, the
validation simulations were conducted using the nonlocal multiscale approach.

7.1 Model calibration

The fatigue response of the 316L stainless steel was previously investigated experimentally by Shi
and Pluvinage [49] under isothermal and thermomechanical loading conditions. Cylindrical test
samples were taken from a plate which has been solution treated and subsequently water quenched.
Figure 8 displays the geometry and dimensions of the cylindrical fatigue specimens. The speci-
mens were subjected to displacement controlled mechanicalcycles of various magnitudes using a
servo-hydraulic test machine. The initial and stabilized cyclic total stress and plastic strain ranges
were recorded.

The GTN model is calibrated against the results of two isothermal fatigue experiments reported
in Ref. [49]. The void volume fraction of the virgin material,f0, was computed a-priori based on
the chemical composition of the material using Franklin’s empirical formula (f0 = 0.054(%S−0.001%Mn)).
Using the S and Mn contents of the 316L stainless steel specimens given as 0.01 and 1.8, respec-
tively, the initial void volume fraction is computed to bef0 = 0.022%. The 0.2% proof stress of
the material was obtained from the values suggested by Ref. [50] as 173 MPa.The nonlocal char-
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acteristic length was chosen to be of the order of the grain size (lc = 80 µm) as suggested in
Ref. [32]. The void nucleation and coalescence mechanisms were excluded by settingA = 0, and
f̂ = f .

Calibration of the remaining constitutive parameters whichare the mixed hardening parame-
ter, b, the Tvergaard constant,q1, and the hardening curve of the GTN model is conducted using
the simulations of two isothermal fatigue experiments under prescribed cyclic displacements with
maximum amplitudes of 0.012 mm (specimen CLB1) and 0.016 mm (specimen CLB2) which
corresponds to 1.2% and 1.6% engineering strains, respectively. The loading was applied symmet-
rically in the compressive-tensile direction with a triangular waveform. Simulations are conducted
under the assumption of axisymmetric conditions and half ofthe cross-section is discretized due to
symmetry as shown in Fig. 8. A small imperfection was introduced around the circumference of
the specimen. The imperfection is a semi-circular region inthe plane of the cross-section (0.3 mm
radius) with void concentrations linearly increasing toward the surface of the specimen (f0 = 0.1%
in elements adjacent to the surface).

The hardening curve, the mixed hardening parameter and the Tvergaard constant were
evaluated by minimizing the discrepancy between the simulated and experimental values
of the initial and stabilized stresses and plastic strains,and the overall fatigue lives of the
specimens in a least squares sense.The Tvergaard constant, the mixed hardening parameter, and
the strain hardening exponents were identified to be 0.22, 1.1, and 3.7, respectively.

Figure 9 illustrates the evolution of the stress ranges (∆σ = |σmin|+ |σmax|) computed using
the numerical simulations for specimens CLB1 and CLB2. The corresponding fatigue lives were
predicted to be 500 and 330cyclesfor specimens CLB1 and CLB2, respectively. The observed ex-
perimental fatigue lives of the two specimens were given as 550 and 295cycles, respectively. The
observed values for the stabilized stress ranges are given as 686 and 720 for CLB1 and CLB2, re-
spectively, which are in reasonable agreement with the stress ranges predicted by the GTN model.
The plastic strain ranges for the specimens CLB1 and CLB2 as predicted by the numerical simu-
lations, and the observed experimental values are plotted in Fig. 10. Similarly, the plastic strains
were predicted to be in the range of the experimental observations (within 8%). The discrepancies
between the experimental observations and the results of the numerical simulations are attributed
to the limitation of the hardening laws used in the simulations (i.e., mixed kinematic-isotropic
hardening). For low cycle fatigue, more elaborate hardening laws and, possibly, bounding surface
and multi-yield surface approaches need to be investigated.

7.2 Model validation

The calibrated GTN model is then employed to predict the growth of fatigue cracks on specimens
made of 316L stainless steel. Wheatleyet al. [51] previously conducted experiments to investigate
the propagation characteristics of cracks under fatigue loading and in the presence of overloads.
They tested compact-tension (CT) specimens made of 316L stainless steel with chemical composi-
tions similar to that of the cylindrical specimens used in the calibration of the GTN model. The CT
specimens were 6 mm thick and 40 mm wide, and the initial notches were 12 mm long parallel to
the bar length. Prior to the experiments, a 6 mm fatigue pre-crack was produced by high amplitude
cyclic loading. Figure 11 illustrates the geometry of the CT specimens used in the experiments. A
sinusoidal waveform with maximum amplitude of 3 kN and an R-ratio of 0.1 was applied in the
tensile direction. In the overload experiment, a single cycle overload with maximum amplitude
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Figure 8: Geometry and discretization of the cylinderical fatigue test specimen made of 316L
stainless steel.
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Figure 9: Variation of the stress range throughout simulations, CLB1 and CLB2, compared to
experimental observations.
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Figure 10: Variation of the plastic strain range throughoutsimulations, CLB1 and CLB2, compared
to experimental observations.

of 5 kN was applied to the pre-cracked specimen and the maximum amplitude of the loading was
reduced to 3 kN in the subsequent cycle. Growth of the cracks was observed during the loading
period and crack growth curves are provided.

We conducted numerical simulations using the GTN model in the framework of the proposed
multiscale life prediction methodology to predict the crack growth curves of the fatigue and over-
load specimens. Plane stress conditions were assumed and half of the geometry was modeled due
to symmetry. The finite element mesh is illustrated in Fig. 11. The multiscale simulations were
performed using the algorithm parameters,EL = 4, δωωωall = {0.05,0.05}, and with error tolerances
of Etol = {0.0075,0.0075}. The multiscale algorithm parameters are chosen to be relatively
small to attain high levels of accuracy. The effects of the choice of algorithm parameters on
the accuracy and performance of the model is presented in Ref. [34]. The initial void volume
fraction is obtained using Franklin’s empirical formula tobe f0 = 0.012%. The calibrated model
parameters for fatigue life which are the Tvergaard constant, q1, the mixed hardening parameter,
b, and the strain hardening exponent,n, are set to the values identified in the calibration phase
(q1 = 1.1, b = 0.22, andn = 3.7, respectively). The value of 0.2% proof stress is providedby
Ref. [51] as 334 MPa.

Figure 13 illustrates the crack growth curves of the fatigueand overload specimens as predicted
by the simulations along with the experimental observations. A reasonable overall match was
observed between the experimental observations and the numerical predictions of both fatigue and
overload specimens. The total life of the fatigue and overload specimens were 70000 and 130000
cycles, respectively. The proposed multiscale technique required the resolution of only 2530 and
2650 load cycles to evaluate the crack growth on the fatigue and overload specimens, respectively.
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Figure 11: Geometry and discretization of the CT specimen made of 316L stainless steel.
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Figure 12: Experimental and predicted crack growth curves of the fatigue and overload specimens.
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8 Discussion and conclusions

The manuscript presents a computational fatigue life prediction methodology based on the mathe-
matical homogenization theory with almost periodic fields.The almost-periodicity is a byproduct
of irreversible processes, such as damage accumulation, which violates the condition of local peri-
odicity. The nonlocal multiscale model has been shown to be insensitive to the mesh size as long as
the characteristic size is smaller than the element size. Calibration studies revealed certain short-
comings of the model, particularly in the modeling of the stress-strain loops under high amplitude
loading (very low cycle fatigue). Some of these deficienciescould be circumvented by employ-
ing multi-yield surfaces and/or bounding surface plasticity theories. Nevertheless, the calibrated
nonlocal multiscale model performed reasonably well in validation studies more than justifying its
usefulness due to significant computational cost savings (approximately 90-94% cost reduction)
compared to the direct cycle-by-cycle simulation.
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A Evaluation of the consistency parameter for the nonlocal GTN
model

The evaluation of the consistency parameter of the micro-chronological problem is similar to the
computation of the consistency parameter of a single scale model (e.g., the boundary value problem
defined in Eqs. (14) - (19)). To simplify the notation, we therefore present the evaluation of the
consistency parameter using the response fields in total form. The consistency condition for the
micro-chronological problem is defined as:

Φ,τ = 0 (66)

The local consistency parameter,λ, is evaluated based on the approach proposed in Ref [52]. To
this extent, we define a fictitious yield surface,ΦG

ΦG = ΦG(σσσG, f ,σM) =
(qG)2

σ2
M

+2 f̂ cosh

(

−3
2

pG

σM

)

−1−
(

f̂
)2

(67)

The fictitious stress components,σσσG, and the fictitious local rate of plastic strains chosen to be:

σσσG

σM
=

B
σF

(68a)

µµµ,τ = µµµG
,τ (68b)

Equation (68a) ensures that the yielding occurs simultaneously inΦ andΦG (i.e.,Φ = 0⇒ΦG = 0).
Equation (68b) states that the local rate of plastic strainsis taken to be identical to that evaluated
using the fictitious yield surface. Eq. (68b) must be satisfied at all material points inΩ

λ̄
∂Φ
∂σσσ

= λ̄G ∂ΦG

∂σσσG
(69)

The consistency condition (Eq. (66)) along with Eqs. (68) and (69) may be used to obtain an
expression for the local consistency parameter in the form of an integral equation

λ(x, t) =

∂φ
∂σσσ

: L : εεε,τ

∂φ
∂σσσ

: L :
∂φ
∂σσσ

− H
∂φ
∂σσσ

: L :
∂φ
∂σσσ

1
W (x)

∫

Ω
w(x,s)λ(s, t)ds (70)

The plastic modulus,H, is given by:

H = −σM

σF

{

∂Φ
∂ f

(1− f )
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δδδ :
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]

Et
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ΘΘΘ :
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∂σσσ

)}

(71)
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B Evolution equations for the nonlocal GTN model

The evolution equations of the internal state variables of the GTN model (i.e., void volume fraction,
equivalent plastic strain, matrix flow strength, and the center of the yield surface) for micro- and
macro-chronological problems is derived herein.

To simplify the presentation, we define:

µ̄µµ,τ = λ̄1∂Φ
∂σσσ

(72a)

M(µ̄µµ),t = λ̄o
〈

∂Φ
∂σσσ

〉

+
1
ζ

〈

µ̄µµ,τ
〉

(72b)

Decomposing the void volume fraction using Eq. (35), and introducing the resulting fields as
well as Eqs. (72) into the original evolution equation of thevoid volume fraction

O(ζ−1) : f̃,τ = q1
(

1−M( f )− f̃
)

δδδ : µ̄µµ,τ +A ρ̃,τ (73)

O(1) : M( f ),t + f̃,t = q1
(

1−M( f )− f̃
)

δδδ :
(

M(µ̄µµ),t + µ̄µµ,t

)

+A
(

M(ρ),t + ρ̃,t

)

(74)

The micro-chronological evolution equation for the void volume fraction is given by (73). Apply-
ing the PTH operator to Eqs. (73) and (74) and using Eq. (36) yields:

M( f ),t = q1
(

1−M( f )−
〈

f̃
〉)

δδδ : M(µ̄µµ),t −q1

〈

f̃ δδδ :
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)〉

+〈A 〉M(ρ),t −
〈

A

(

1
ζ

ρ̃,τ + ρ̃,t

)〉 (75)

which is the evolution equation of the macro-chronologicalvoid volume fraction.
The evolution equations of the micro-chronological and macro-chronological equivalent plastic

strains may be derived using a similar algebra

ρ̃,τ =

(

M(B)+ B̃
)

: µ̄µµ,τ
[

1−M( f )− f̃
]

[M(σF)+ σ̃F ]
(76)
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〉 (77)

The evolution equations of the micro- and macro-chronological matrix flow strength and the
radius of the yield surface may be expressed as:

σ̃M,τ = Et ρ̃,τ (78)

M(σM),t =
〈

Et〉
M(ρ),t +

〈

Et
(

1
ζ

ρ̃,τ + ρ̃,t

)〉

(79)
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and,

σ̃F,τ = bσ̃M,τ (80)

M(σF),t = bM(σM),t (81)

in which, Eqs. (78) and (79) are the micro- and macro-chronological evolution equations of the
matrix flow strength, respectively. Equations (80) and (81)correspond to the evolution equations
of the yield surface radius for the micro- and macro-chronological problems, respectively.

Decomposing the yield surface center,ααα, according to Eq. (35), and introducing the micro- and
macro-chronological consistency parameters to Eq. (34)

O(ζ−1) : α̃αα,τ = λ̄1Q
(

M(B)+ B̃
)

(82)

O(1) : M(ααα),t + α̃αα,t = λ̄oQ
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)

(83)

in which,
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(84)

The micro-chronological evolution equation of the yield surface center is given as Eq. (82). Ap-
plying the PTH operator to Eqs. (82) and (83) yields the macro-chronological evolution equation
of the yield surface center

M(ααα),t = λ̄o(

〈Q〉M(B)+
〈

QB̃
〉)

+
1
ζ
〈α̃αα,τ〉 (85)


