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Abstract

A multiscale model is developed for fatigue life predictions of elastoplastic solids and
structures. The fatigue problem is formulated using a variant of the mathematical homoge-
nization theory developed to account for almost periodic fields. Multiple temporal scales are
employed to resolve the solution within a load cycle as well as to predict the useful life span
of a structural component. The concept of almost-periodicity is introduced to account for ir-
reversible inelastic deformation, which gives rise to nonperiodic fields in time domain. By
this approach the original initial boundary value problem is decomposed into coupled micro-
chronological (fast time-scale) and macro-chronological (slow time-scale) problems. The pro-
posed life prediction methodology was implemented in ABAQUS and verified against the di-
rect cycle-by-cycle simulation.

Keywords:temporal homogenization, almost periodicity, fatigue life prediction, multiscale mod-
eling, ductile crack growth.

1 Introduction

The phenomenon of fatigue inherently involves multiple temporal and spatial scales. Multiple
temporal scales exist due to the disparity between the period of a single load cycle acting on a
structural component, which may be in the order of seconds, and the overall design life, which
may span years. Likewise, multiple spatial scales exist due to the presence of micro- size cracks
or inclusions with respect to the large size of the component of interest. Given this tremendous
disparity of spatial and temporal scales, life predictions pose a great challenge to mechanics and
materials communities.

While fatigue life prediction methods range from experimentation to modeling, the primary
design tool today is experimental, based on so-called S-N (in case of high cycle fatigue) andε-N (in
case of low cycle fatigue) curves, which relate the component life to cyclic stress or strain. Fatigue
experiments are generally limited to specimens or small structural components, and therefore,
boundary and initial conditions between the interconnect and the remaining structure requires some
sort of modeling.

Paris’s law [1] represents one of the first attempts to empirically model fatigue life. It states
that under ideal conditions of high cycle fatigue (or small scale yielding) and constant amplitude
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loading, the growth rate of long cracks depends on the amplitude of the stress intensity factors (for
various variants, see [2, 3, 4, 5, 6]). Obviously, these ideal conditions do not exist in practice. Even
under ideal cyclic loading conditions, the crack tip does not experience cyclic stress amplitude due
to changing fracture mode caused by crack propagation and interaction between cracks.

Temporal scales can be resolved by means of cycle-by-cycle simulation, which has been re-
cently reported (e.g., [7, 8]) in conjunction with cohesive zone models. Cycle-by-cycle simulation,
however, may not be feasible for large systems undergoing large number of cycles. A so-called
”cycle jump” technique [9, 10, 11] can be used to bridge the time scales. Although this approach
has been shown to be effective to simulate the evolution of state variables, the governing equations
are not guaranteed to be satisfied.

In this manuscript, a multiscale fatigue life prediction methodology is developed for both, the
ductile and brittle materials. The proposed methodology is based on the generalization of the
mathematical homogenization theory to account for non-periodicity in time domain. The non-
periodicity is a byproduct of irreversible processes, such as damage accumulation, which naturally
violates the condition of temporal periodicity. In this manuscript, the non-periodic contribution is
modeled as an orderζ¿ 1 perturbation to the periodic field. Since the periodic fields are assumed
to be of order one and the nonperiodic contribution of orderζ ¿ 1 the resulting formulation is
coined as the temporal homogenization for almost periodic fields. The theory presented here differs
from the classical mathematical homogenization in two respects:

1. In contrast to the classical (spatial or temporal) homogenization theory, the local fields are
allowed to deviate from the condition of local periodicity. The almost periodicity means that
at the neighboring points homologous by periodicity, the value of a response function may
have a variation of orderζ¿ 1.

2. A two-term order one (macro- and micro-chronological) expansion is used to approximate
the displacement field. This is in contrast to the classical homogenization where the micro-
chronological contribution is of orderζ (and thus giving rise to order one contribution in the
derivatives). In a typical fatigue problem both the oscillatory field and the nonperiodic field
resulting for example from the dead or live load could be of the same order and thus the
corresponding displacements should be of the same order as well.

The present manuscript builds on the previous work of the authors [12] on high-cycle fatigue
life predictions for brittle materials where the response fields were modeled as locally periodic
(τ-periodicity) whereas the state variables (i.e., state of damage) were assumed to be almost-τ-
periodic. In the low-cycle fatigue considered in the present manuscript, all fields are modeled as
almost periodic.

Nonperiodic fields were considered in a number of other engineering applications, particularly
for the analysis of composite media with randomly distributed inclusions using stochastic [13,
14, 15, 16] and deterministic approaches [17, 18, 19, 20, 21], as well as for graded and stratified
composites [22]. From the mathematical perspective, non-periodicity and almost periodicity with
the associated convergence relations have been investigated and reported in a number of articles
and monographs mainly in the field of spatial homogenization [23, 24, 25, 26, 27].

The multiscale fatigue model is developed for the case of accumulation of damage (microvoids)
in the presence of elastoplastic effects, and propagation of macrocracks up to failure. Distributed
damage is modeled using a modified Gurson’s (GTN) model [28]. Damage accumulation is char-
acterized by the nucleation, growth and coalescence of microvoids [28]. Kinematic hardening and
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irreversible damage are incorporated into the model to generate a hysteretic behavior and to pre-
vent shakedown and premature crack arrest. The propagation of cracks is simulated by the void
growth and coalescence which is a precursor to strain softening, and loss of ellipticity resulting
in mesh sensitivity. A number localization limiters are known (e.g., [29, 30, 31, 32, 33]), but this
issue is not addressed in the present paper.

The remaining of this manuscript is organized as follows. Section 2 addresses the fundamental
aspects of the temporal homogenization in the presence of almost periodic fields. The problem
statement for the fatigue life prediction analysis of ductile solids based on the GTN model is given
in Section 3. Section 4 presents the formulation of the proposed multiscale methodology. Section 5
focuses on computational issues. Verification studies are given in Section 6. In Section 7, future
research directions are discussed.

2 Multiple temporal scales with almost periodic functions

Multiple temporal scales are introduced to model slow degradation of material properties due to
fatigue loading and the resulting crack propagation, as well as to resolve the deformation within a
single load cycle. Amacro-chronologicalscale, denoted by the intrinsic time coordinate,t, and a
micro-chronologicalscale, denoted by the fast time coordinate,τ, are introduced. These two scales
are related through a small positive scaling parameter,ζ:

τ =
t
ζ

; 0 < ζ¿ 1 (1)

where, the scaling parameter,ζ, is defined by the ratio:

ζ =
τo

tr
(2)

in which, tr andτo are the characteristic lengths of the macro- and the micro-chronological scales,
respectively. The response fields, denoted byφ, are assumed to depend on the multiple temporal
scales:

φζ(x, t) = φ(x, t,τ(t)) (3)

where, superposedζ denotes a rapidly oscillating function in time; andx is the spatial coordinates.
Time differentiation in the presence of multiple temporal scales directly follows from the chain
rule:

φ̇ζ(x, t) = φ̇(x, t,τ) = φ,t(x, t,τ)+
1
ζ

φ,τ(x, t,τ) (4)

in which, the comma followed by a subscript coordinate denotes partial derivative; and superposed
dot is a total time derivative.

In the classical (spatial) homogenization theory [34], the response fields are commonly con-
sidered to be locally periodic. Local periodicity implies that at the neighboring points in the
macro-domain, homologous by periodicity, the value of a response function is the same, but at
different points in the macro-domain, the value of the function can be different. In the temporal
homogenization analysis of structures under fatigue loads, the state of the structure or component
is characterized by the accumulation of damage, which is generally irreversible in nature due to
thermodynamic effects. Therefore, the associated response fields cannot be modeled using the
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classical framework of local periodicity. Instead, we introduce the concept ofalmost periodicityto
study fatigue response of ductile materials. The almost periodicity implies that, at the neighboring
points in a spatial or temporal domain homologous by periodicity, the change in the value of a
response function could be of orderζ. Figure 1 depicts an example of the almost periodic function
in time domain.

The basic properties of the almost periodic functions are subsequently discussed. We define a
space,T , consisting of all response functions, which can be represented in the form:

φap(x, t,τ) = φp(x, t,τ)+ζτφ̄(x) (5)

Theκ-periodic function,φp(x, t,τ), has the following property:

φp(x, t,τ+kκ)−φp(x, t,τ) = 0; k∈ N (6)

Settingφζ
p(x, t) = φp(x, t, t/ζ), the following relation exist [35]:

lim
ζ→0

∫

Tζ
φζ

p(x, t)dt→
∫

T

〈
φp(x, t,τ)

〉
dt (7)

for any closedT ∈ R. The periodic temporal homogenization (PTH) operator,〈·〉, is defined as:

〈·〉=
1
|κ|

∫

κ
(·)dτ (8)

It is important to note that the almost periodic function,φap does not satisfy (7):

lim
ζ→0

∫

Tζ
φζ

apdt = lim
ζ→0

∫

Tζ
φζ

pdt+ φ̄
t2

2

∣∣∣∣
T

(9a)

∫

T

(
1
|κ|

∫

κ
φapdτ

)
dt =

∫

T

〈
φp

〉
dt+

ζ
2

φ̄
|κ| τ2

∣∣
κ t|T (9b)

or in other words, in the asymptotic limitφap does not weakly converge to
〈
φap

〉
.

This serves as a motivation to defining the almost periodic temporal homogenization (APTH)
operator, denoted asM(φ):

M(φ),t (x, t) =
〈
φ̇
〉
(x, t) (10)

so that the weak convergence statement (7) can be extended to almost periodic functions inT , i.e.,

lim
ζ→0

∫

Tζ
φζ

apdt→
∫

T
M(φap(x, t,τ))dt (11)

where,φζ
ap(x, t) = φap(x, t, t/ζ). Substituting (5) into the right hand side, and using (7), it can be

easily seen that relation (11) is satisfied for allφap∈ T :
∫

T
M(φap)dt =

∫

T

(∫ [
1
ζ

〈
φap,τ

〉
+

〈
φap

〉
,t

]
dt

)
dt =

∫

T

(∫ [
φ̄+

〈
φp

〉
,t

]
dt

)
dt

=
∫

T

(
tφ̄+

〈
φp

〉)
=

∫

T
φpdt+ φ̄

t2

2

∣∣∣∣
T

(12)

Figure 2 depicts an example of the almost periodic fields. It compares the classical averaging
operator,〈φ〉 defined by Eq. 8 with an average function for almost periodic field,M(φ), defined
by the APTH operator in 10. It can be clearly seen that〈φ〉 fails to track the average response of
the almost periodic function, whereas the APTH operator does precisely that. Further discussion
follows in Section 4.
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Figure 1: A locally almost periodic response field in time.

φ (x,t)ζ
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Figure 2: Decomposition of the response fields with respect to periodic and almost periodic tem-
poral homogenization operators.
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3 Problem statement

Progressive damage of elastoplastic materials caused by void nucleation and growth is commonly
idealized using Gurson’s model [36]. Gurson’s model is a phenomenological model of combined
damage and plasticity formulated based on limit analysis of a hollow spherical void embedded
in the Von-Mises matrix material. A number of studies have been conducted over the years to
assess the micro-mechanical and localization characteristics [37, 38] of the original model [36], and
modifications have been proposed to improve its predictions by incorporating void nucleation [39]
and coalescence [40], hardening characteristics [41, 42], void shape effects [43] and others. The
state-of-the-art today is the so-called Gurson-Tvergaard-Needlemen (GTN) model, which has been
validated for predicting the response of porous ductile materials under monotonic [44] as well as
for cyclic [45, 46] loading conditions.

The initial boundary value problem for the damage process of ductile materials using the GTN
model may be written as:

Equilibrium equation: ∇ ·σσσζ + bζ = 0 on Ω× (0, to) (13)

Constitutive equation: σ̇σσζ = L :
(
ε̇εεζ− µ̇µµζ

)
on Ω× (0, to) (14)

Kinematic equation: εεεζ =
1
2

(∇uζ +uζ∇) on Ω× (0, to) (15)

Initial condition: uζ = u′ on Ω (16)

Boundary conditions: uζ = ūζ on Γu× (0, to) (17)

nσσσζ = tζ on Γt × (0, to) (18)

with the usual assumption of additive split:

εεεζ = eζ +µµµζ (19)

where,uζ is the displacement vector;σσσζ is the Cauchy stress tensor;εεεζ, eζ, and,µµµζ, are the total,
elastic and plastic strain tensors, respectively;L is the tensor of elastic moduli;∇ is the vector
differential operator given by∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3) in Cartesian coordinate system;bζ is the
body force;Ω andΓ are the spatial problem domain and its boundary, respectively;u′ is the initial
displacement field;̄uζ andtζ are the prescribed displacements and tractions on the boundariesΓu

andΓt , respectively, whereΓ = Γu∪Γt andΓu∩Γt = /0. For simplicity, analysis is restricted to
small deformations.

The yield function of the GTN model with mixed hardening is expressed as:

Φζ ≡Φζ (σσσζ,Hζ) =
(q̄ζ)2

(
σζ

F

)2 +2q1 f̂ ζ cosh

(
−3

2
q2

p̄ζ

σζ
F

)
−1− (

q1 f̂ ζ
)2 = 0 (20)

where,H denotes the set of internal state variables;q1 andq2 are the Tvergaard constants;

q̄ζ =

√
3
2

s̄ζ : s̄ζ, s̄ζ = ΘΘΘζ + p̄ζδδδ, ΘΘΘζ = σσσζ−αααζ, p̄ζ =−1
3

ΘΘΘζ : δδδ (21)

where,αααζ is the center of the yield surface; andδδδ is the second order identity tensor. The radius of
the yield surface of the matrix material,σζ

F , is defined as [41]:

σζ
F = (1−b)σy +bσζ

M (22)
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where,σy and σζ
M are the initial yield and matrix flow stresses, respectively; andb ∈ [0,1] is

a constant.b = 1, b = 0, andb ∈]0,1[ correspond to the pure isotropic, kinematic, and mixed
hardening conditions, respectively.

The void coalescence function,f̂ ζ( f ζ), is introduced to predict the loss of material stress car-
rying capacity at a realistic state of void volume fraction. Following Tvergaard [40], the void
coalescence is modeled using the piecewise linear function:

f̂ ζ =





f ζ f ζ < fc

fc +
(

1
q1
− fc

)
f ζ− fc
f f − fc

f ζ ≥ fc
(23)

in which, critical void volume fraction,fc, and void volume fraction at failure,f f , are material
parameters. Whenf ζ approachesf f , f̂ ζ → 1/q1, and the material looses its stress carrying capacity.

At a material point, the void volume fraction is allowed to grow due to the nucleation of new,
as well as the growth of existing voids. The evolution equation of the void volume fraction may be
then written as:

ḟ ζ = ḟ ζ
growth+ ḟ ζ

nucleation (24)

The rate of growth of the void volume fraction is non-zero only after the onset of plastic yielding
under tensile loading:

ḟ ζ
growth = (1− f ζ)〈µ̇µµζ : δδδ〉+ (25)

where,〈·〉+ = [(·)+ | · |]/2 are MacCauley brackets. MacCauley brackets are introduced to avoid
closure of voids under compressive stress, which may otherwise prevent damage accumulation
in some loading conditions, such as when the material experiences yielding in both tension and
compression within a single load cycle. In this study, a plastic strain controlled void nucleation is
adopted [39]:

ḟ ζ
nucleation= A ζ (ρζ) ρ̇ζ (26)

where,A ζ is taken to have a normal distribution:

A ζ (ρζ) =
fN

sN
√

2π
exp

{
−1

2

(
ρζ− εN

sN

)2
}

if ρ̇ζ > 0, µ̇µµζ : δδδ > 0 (27)

in which, ρζ is the equivalent plastic strain; material parameter,fN, is the volume fraction of
void nucleating particles;εN is the mean strain for nucleation; andsN is the standard deviation of
nucleation.

The rate of the effective plastic strain is formulated based on the postulate that the rate of plastic
work of the matrix material is equivalent to the plastic work rate of the entire unit cell:

ρ̇ζ =
ΘΘΘζ : µµµζ

(1− f ζ)σζ
F

(28)

The equivalent plastic strain rate is related to the matrix flow strength using the following equation:

σ̇ζ
M =

(
EEt

E−Et

)
ρ̇ζ = Et ρ̇ζ (29)

7



in which E is the Young’s modulus; andEt is the tangent to the uniaxial true stress- natural strain
diagram at a given stress level. The uniaxial stress-strain diagram at a given stress level.

The plastic part of the strain rate is chosen to follow the normality rule:

µ̇µµζ = λζ ∂Φζ

∂σσσζ
; λζ ≥ 0 (30)

in which, λζ is the consistency parameter. The evolution equation for the yield surface motion is
expressed using Ziegler’s hardening rule:

α̇ααζ = ϑζΘΘΘζ; ϑζ ≥ 0 (31)

The consistency parameters,λζ andϑζ are evaluated by employing the usual complementary and
consistency conditions.

4 Multiple temporal scale analysis

We start by expanding the response fields using the dual decomposition:

φ(x, t,τ) = φo(x, t)+φ1(x, t,τ) (32a)

= M(φ)(x, t)+ φ̃(x, t,τ) (32b)

in which, φ denotes the response fields (displacement, strain, stress) or internal state variables.
Equation (32) is defined such that: 〈

φ1(x, t,τ)
〉

= 0 (33)

Employing the definition of the APTH operator given by (10), and dual decompositions (32), the
following relations can be inferred:

φ̃,τ = φ1
,τ,

〈
φ̃
〉
,t =−1

ζ
〈
φ̃,τ

〉
, φ̃ = φ1−M

(
φ1) , M(φo) = φo (34)

In view of the above definitions, the original boundary value problem is sought to be decom-
posed into coupled macro-chronological (homogenized) and micro-chronological (cell) boundary
value problems. In what follows, the decompositions of the kinematic conditions, equilibrium
equations, constitutive relations, and initial and boundary conditions are presented.

The strain tensor may be decomposed by applying (32) to the displacement field, substituting
the resulting fields into (15), and exploiting the linearity of the PTH and APTH operators:

εεεm =
1
2

(∇um+um∇) ; m= 0,1 (35)

M(εεε) =
1
2

(∇M(u)+M(u)∇) , ε̃εε =
1
2

(∇ũ+ ũ∇) (36)

Applying (32a) to the stress, strain, and the plastic strain fields, substituting the resulting equa-
tions into the elastoplastic constitutive equation, exploiting the dual decomposition relation (34a),
and gathering the terms of the same order yields:

O
(
ζ−1) : σ̃σσ,τ = L :

(
ε̃εε,τ− µ̃µµ,τ

)
on Ω× (0,τo) (37a)

O(1) : σσσo
,t +σσσ1

,t = L :
(
εεεo
,t + εεε1

,t −µµµo
,t −µµµ1

,t

)
(37b)
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The constitutive equation for the micro-chronological problem is given by (37a). The macro-
chronological constitutive relation is obtained by applying the PTH operator to (37), employ-
ing (33), and exploiting the definition of the APTH operator:

M(σσσ),t = L :
(
M(εεε),t −M(µµµ),t

)
= L :

[
1
ζ

(〈ε̃εε,τ〉−
〈
µ̃µµ,τ

〉)
+ εεεo

,t −µµµo
,t

]
on Ω× (0, to) (38)

Next, we formulate the evolution equations for the micro- and macro-chronological problems.
The consistency parameter of the flow rule,λ, is evaluated using the consistency condition which
involves rate relations (i.e.,̇Φ = 0). At a specified material point,x, the following two-scale
expansion is employed:

λ(t,τ) =
1
ζ

λ1(t,τ)+λo(t) (39)

in which, λ1 and λo may be interpreted as consistency parameters induced by the micro- and
macro-chronological loadings, respectively. The yield condition may be expressed in terms of the
micro- and macro-chronological fields:

Φ(t,τ)≡Φ(σσσ,H) = Φ(M(σσσ) , σ̃σσ,M(H) , H̃) (40)

Applying (32a) to the plastic strain tensor, substituting the resulting equation, as well as (39)
and (40) into the flow rule (30), exploiting the dual decomposition relations, and separating the
terms with respect to their orders yield:

O(ζ−1) : µ̃µµ,τ = λ1∂Φ
∂σσσ

(41a)

O(1) : µµµo
,t +µµµ1

,t = λo∂Φ
∂σσσ

(41b)

The flow rule for the micro-chronological problem is given by (41a). The macro-chronological
flow rule is obtained by applying the PTH operator to (41), and using the definition of the APTH
operator:

M(µµµ),t =
1
ζ

〈
λ1∂Φ

∂σσσ

〉
+λo

〈
∂Φ
∂σσσ

〉
(42)

The consistency parameters for the micro- and macro-chronological problems are evaluated by
employing the consistency condition of the original problem. Using the chain rule:

O(ζ−1) : Φ,τ = 0 (43)

O(1) : Φ,t = 0 (44)

The micro-chronological consistency parameter is evaluated using (43):

λ1 =
1
H

∂Φ
∂σσσ

: σ̃σσ,τ (45)

The evaluation of the hardening parameter,H, for the GTN model is presented in Appendix A.
The macro-chronological consistency parameter,λo, is evaluated by applying the PTH operator

to (44), and using the definition of the APTH operator:

λo =
〈

1
H

∂Φ
∂σσσ

〉
: M(σσσ),t +

〈
1
H

∂Φ
∂σσσ

: σ̃σσ,t

〉
(46)

9



The evolution equations of the internal state variables (22), (25), (26), (28), and (29) can be
stated as:

Ḣ = h̄(σσσ,µµµ,H) (47)

or in terms of the macro- and micro-chronological fields:

Ḣ = h
(
M(σσσ) , σ̃σσ,M(µµµ) , µ̃µµ,M(H) , H̃

)
(48)

The evolution equations of the internal state variables can be expanded as:

h =
1
ζ

h1 +ho (49)

Applying (32a) to the right hand side of (48), using (49), and exploiting the dual decomposition
relations (34) gives:

H̃,τ = h1(
M(σσσ) , σ̃σσ,M(µµµ) , µ̃µµ,M(H) , H̃

)
(50a)

Ho
,t = ho(

M(σσσ) , σ̃σσ,M(µµµ) , µ̃µµ,M(H) , H̃
)

(50b)

The micro-chronological evolution equation for the internal state variables is given by (50a). The
evolution equations for the macro-chronological problem is obtained by applying the PTH operator
to (50) and exploiting the definition of the APTH operator:

M(H),t =
1
ζ

〈
h1〉+ 〈ho〉 (51)

The micro- and macro-chronological evolution equations of the internal state variables for the
GTN model (i.e., evolution equations for void volume fraction, equivalent plastic strain, matrix
flow stress, yield surface center and radius) are presented in Appendix A.

The equilibrium equation for the macro-chronological problem is evaluated by applying the
APTH operator,M(·), to (13):

∇ ·M(σσσ)+M(b) = 0 on Ω× (0, to) (52)

The equilibrium equation for the micro-chronological problem is evaluated by applying (32b) to
the stress tensor, inserting the expanded terms into (13), and subtracting (52) from the resulting
equation, which gives:

∇ · σ̃σσ+b−M(b) = 0 on Ω× (0,τo) (53)

Finally, we seek to decompose the initial and boundary conditions of the source problem to ob-
tain the initial and boundary conditions for the micro- and macro-chronological problems. Substi-
tuting the displacement and stress decompositions into (16)-(18), and applying the APTH operator
yields the boundary and the initial conditions for the macro-chronological problem:

Initial condition: M(u)(x, t = 0) = u′ (x) on Ω (54)

Boundary conditions: M(u) = M(ū(x, t,τ)) on Γu× (0, to) (55)

nM(σσσ) = M(t (x, t,τ)) on Γt × (0, to) (56)
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Similarly, the micro-chronological initial and boundary conditions are obtained by apply-
ing (32b) to the displacement and stress fields, substituting the resulting equation into (16)-(18)
and subtracting (54)-(56) from the resulting equations:

Initial condition: ũ(x, t,τ = 0) = 0 on Ω (57)

Boundary conditions: ũ(x, t,τ) = ū−M(ū) on Γu× (0,τo) (58)

nσ̃σσ(x, t,τ) = t−M(t) on Γt × (0,τo) (59)

The macro-chronological (homogenized) and the micro-chronological (cell) problems are sum-
marized in Box 1. It can be seen that the two problems are two-way coupled. The adaptive inte-
gration algorithm to evaluate the coupled micro- and macro-chronological problems is described
in Section 5.

Governing equations of the macro-chronological IBVP:

Equilibrium equation: ∇ ·M(σσσ)+M(b) = 0 on Ω× (0, to)

Constitutive equation: M(σσσ),t = L :
(
M(εεε),t −M(µµµ),t

)
on Ω× (0, to)

Kinematic equation: M(εεε) =
1
2

(∇M(u)+M(u)∇) on Ω× (0, to)

Initial condition: M(u)(x, t = 0) = u′ (x) on Ω
Boundary conditions: M(u) = M(ū(x, t,τ)) on Γu× (0, to)

nM(σσσ) = M(t (x, t,τ)) on Γt × (0, to)

Flow rule: M(µµµ),t =
1
ζ

〈
λ1∂Φ

∂σσσ

〉
+λo

〈
∂Φ
∂σσσ

〉

Evolution equations: M(H),t =
1
ζ

〈
h1〉+ 〈ho〉

Governing equations of the micro-chronological IBVP:

Equilibrium equation: ∇ · σ̃σσ+b−M(b) = 0 on Ω× (0,τo)
Constitutive equation: σ̃σσ,τ = L :

(
ε̃εε,τ− µ̃µµ,τ

)
on Ω× (0,τo)

Kinematic equation: ε̃εε =
1
2

(∇ũ+ ũ∇) on Ω× (0,τo)

Initial condition: ũ(x, t,τ = 0) = 0 on Ω
Boundary conditions: ũ(x, t,τ) = ū−M(ū) on Γu× (0,τo)

nσ̃σσ(x, t,τ) = t−M(t) on Γt × (0,τo)

Flow rule: µ̃µµ,τ = λ1∂Φ
∂σσσ

Evolution equations: H̃,τ = h1(
M(σσσ) , σ̃σσ,M(µµµ) , µ̃µµ,M(H) , H̃

)

Box 1: Governing equations of the macro- and micro-chronological initial boundary value prob-
lems.
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for each macro−chronological
time step, t
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IBVP at step, t

∆t

Commercial FEM software
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Solve

External file processing

update time step;

Geometric model

/ FE mesh

M(u), M(σ), M(µ), M(H)

u, σ, µ, H
∼ ∼ ∼

∼

Figure 3: Schematic of the program architecture for the proposed multiscale fatigue life prediction
method.

5 Implementation

In this section, the coupled micro- and macro-chronological IBVPs are evolved using the staggered
adaptive integration algorithm described below.

Figure 3 displays the general structure of the proposed implementation of the multiscale anal-
ysis presented in Section 4. The execution of the analysis is controlled by external batch file,
which, in turn invokes the execution of the conventional finite element program. The field and
state variable information is transferred between the micro- and macro-chronological problems us-
ing external files stored on a hard disk. This specific structure of the implementation is selected
to accommodate the use of commercial finite element packages. In this study, ABAQUS was em-
ployed to conduct the numerical simulations (Section 6). Appropriate user supplied subroutines
(UMAT) were provided to integrate the constitutive models of the micro- and macro-chronological
problems.

The stress updates of the two problems were conducted using the backward Euler algorithm
for pressure dependent materials. The integration algorithm employed in this study is based on the
method first proposed by Aravas [47], and further extended to include kinematic hardening by Lee
and Zhang [48].

The accuracy and performance of the proposed multiscale evaluation of structural response
under fatigue loading depends on the selection of the time step size for the macro-chronological

12



problem. The macro-chronological time step size is related to the number of skipped cycles by
∆N = ∆t/τo. When the overall system response is rapidly changing in macro-chronological time,
the step size must be selected to be relatively small to maintain accuracy. In contrast, when the
overall system response is relatively smooth, the step size of the macro-chronological problem
could be appropriately increased to reduce the total computational cost. This calls for adaptive
selection of the macro-chronological time step. In the following we describe the adaptive incre-
mental strategy for the coupled solution of the micro- and macro-chronological problems, (see Box
2).

The objective of the proposed adaptive algorithm is to incrementally evaluate the micro- and
macro-chronological response fieldsφ̃(x, t,τ) andM(φ)(x, t), respectively, at a timet = tn+1. The
response fields at the previous time step,t = tn, are assumed to be given, whereas attn+1 they are
assumed to be unknown. The macro-chronological step size,∆t, is evaluated by controlling the
error in certain fields of interest, denoted by the vector,ωωω(σσσ,µµµ,H). In this study, the vector of the
control variables is selected to include the void volume fraction,f , and the Euclidian norm of the
plastic strain deviator,sµµµ:

ωωω =
{

f ,‖sµµµ‖2
}T

; sµµµ = µµµ− 1
3

δδδ : µµµ (60)

The integration error is defined asEωωω
j = |(tn+1;∆t)ω j − (tn+1;∆t/2)ω j | ≤ Etol

j where, (tn+1;∆t)ωωω and

(tn+1;∆t/2)ωωω are the control variables computed using the algorithm described in Box 2 with the in-
tegration step sizes∆t and∆t/2, respectively;Etol

j are the error tolerances for the control variables
(i.e., void volume fraction and the plastic strain deviator, respectively). The time step size,∆t is
subsequently redefined to maintain accuracy (Box 2, steps 5-12).

For a given macro-chronological time step size,∆t, the macro-chronological response fields
are updated using a two-step procedure. Figure 4 illustrates the basic structure of the proposed
two-step scheme. First, the macro-chronological response fields are updated due to oscillatory
(fatigue) loading from the previous converged state,tnM(φ), to obtain the intermediate configu-
ration,M(φ)∗, as shown in Box 2 (step 5). Next, the response fields are subjected to the macro-
chronological load (dead or live load) and updated starting from the intermediate configuration,
M(φ)∗, to obtain the current state of response fields,M(φ), using one of the conventional stress
integration algorithm (e.g., see [49]).
Remark: The piecewise linear void coalescence function,f̂ ζ( f ζ), given by (23) has a discontinuity
at its first derivative when the void volume fraction approaches the critical ratio,fc. Numerical
experiments indicate convergence difficulties around the discontinuity, especially when the time
step size is large. A smooth void coalescence law, with a third order polynomial representation,
was chosen to overcome this difficulty:

f̂ ζ = f ζ +
6

f 3
f

(
1
q1
− f f

)[(
f f

2
− fc

)
+

(
fc
f f
− 1

3

)
f ζ

]
( f ζ)2 (61)

Figure 5 shows the original Tvergaard [40] and the proposed void coalescence functions given
in (23) and (61), respectively. The constants of the third order void coalescence law were chosen
to minimize the error between the two models and to satisfy the boundary conditions. Similar to
the original piecewise linear function, material looses its stress carrying capacity (f̂ ζ = 1/q1) as
void volume fraction approachesf f .
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Input: tnM(φ)(x) andtnφ̃(x,τ)
Output: ∆t, tn+1

M(φ) andtn+1
φ̃(τ).

(∗ For simplicity, the subscript for the current values is often omitted (i.e.,φ≡ tn+1
φ). ∗)

1. Initialize: IDtol ← false, EF ← 1
2. Computetnωωω≡ ωωω

(
tnσσσ, tnH, tnµµµ

)
andtnδωωω at each integration point:

tnδωωω(xk) = tnωωω(xk,τo)− tnωωω(xk,0); ∀k∈ 1,2, . . . ,nip

3. Compute initial estimate of∆t:

∆t =
nωd

inf
j=1

(
int

{
δωall

j

sup
nip
k=1

[
δω j (xk, t)

]
})

τo

4. while IDtol = false
5. Set∆t ← ∆t/EF :

(tn+1;∆t)M(φ)∗ = tnM(φ)+∆Nδφ̃,

∆N =
∆t
τo

, δφ̃ = tnφ̃(x,τo)− tnφ̃(x,0)

6. Apply the macro-chronological external force increments and solve for(tn+1;∆t)M(φ),
using(tn+1;∆t)M(φ)∗ as the initial values of a standard update procedure.

7. Solve micro-chronological IBVP for(tn+1;∆t)φ̃ using(tn+1;∆t)M(φ)
8. Set∆t ← ∆t/2, evaluate steps 5-7 in two increments to compute(tn+1;∆t/2)M(φ) and

(tn+1;∆t/2)φ̃
9. Compute(tn+1;∆t)ωωω using(tn+1;∆t)M(φ) and(tn+1;∆t)φ̃
10. Compute(tn+1;∆t/2)ωωω using(tn+1;∆t/2)M(φ) and(tn+1;∆t/2)φ̃.
11. Evaluate(tn+1;∆t)δωωω and(tn+1;∆t/2)δωωω at each integration point.
12.

Eωωω
j =

nip
sup
k=1

(
‖(tn+1;∆t)ω j (xk,τ)− (tn+1;∆t/2)ω j (xk,τ)‖W

)
; ∀ j ∈ 1,2, . . . ,nωd

‖ · ‖W =
∫ τo

0
(·)W dτ; if 1 < W < ∞, ‖ · ‖W = max(·)(xk,τ) ; if W = ∞

13. if Eωωω
j ≤ Etol

j ; ∀ j ∈ 1,2, . . . ,nωd then IDtol ← true; return
14. else

EF = inf

{
nωd
sup
j=1

Eωωω
j

Etol
j

,EL

}

return
15. tn+1← tn +∆t
(∗ ωωω(σσσ,µµµ,H) is the control variable vector for the adaptive time stepping algorithm.∗)
(∗ nωd denotes the number of dimensions of the control variable vector.∗)
(∗ δωωωall is the maximum allowable accumulation within a micro-chronological load cycle.∗)
(∗ nip is the number of integration points.∗)
(∗ Etol is the error tolerance vector for the control variables.∗)
(∗ EL defines the maximum allowable time step size reduction factor.∗)

Box 2: Adaptive algorithm.
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Table 1: Material properties of the panel with a center crack.
Young’s modulus, Poisson’s ratio, Initial yield stress Hardening parameter,

E = 70GPa ν = 0.3 σY = 231MPa b = 0.0
Tvergaard constants, Coalescence, Nucleation, Hardening exponent,

q1 = 1.5 fc = 0.15 fN = 0.04 n = 10
q2 = 1.0 f f = 0.25 sN = 0.1

εN = 0.3

6 Numerical Simulations

The performance of the proposed multiscale methodology is assessed by comparison to the direct
cycle-by-cycle simulation. In the first example, a 20 cm-by-10 cm metal rectangular panel with a
10 mm long initial crack at its center is considered. The configuration of the panel with a center
crack is presented in Fig. 6. The panel is subjected to the sinusoidal periodic loading in the vertical
direction with constant amplitude of 0.0485 mm. The plane-strain geometry of the panel is dis-
cretized using 3-node triangular and 4-node quadrilateral elements as shown in Fig. 7. A quarter
of the panel is considered due to symmetry.

The GTN model was employed to model the response of the material. The uniaxial stress-
strain curve of the matrix material was modeled using a piecewise power law [28]:

ε =





σ
E

σ≤ σY

σY

E

(
σ

σY

)n

σ > σY

(62)

where, the material parameter,n, is the strain hardening exponent. Table 1 summarizes the material
properties used. The material is assumed to have a small initial void volume fraction,f0 = 0.00531.

Figure 8 depicts the crack growth curves in the panel as computed by the proposed multi-
scale method and the reference cycle-by-cycle approach. The multiscale simulations were per-
formed with algorithm parameters,EL = 4, δωωωall = {0.02,0.02}, and with error tolerances,Etol =
{0.001,0.0015} (simulation ms1) andEtol = {0.0025,0.003} (simulation ms2). The reference so-
lution is obtained by simulating each cycle of the loading history. Figure 8 shows the convergence
of the multiscale solution to the reference (cycle-by-cycle simulation) solution when the error toler-
ance is reduced. The computational cost is evaluated based on the number of resolved load cycles.
In the cycle-by-cycle approach we simulated 720 load cycles, whereas multiscale simulations ms1
and ms2 required 179 and 165 cycles, respectively. Figure 9 shows the evolution of the void vol-
ume fraction, and vertical components of the stress and plastic strain tensors within the element at
the crack tip for the first 200 cycles (after which the element vanished). A reasonable agreement
was observed between the response fields computed using the reference solution and the proposed
multiscale method (simulation ms1).

Next, the fatigue response of the rubber-modified epoxy (RME) adhesives was investigated.
Figure 10 illustrates the fracture behavior of a scarf joint made of an epoxy adhesive subjected to
the uniaxial monotonic tensile loading [50]. Inclusion of rubber particles in epoxy resins is used
to increase the ductility of the adhesive [51]. The Gurson type model is reasonably well suited
to idealize the response characteristics of the RME adhesives as proposed by a number of recent
publications (e.g., [51, 52, 53]).
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Table 2: Material properties of the adherent and adhesive in the plate with a scarf joint.
Young’s Poisson’s Initial yield Hardening Tvergaard

modulus,E [GPa] ratio,ν stress,σY [MPa] constants
Epoxy resin 3 0.33 40 b = 0.0 q1 = 1.9

n = 10.0 q2 = 1.0
Adherent 200 0.3

Figure 10: Crack path of the RME adhesive layer after a monotonic uniaxial tensile test. Courtesy
of the National Physical Laboratory, UK.

A plane-strain material model for the rectangular plate (1-by-2 horizontal to vertical ratio) with
a 28◦ angle (to the horizontal) scarf joint is considered (Fig. 11). The thickness of the joint is
5% of the length of the plate. The adherent is assumed to behave elastically under the applied
loading and the GTN model is chosen to model the adhesive layer. The material properties of
the RME adhesive and adherent are provided in Table 2. The uniaxial stress- strain curve of the
matrix material is modeled by (62). The initial volume fraction of the rubber inclusions (i.e.,f0) is
taken to be 17%. Void nucleation and coalescence effects were ignored. A small initial flaw was
introduced at the two ends of the joint.

Figure 12 illustrates the evolution of void volume fraction within a number of selected elements
in front of the crack tip. The multiscale simulation was conducted using the algorithm parameters,
EL = 4, δωωωall = {0.02,0.02}, and with error tolerance,Etol = {0.0004,0.0005}. Snapshots of the
crack growth history for the cycle-by-cycle and multiscale techniques are compared in Fig. 13. A
good agreement in the overall crack growth was observed between the reference and the multi-
scale approach, despite some discrepancies in the void volume fraction growth in the individual
elements. The simulated crack path under cyclic loading conditions was found to be somewhat
smoother compared to the test data under monotonic loading (Fig. 10). This trend is consistent
with experimental observations [54].
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c)

Figure 13: Crack propagation patterns of the plate with a scarf joint after (a) 97, (b) 161, (c) 267,
and (d) 373 load cycles, as computed by the reference and multiscale techniques.
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7 Conclusion

A multiscale fatigue model was developed within the new framework of the mathematical homog-
enization theory for almost periodic fields. The almost-periodic operators have been introduced to
capture the long time response of inelastic solids subjected to short duration oscillatory loading.
The proposed life prediction methodology was implemented in ABAQUS and has been found to
be in good agreement with the direct cycle-by-cycle simulations.

This work represents the first attempt in developing a simulation-based approach in the field
where the design is dominated by experiments. Several theoretical issues, such as mesh sensitivity,
as well as the critical issue of validation (against the experimental data) have not been addressed
so far. These issues remain the focus of our future studies.
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A Micro- and macro-chronological evolution equations for the
GTN model

The plastic loading parameter,H, is computed by considering a fictitious yield surface,ΦG [41, 42]:

ΦG = ΦG(σσσG, f ,σM) =
(qG)2

σ2
M

+2q1 f̂ cosh

(
−3

2
q2

pG

σM

)
−1− (

q1 f̂
)2

(63)

and, choosing the fictitious stress components,σσσG, such that:

σσσG

σM
=

ΘΘΘ
σF

(64)

The above equation ensures thatΦ = 0 impliesΦG = 0. The micro-chronological plastic strain
rate tensor,µµµ,τ, is chosen to be equivalent to the associated fictitious plastic strain rate tensor,µµµG

,τ.
Using (43), (45) and (64),H can be determined as:

H =−σM

σF

{
∂Φ
∂ f

(1− f )
(

δδδ :
∂Φ
∂σσσ

)
+

[
σM

σF
A

∂Φ
∂ f

+
∂Φ
∂σF

]
Et

1− f
1

σM

(
ΘΘΘ :

∂Φ
∂σσσ

)}
(65)

The macro-chronological consistency parameter,λo, is evaluated by setting the macro-chronological
plastic strain rate tensor,µµµ,t to be equivalent to the associated fictitious plastic strain rate tensor,
µµµG

,t .
The micro- and macro-chronological evolution equations of void volume fraction, equivalent

plastic strain, matrix flow strength, and yield surface radius are obtained by substituting the state
variable and stress decompositions into (25), (26), (28), (29), and (22), matching the terms with
respect to their orders, and applying the PTH operator to the higher order equations. The original
evolution equation of the void volume fraction yields (for tensile loading):

O(ζ−1) : f̃,τ =
(
1−M( f )− f̃

)
δδδ : µ̃µµ,τ +A ρ̃,τ (66)

O(1) : f o
,t = (1− f o)δδδ : µµµo

,t −
〈

f̃ δδδ : µµµ1
,t

〉
+ 〈A〉ρo

,t +
〈
Aρ1

,t

〉
(67)

The micro-chronological evolution equation for the void volume fraction is given by (66). Ex-
ploiting the dual decomposition relations, the evolution equation of void volume fraction for the
macro-chronological problem yields:

M( f ),t =
1
ζ

〈
f̃,τ

〉
+ f o

,t =
(
1−M( f )−〈

f̃
〉)

δδδ : M(µµµ),t −
〈

f̃ δδδ :

(
1
ζ

µ̃µµ,τ + µ̃µµ,t

)〉

+〈A〉M(ρ),t −
〈

A
(

1
ζ

ρ̃,τ + ρ̃,t

)〉 (68)

Similarly, the original evolution equation for the equivalent plastic strain may be expressed in
terms of the decompositions given in (32):

O(ζ−1) : ρ̃,τ =

(
M(ΘΘΘ)+ Θ̃ΘΘ

)
: µ̃µµ,τ[

1−M( f )− f̃
]
[M(σF)+ σ̃F ]

(69)

O(1) : ρo
,t =

〈 (
M(ΘΘΘ)+ Θ̃ΘΘ

)
[
1−M( f )− f̃

]
[M(σF)+ σ̃F ]

〉
: µµµo

,t (70)

+

〈 (
M(ΘΘΘ)+ Θ̃ΘΘ

)
: µµµ1

,t[
1−M( f )− f̃

]
[M(σF)+ σ̃F ]

〉
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The micro-chronological evolution equation for the equivalent plastic strain is given by (69). The
macro-chronological equation takes the form:

M(ρ),t =
1
ζ
〈ρ̃,τ〉+ρo

,t =

〈 (
M(ΘΘΘ)+ Θ̃ΘΘ

)
[
1−M( f )− f̃

]
[M(σF)+ σ̃F ]

〉
: M(µµµ),t

+

〈 (
M(ΘΘΘ)+ Θ̃ΘΘ

)
[
1−M( f )− f̃

]
[M(σF)+ σ̃F ]

:

(
1
ζ

µ̃µµ,τ + µ̃µµ,t

)〉 (71)

The evolution equations of the matrix flow strength and the yield surface radius may be ex-
pressed as:

O(ζ−1) : σ̃M,τ = Et ρ̃,τ; σ̃F,τ = bσ̃M,τ (72)

O(1) : σo
M,t =

〈
Et〉ρo

,t +
〈
Etρ1

,t

〉
; σo

F,t = bσo
M,t (73)

and,

M(σM),t =
1
ζ
〈σ̃M,τ〉+σo

M,t =
〈
Et〉M(ρ),t +

〈
Et

(
1
ζ

ρ̃,τ + ρ̃,t

)〉
(74)

M(σF),t =
1
ζ
〈σ̃F,τ〉+σo

F,t = bM(σM),t (75)

in which, (72a) and (74) are the micro- and macro-chronological evolution equations of the matrix
flow strength, respectively. (72b) and (75) correspond to the evolution equations of the yield surface
radius for the micro- and macro-chronological problems, respectively.

The consistency parameter for the kinematic hardening rule,ϑ, is decomposed using an expan-
sion similar to the expansion ofλ:

ϑ(t,τ) =
1
ζ

ϑ1(t,τ)+ϑo(t) (76)

where,ϑ1, andϑo may be interpreted as the consistency parameters of the hardening rule induced
by the micro- and macro-chronological loadings, respectively. Applying (32) to the yield surface
radius, inserting the resulting equation and (76) into (31), separating the terms with respect to their
orders, and applying (8) to the resultingO(1) equation, we obtain:

O(ζ−1) : α̃αα,τ = ϑ1(
M(ΘΘΘ)+ Θ̃ΘΘ

)
(77)

O(1) : αααo
,t = ϑoΘΘΘo (78)

The micro-chronological evolution equation for the center of the yield surface,ααα1, is given by (77).
The micro-chronological consistency parameter,ϑ1, is evaluated using the consistency condi-
tion (43):

ϑ1 = Q
∂Φ
∂σσσ

: σ̃σσ,τ (79)

whereQ is expressed as:

Q = (1−b)
(

ΘΘΘ :
∂Φ
∂σσσ

)−1[
1+

σy

σF

1
H

∂Φ
∂ f

{
(1− f )

(
δδδ :

∂Φ
∂σσσ

)
+

Et

1− f
1

σF

(
ΘΘΘ :

∂Φ
∂σσσ

)}]
(80)
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The evolution equation for the macro-chronological yield surface center is evaluated using the
definition of the APTH operator:

M(ααα),t =
1
ζ

〈
ϑ1(

M(ΘΘΘ)+ Θ̃ΘΘ
)〉

+ϑo(
M(ΘΘΘ)+

〈
Θ̃ΘΘ

〉)
(81)

The macro-chronological consistency parameter for the hardening rule,ϑo, is evaluated by apply-
ing the PTH operator to (44):

ϑo =
〈

Q
∂Φ
∂σσσ

〉
: M(σσσ),t +

〈
Q

∂Φ
∂σσσ

: σ̃σσ,t

〉
(82)
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