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Slide libraries were created mostly as working tools rather than image repositories.  In museums they were the slides of the objects owned by the museum –be they art, science or any other kind—and thus merely surrogates for the objects themselves, retrievable by the same descriptive elements.  In academia slide libraries were teaching tools, some times as part of the library, but more often administratively dependent from the art history department.

Traditionally academic slide libraries relied on classification for the retrieval of images.  As J.B. Irvine showed in her landmark book on Slide Libraries (first published in 1974) documenting the organization of slide libraries showing that a large percentage of them relied on Harvard’s Fine Arts Library classification.

Due to this sui generis nature (slides added as a result of new faculty or new courses, slide libraries have been slow to develop standards.  The VRA has done a marvelous job in this direction and has just issued in draft form a comprehensive manual on Cataloging Cultural Objects.

Automation brought about the possibility of sharing information and resources and thus gave an impetus in the direction of standards

The possibilities opened by digital technology have greatly enhanced the use of images in the classroom.  I remember, for instance, hearing Claudia Lazzaro from Cornell, in one of the MESL meetings, talk about the power of being able to break out of the mold of showing slides in two by two sequences, and showing an array of nine images on the screen depicting the rape of women in the Renaissance.

In MESL, the Museum Educational Site Licensing project nine museums shared over 10,000 digital images of works in their collections with nine academic institutions.  Each of us loaded the images independently and conducted a series of tests with faculty and students.  AMICO ( ) grew out of the MESL experience and now contains over    images from    museums.

ARTstor is the latest entry and it now has a large image bank in beta testing at several institutions.

And then there is Saskia.  At Columbia we had seen our book budgets decimated by the extraordinarily expensive science databases and online journals, and we were able to convince the library administration to invest an equivalent amount in the humanities by purchasing the entire corpus of Saskia images, which we are currently in the process of installing in the library’s server in order to make them available to the entire campus.

Once the library, as a central administrative unit, becomes responsible for the provision of images to the entire campus on the academic network, it became apparent that there was a need to enhance access to these images beyond the ‘caption’ or ‘tombstone’ information that had been enough in a more discretely controlled slide collection.

In addition to images of rape in the Renaissance, we have had faculty request information on “crowds” or “ a balloon frame house”…

Now, subject analysis of texts is not an inexpensive proposition.  At Columbia we have been tracking the cost of getting a book from the door to the shelf for several years.  Once the computer model was constructed, every year we plug in the annual costs (mostly salaries) and divide them by the number of volumes we added to the collection that year.  The cost for the last couple of years has been about $50.00 per volume.  Let’s say that subject analysis is no more that one third of that, about $15.00.  At the Avery Index we do something similar, although much simpler:  The professional indexers do subject analysis and authority work, while the editorial assistant, supplemented by students, enters the descriptive information.  We know that subject analysis of articles also costs us approximately $15.00 each.

Curiously this is an area where empirical research has contradicted the popular wisdom that claimed most searches in the library catalog were for known items.(quotes from Taylor and Fawcett)

Texts, whether they be books or articles are more easily analyzed for their subject matter than images (Sarah Shatford quote).  A picture may be worth a thousand words, but the task of finding the 5 to 10 words more appropriate to describing its subject matter will cost probably more than $15.oo per image…a prohibitive cost in any institution.

It is this awareness that led us to develop a project to explore the possibilities of applying existing computational linguistic techniques to derive metadata (subject terms) for images from scholarly texts.  That is to use the scholar as a cataloguer.

The premise of CliMB is that content-based description of many digital collections already exists implicitly in scholarly monographs and other publications.  The process of making this information explicit by distilling and linking it to metadata records could dramatically reduce the cost of producing rich, detail-level access to the vast image collections now being assembled for distribution.

