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I would like to thank SCIE and especially Mike Fisher for the invitation to spend a week with SCIE learning about SCIE’s best practice guide program, as well as the invitation to present this seminar. I note that Mike has framed this as a seminar rather than a lecture, so I will be somewhat informal and I will look forward to the discussion.

One of the benefits of my age is that I have had the opportunity to learn a good bit from my experiences in social research and practice over the past forty years. I try not to get too stuck in those experiences, but use whatever I can to shed light on current issues. Accordingly, I would like to begin with some reflections on lessons I have learned that I think have some relevance to evaluating the impact of guides on practice and the quality of care.

In the late 1960’s and early 1970’s I was associated with and became director of the Institute of Welfare Research at the Community Service Society of New York, a very large and resourceful voluntary social care agency. The Institute was engaged in both policy and practice research. During the time of my directorship the United States had just emerged from the so-called “War on Poverty”, a period during which social problems and social programs had high visibility. There was an unprecedented flurry of social experimentation and the Institute was in the middle of this experimentation in social work. For example, a study I directed sought to demonstrate that an intensive investment in social service provision to newly financially dependent families could prevent chronic dependency. Another study tested the idea that time-limited short-term, sharply focused counselling services for families experiencing relationship problems could have better results than more traditional open-ended services. For the most part these social experiments were built upon assumptions rather than data about what might work in practice. After a period of extensive investment in measurement development and carefully designed field experiments the findings from these studies were disappointing. The effects observed were typically nil, or small, or, at times negative. With James Dumpson, I reported these results together with the results of all other social intervention experiments conducted up to that time in social work in a book titled Evaluation of Social Intervention. There are four lasting impressions that have remained with me from those days.

· First, even the most firmly held assumptions about valued social interventions must be tested, before exposing users or investing valuable resources that might be used better elsewhere.

· Second, rigorous and expensive evaluation research studies can produce results that in the long run save money and lives.

· Third, in retrospect one of the faults of the social interventions evaluated was the failure of program designers to build upon research findings regarding the characteristics, needs and preferences of users, organizational dimensions of interventions, and effectiveness research. And, these interventions were evaluated out-of-context and without reference to a research and development process.

· Fourth, it became clear that schools of social work were not preparing professionals for effective practice. Educational reform was needed. Essentially these studies were putting the graduates of social work education programs to the test.
For the next decade from 1976 through 1986 I turned my attention to one aspect of that educational reform, namely developing a method whereby social work students and practitioners might become more critical users of knowledge to guide their practice decision making. With funding from the Ittleson Foundation I formed a group at the University of Chicago focused on developing methods for enhancing knowledge use by social work graduate students so that they might provide more relevant and effective services to users. This work resulted in what came to be known as Personal Practice Model Development (PPMD). The key lesson emerging from this period of my work at the University of Chicago is that social workers need to be trained to critically use best evidence to make decisions about care and that these decisions need to be integrated with the practitioner’s clinical expertise and user values, preferences, and needs. We came to understand that knowledge of relevance to practice decision-making comes in many forms including findings from research, assumptions and explanations provided by theory, information gained from past experiences of individual practitioners as well as collective professional experience, regulatory frameworks, values, ethics and user and carer expectations and values. We learned that practice decision-making is a complex and challenging process not easily described as based on only one source. Accordingly, we concluded that what was needed was a training program that prepared practitioners to engage in the complex task of individualizing practice decisions using explicit, well informed, value-based practice models. This approach was in marked contrast to the prevailing teaching methods which stressed learning of one or two approaches to practice that had been handed down from prior generations, applied across the board to nearly every user coming for service.

More recent experiences have also provided some useful lessons pertinent to today’s topic. For the past ten years I have directed a research centre at Columbia University in New York City, the Center for the Study of Social Work Practice, who’s mission is to bridge the gap between practice and research by engaging in research studies which are valued by both academics and agency-based practitioners. Because the Centre has a substantial endowment it can pursue this agenda with some degree of freedom and flexibility. And, because it is co-sponsored by a research oriented academic institution, Columbia University, and the largest independent sector mental health/social service agency in the United States we have been provided with ample opportunity to engage in a wide range of practice and policy relevant research. The co-sponsoring practice organization is a comprehensive agency that serves over 54,000 New Yorkers annually from all religious, ethnic, and economic backgrounds through 140 community-based programs, clinics, residential facilities, and day-treatment centers. It employs 1,400 staff including professional social workers, licensed psychologists, and psychiatrists, as well as a cadre of clinical support personnel in continuing day treatment and residential treatment centers. In addition approximately 1,700 volunteers provide services. 

I take three key lessons from this experience that I think are of importance to this seminar’s topic.

· First, it has been most difficult to bridge the gap between the world’s of research and of social care policy and practice. I have found no one way to create productive, happy and enduring practice & research partnerships. Rather, what has worked best has been the creation of a stable infrastructure that creates an expectation of partnership, facilitates the implementation of partnerships, and, which holds every potential research question to the test of practice or policy relevance. Some of this experience was described in a book edited by McCartt-Hess and me in 1995 in which we described some of the more promising partnership experiences and why we thought they worked..

· A second lesson is that outcomes matter. For many reasons that I do not need to elaborate here, both in North America as well as in the United Kingdom, health and social programs are now required to provide evidence of effectiveness. Gone are the days when policies and programs can stand without evidence of value for cost. Our book on outcomes measurement in the human services provides much detail regarding the forms of outcomes measurement that we have found useful.
· A third lesson is that it is dangerous to proceed in research (or for that matter in policy or program development) without acquiring good evidence about what actually occurs in practice. What is assumed about what practitioners do as well as what users and carers experience is oftentimes off the mark. Let me provide one example of this, one that is pertinent to this seminars topic. Recently, we were interested in proposing research regarding the use of practice guidelines at this partner organization. We wondered to what extent the organization’s staff was aware of practice guidelines. We also wondered what sources the staff used to access new knowledge pertaining to practice decision-making. We wondered to what extent research findings were used to inform practice decisions. We thought that since this organization was noted for the high quality of its mental health and social services, and since its staff was graduate trained there would be a high level of knowledge-use occurring among practitioners pertaining to practice decision making. However, because we wanted to establish a baseline we decided to survey the staff to gather information about these questions. What we found was not what we had expected to find. The three professions represented in the survey were strikingly different in their knowledge of practice guidelines, use of the literature, and use of research findings for practice decision making. Psychiatrists appeared to be relatively well informed about relevant practice guidelines, whereas social workers were poorly informed, typically not even aware of the meaning of practice guidelines. Psychologists were somewhere in between.  Once social workers were told what practice guidelines are, they generally reported an openness to their use.  However, when practitioners were asked whether they would prefer guidelines that represented research evidence or those that represented professional consensus, the social workers stated a preference for guidelines based on professional consensus.  This contrasts with the views of the psychiatrists and psychologists, who more strongly valued guidelines based on research evidence. The social workers’ apparent devaluing of research evidence as a basis for practice guidelines was consistent with their reported attitudes toward research in general.  Consistent with previous research, the social workers we surveyed reported low levels of utilizing research findings or research methods for practice decision making.  Psychiatrists and to a lesser extent psychologists reported regularly using research-based findings and methods of assessment. Many social workers did not read the research literature or even other professional literature. Psychiatrists read this literature frequently. So where do social workers turn for guidance on practice issues?  We found that social workers were heavy users of consultation, much more so than the other professionals who functioned more autonomously. Social workers reported frequently seeking guidance and direction from supervisors and other consultants who were viewed as repositories of knowledge based on experience and spokespersons for organizational policy. Based on these findings we drew some important conclusions that I think may be of relevance to efforts directed at providing support to social work or social care practitioners so as to enhance the quality of the information used in practice decision making. Given the low use of research methods and infrequent reading of professional literature it is not likely that social work practitioners will be influenced significantly through these routes. Rather, supervisors, consultants, and teams seem to be the most promising conduit for knowledge dissemination in organizations such as the one represented in this survey, regarding practice guides and other forms of evidence-based practice for social workers. My point with this example is that it is dangerous to proceed in research (or for that matter in policy or program development) without acquiring good evidence about what actually occurs in practice. What is assumed about what practitioners do as well as what users and carers experience is oftentimes off the mark.
Let me turn to the issues at hand, namely the impact of SCIE’s practice guides on practice and the quality of services. When I first learned of SCIE’s practice guides I wondered where they fit within the framework of the current discussions regarding evidence based practice, practice guidelines, outcomes and performance measurement and other such terms. So let me comment briefly on what I have concluded in this regard.
In the last ten years there has been an explosion of terminology all having to do with improving the quality, efficiency, effectiveness and outcomes of health, education and social care services. Ultimately, most of this has to do with enhancing the performance of service systems through some form of continuous quality improvement process.
 Examples are seen in the United States Government Performance and Results Act of 1993; the UK Cabinet report Getting it Together: A Guide to Public Schemes and the Delivery of Public Services (UK Cabinet, 2000). In the UK these schemes have been promoted as a way to help the public sector deliver Modernizing Government policy, including improved outcomes. The Modernizing Government White Paper issued in March 1999 made a commitment to developing policies to deliver outcomes that matter. Comparative performance measurement is an elaboration of performance measurement. An example of comparative performance assessment is the United Kingdom’s Best Value program. And specific to social care this emphasis is seen in the Care Standards Act 2000, the Quality in Social Care National Institutional Framework, the Social Care Quality Programme and the Quality Strategy for Social Care.

In this broader context of continuous quality improvement toward enhancing system performance, the place of systematic reviews of effectiveness research has grown in importance, such as seen in the Cochrane and Campbell Collaborations. Systematic reviews provide an important means to accumulate and assess the cumulative results of research pertaining to outcomes of health, education and social interventions. However, systematic reviews do not provide a direct linkage to practice prescriptions. This is because practice decisions need to be made on the basis of knowledge derived from not only scientific investigations, but also experience, values, preferences, and other considerations deliberated by providers, users, and carers within the constraints of available resources.

To partially address the gap between the findings of systematic reviews of research and practice application, we have seen the widespread emergence of clinical practice guidelines. Professional organizations and government agencies have promulgated practice guidelines for various clinical conditions such as depression and schizophrenia. These guidelines prescribe how clinicians should assess and treat patients. Guidelines are now being promulgated in other areas of the human services such as child and family services. Sometimes the guidelines are based on research findings. Often research is not available and, therefore, the guidelines are based on professional consensus.

Evidence-based practice seems to me to be a term that is increasingly used to capture ways in which all of these products and processes can be moved into practice. However, evidence-based practice has taken on two rather different meanings.

First, an evidence-based practice is considered any practice that has been established as effective through scientific research according to some set of explicit criteria. For example in 1998 a Robert Wood Johnson Foundation consensus panel concluded that research findings identify six evidence-based treatment practices for the treatment of persons with severe mental illness: assertive community treatment (ACT); supported employment; family psychoeducation; skills training and illness self-management; and, integrated dual-disorder treatment. To be considered an evidence-based practice four selection criteria were used: the treatment practices had been standardized through manuals or guidelines; evaluated with controlled research designs; through the use of objective measures important outcomes were demonstrated; and, the research was conducted by different research teams. Accordingly, we can say that evidence-based practices or best-practices were identified for the treatment of persons with severe mental illness through efficacy trials meeting these four criteria.

In contrast to this usage of the phrase evidence-based practice a second popular meaning is the one often attributed to David Sackett who in 1996 described evidence-based medicine as “ --- the conscientious, explicit and judicious use of current best evidence in making decisions about the care of individual patients.” (Sackett, 1996, 71) Subsequently, Sackett notes that evidence-based medicine is the "integration of best research evidence with clinical expertise and patient values" (Sackett 2000, 1). In this second meaning evidence-based practice is a decision-making process in which judgments are made on a case-by-case basis using best-evidence.

It is in this context that SCIE’s best practice guides seem to me to fit. As I understand these guides they are designed to provide information to practitioners that will support the practitioner’s decision making, yet they do not present prescriptions for assessment or intervention. Accordingly, it is possible that they will be found useful by practitioners, individually and in teams. If they are found useful such best practice guides would be an important resource for improving the quality of social care services. However, since they are a new approach to providing information to support best practices their value cannot be assumed without careful evaluation. If through an evaluation process best practice guides can be refined and strengthened they hold considerable promise for supporting practitioners engaging in evidence-based practice.
My consultations this week at SCIE have underscored the importance of the work that SCIE is engaged in today. I am struck by how much has been accomplished in just over a year. This is even more impressive when considering that so little systematic attention has been given in the past to improving the use of knowledge in social care around the world. Furthermore, I am aware of no other national centre focused on the question of the character of knowledge in social care, how that knowledge is distinct from knowledge in other areas of practice, and how best to facilitate knowledge use for quality outcomes that are important to users and carers. Those of us in other countries will be watching developments at SCIE over the next several years since SCIE is clearly grappling with issues of international importance to the social care field.

I see SCIE’s practice guides as the embodiment of much of what SCIE is about. While much work occurs at SCIE in the areas of information gathering, information synthesis and promoting the development of new knowledge ultimately the test of all of this must be formed into some product that can be disseminate and used in practice so as to facilitate quality outcomes. Whether these products are called “best practice guides”, or more simply “practice guides”, or guidelines is matter of what SCIE determines it wants to communicate to potential users.

Because of the importance of these guides as a key expression of what SCIE hopes to achieve and its performance judged by, it is important that they be carefully developed, re-developed, disseminated, and evaluated. And, because there is bound to be uncertainty about what form they should take and how they can be delivered to maximize their use and benefit, their evaluation will need to be structured so as to enhance their refinement and reshaping in light of what is learned. Accordingly, I see the evaluation as needing to be cyclical and ongoing providing for feedback and redesign.

It also strikes me that there is an important question to be raised about what the evaluation should examine, or what is the object of study so to speak. Is the guide the content of what appears on the computer screen? If this is the guide then what is being evaluated is akin to an electronic book that is distributed to a range of users. Or, is it SCIE’s intent to establish a learning environment or process in which the guide content is only a part? I expect the answer is that SCIE’s intent here is to create a more knowledgeable group or team of social care practitioners and that the entity to be evaluated is not the guide itself, but rather processes associated with using the guide in teams of providers embedded in organizations that support learning. If this is the case then an evaluation that focuses too narrowly on the electronic guide as product and object of evaluation would be of little use. Rather, what would be needed would be an evaluation that examines the processes and contexts of guide use within a systemic, contextual, organizational lens. This may sound like a lot of jargon, but I think the distinctions are important to the character of the evaluation that is undertaken and to what can be learned from the evaluation.

Another important question to be examined in future evaluations pertains to the level of prescription provided in guides. I don’t think this is a settled issue, so information collected in an evaluation will need to be gathered so as to help answer this question. In America, and I gather in the UK as well, we have seen a remarkable growth in the development of highly prescriptive statements called practice guidelines such as generated in the United States by the national Agency for Health Care Research and Quality, the American Psychiatric Association, and many other research and standard setting bodies. In the UK such guidelines have been generated by NICE as seen in the schizophrenia guidelines recently disseminated. In contrast the two guides disseminated by SCIE seem purposively to have avoided prescription of this sort. I think there are important questions to be examined in an evaluation pertaining to the benefits and harms associated with varying levels of prescription in social care guides. At one extreme one could ask why guides would not prescribe when the knowledge supporting a specific course of action is firm. Is it just and ethical to leave to discretion what has been clearly demonstrated to be the proper course of action?

However, a counterargument is that no matter how firm the research evidence, practitioners operate in specific contexts with individual users, and need to use judgment and discretion as they apply knowledge. Accordingly, the danger of prescriptive guidelines is that they will mechanize social care, stripping it of necessary professional judgment and discretion. Furthermore, if knowledge is to be applied in organizational contexts and in individualized situations, the idea of practice guidelines of general applicability would be misleading. The bottom line here is that I think an evaluation of SCIE’s guides will need to grapple with this question empirically as well as conceptually.

A related but somewhat different sort of question has to do with what is very popular now in America, namely “translational research”. I gather this term is used in the UK as well, but perhaps not yet so much in social care. Essentially, this distinction has to do with how confident we can be generalizing from research findings that emanate from studies conducted in highly controlled settings to what might happen in messy real world situations. In America priority in health and mental health research is shifting toward translational research under initiatives often labeled with terms such as moving research into practice. (CDISC). I say this is related to the prior question I raised about how prescriptive guides should be, because oftentimes the research supporting practice guidelines was conducted in controlled studies that may be of questionable external validity, or of unknown real world validity. Can such guidelines be faithfully implemented in real world social care organizations? If so, will the outcomes be the same? It seems to me that an evaluation of SCIE guides would do well to find ways of addressing this issue.

Because of these and other important questions it seems to me that SCIE’s evaluation of its practice guides will need to tackle a number of important questions, sequentially and methodologically over a two to three year period. Using what we are referring to in America as a social intervention research framework, or what you may be calling a developmental framework, it is important to begin evaluating current guides so that they can be redesigned and improved based on feedback from those using the guides. This would include a range of methods to gain information about experiences with accessibility and use by a limited number of partner organizations. Based on this information the two current guides will need to be redesigned and future guides will need to be built upon what has been learned. The next set of questions will need to address generalizability across a larger number of social care providers operating in diverse contexts taking into account complexities of how the guides are integrated into complex decision-making processes. Based on these evaluations I expect that previous guides will need to be redesigned and those on the drawing boards benefiting from this new information. Of course, the most important questions must await a third and final evaluation phase, that is questions addressing the troubling “so what” area. Here the evaluation will need to probe into questions of the extent to which use of the guides has resulted in both positive and negative change and impact on users in ways that affect valued outcomes. Because SCIE will be heavily invested in seeing desirable outcomes, this third phase evaluation will need to be reasonably well controlled, with structured checks and balances to assure a measure of objectivity. And, of course the ultimate questions will have to do with cost and benefit. If the guides are found to produce large impacts at small cost this would be a happy finding for all concerned. But, if as has typically been found in the past the outcomes are small to modest, and the costs are substantial, then an argument will need to be made that the outcomes are durable and that even small gains can over time accumulate so as to justify the costs.

Because there are many unanswered questions about the use of guides in practice I think that it is important for SCIE to not only develop practice guides for social care, but also to make sure that the guides are evaluated so as to gain information about access, use, and changes brought about by the guides pertaining to attitudes, practice behaviors, organizational processes and structures and impact on users.

Thank you for your attention and I look forward to a lively debate about these and other issues that I may have overlooked and should have identified.

� In contrast to prevailing methods of practice, evidence-based practice should include the following parts (and more!):


A realignment of the relationship between the practitioner and the client. Rather than a relationship based on asymmetrical authority, in EBP the relationship is characterized by “shared-power”. The practitioner does not decide what is best for the client, but rather the practitioner provides the client with up-to-date information about what the best-evidence is regarding the client’s situation, what options are available, and likely outcomes. With this information communicated in culturally & linguistically appropriate ways clients are supported to make decisions for themselves (New York Times, 2002).


A focus on fidelity in implementation of client chosen interventions rather than assuming that selected interventions will be provided as intended. Fidelity of implementation requires that the specific evidence-based practice be provided as it was tested when research supported its effectiveness. Too often serious distortion occurs during implementation.


An inquisitive attitude regarding the achievement of valued outcomes and unintended negative effects rather than an unquestioning belief that only intended outcomes will be achieved (and, therefore a failure to secure information about actual outcomes, or permitting prior expectations to color achievements).


Aggressive pursuit of new information about outcomes rather than relying on static prior beliefs. This new information is derived from:


researching what happens when chosen interventions are implemented


new research findings promulgated by others


Ongoing knowledge revision based on this new information which in turn is communicated to clients in a shared power relationship.


A relative weighting of information for use in evidence-based practice, placing information derived from scientific inquiry as more important than information based on intuition, authority or custom.


While any one of these qualities might characterize a social worker’s practice style, when all of them are combined a new and powerful practice model emerges, and I will call that new style evidence-base social work practice.





� For example in the United States the Government Performance and Results Act of 1993 now requires that all federal departments report effectiveness (outcomes) performance data to Congress as part of the annual budget process. This legislation requires that all federal agencies set specific outcome objectives, identify outcomes indicators pertaining to those objectives, measure achievement of outcomes, and report results. It is expected that these results will then be used to set new objectives in a continuous year-to-year process of improvement.


Performance frameworks incorporating outcomes measurement have been promulgated for some time by organizations such as the European Foundation for Quality Management (EFQM). The EFQM Excellence Model(©EFQM) places results and outcomes measurement center stage. In the UK Cabinet report Getting it Together: A Guide to Public Schemes and the Delivery of Public Services (UK Cabinet, 2000) the EFQM Excellence Model(©EFQM) is explicitly promoted for public sector organizations as part of the UK Modernizing Government programme. The UK Cabinet report presents a comprehensive guide to quality schemes relevant to public sector policies and programs with particular reference to health and education.� In addition to the EFQM Excellence Model (©EFQM) other schemes promoted are Investors in People, Charter Mark, and ISO 9000. These schemes are promoted as a way to help the public sector deliver Modernizing Government policy, including improved outcomes. The Modernizing Government White Paper issued in March 1999 made a commitment to developing policies to deliver outcomes that matter.


Comparative performance measurement is an elaboration of performance measurement. An example of comparative performance assessment is the United Kingdom’s Best Value program. In the United Kingdom comparative performance assessment is an integral component of the national Modernizing Government initiative. The UK’s Best Value regime requires that local councils compare their performance with other similar councils. In health and social services local authorities are required to measure and report on Best Value outcomes, that is, established performance targets and national standards. The Best Value program mandates that local councils seek continuous improvement in services with respect to cost and outcomes; disseminate Best Value performance plans for public comment; and implement regular performance reviews to raise standards and reduce costs.


 The UK National Health Service Plan, which was announced in July 2000, stipulates that comparative performance improvement be supported by a new system of targets and incentives. For example, the best performing hospital trusts would be identified and their level of service would become the targets for other trusts throughout the UK using the Performance Assessment Framework’s criteria of fair access, cost-effectiveness, outcomes of care, and responsiveness to patients. The cost of care in these trusts would become the NHS benchmark. On the basis of performance so measured, all trusts would be classified according to meeting core national targets and level of performance (e.g., top 25%--“green”; those failing to meet targets--“red”; and those in-between--“yellow”). Depending on their performance level, trusts would receive incentives pertaining to degree of autonomy and financing.





