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Quantum manipulation of macroscopic mechanical systems is of great interest in both fundamental physics and ap-
plications ranging from high-precision metrology to quantum information processing. For these purposes, a crucial step is
to cool the mechanical system to its quantum ground state. In this review, we focus on the cavity optomechanical cooling,
which exploits the cavity enhanced interaction between optical field and mechanical motion to reduce the thermal noise.
Recent remarkable theoretical and experimental efforts in this field have taken a major step forward in preparing the mo-
tional quantum ground state of mesoscopic mechanical systems. This review first describes the quantum theory of cavity
optomechanical cooling, including quantum noise approach and covariance approach; then, the up-to-date experimental
progresses are introduced. Finally, new cooling approaches are discussed along the directions of cooling in the strong
coupling regime and cooling beyond the resolved sideband limit.
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1. Introduction
Optomechanics is an emerging field exploring the inter-

action between light and mechanical motion. Such interac-
tion originates from the mechanical effect of light, i.e., opti-
cal force. Radiation pressure force (or scattering force) and
optical gradient force (or dipole force) are two typical cate-
gories of optical forces. The radiation pressure force orig-
inates from the fact that light carries momentum. The mo-
mentum transfer from light to a mechanical object exerts a
pressure force on the object. This was noticed dating back
to the 17th century by Kepler, who noted that the dust tails of
comets point away from the sun. In the 1970s, Hänsch and
Schawlow,[1] Wineland and Dehmelt[2] pointed out the possi-
bility of cooling atoms by using radiation pressure force of a
laser. This was subsequently realized experimentally,[3] and
it has now become an important technique for manipulating
atoms. The gradient force stems from the electromagnetic field
gradient. The nonuniform field polarizes the mechanical ob-
ject in a way that the positively and negatively charged sides
of the dipole experience different forces, leading to nonzero
net optical force acting on the object. It was first demonstrated
by Ashkin that focused laser beams can be used to trap micro-
and nano-scale particles.[4] This has stimulated the technique
of optical tweezers, which are widely used to manipulate liv-
ing cells, DNA, and bacteria. There are other kinds of optical
forces, for instance, photothermal force (bolometric force),[5]

which results from the thermalelastic effect.
The optical forces exerting on macroscopic/mesoscopic

mechanical objects are typically very weak. To overcome this
problem, optical cavities are employed, which resonantly en-
hance the intracavity light intensity so that the optical forces
become pronounced. For example, in a Fabry–Pérot (FP) cav-
ity consisting of a fixed mirror and a movable mirror attached
to a spring (Fig. 1), light is reflected multiple times between
the two mirrors, and thus the cavity field builds up, resulting
in largely enhanced optical force exerting on the movable mir-
ror. The study of this field named as cavity optomechanics
was pioneered by Braginsky and co-workers[6,7] with mi-
crowave cavities. Later, experiments in the optical domain
demonstrated the optomechanical bistability phenomenon,[8]

where a macroscopic mirror had two stable equilibrium posi-
tions under the action of cavity-enhanced radiation pressure
force. Further experiments observed optical feedback cooling
of mechanical motion based on precise measurement and ac-
tive feedback,[9,10] and along this line cooling to much lower
temperatures was realized later.[11–13] On the other hand, after
the observation of radiation-pressure induced self-oscillations
(parametric instability) in optical microtoroidal cavities,[14–16]

passive cooling, which uses purely the intrinsic backac-
tion effect of the cavity optomechanical system, attracted
much attention in the past decade.[17–27] Moreover, recent
theoretical and experimental efforts have demonstrated op-
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tomechanically induced transparency,[28–32] optomechanical
storage,[33] normal mode splitting,[34–39] quantum-coherent
coupling between optical modes and mechanical modes,[40,41]

and state transfer at different optical wavelengths.[42–48]

Various experimental systems are proposed and inves-
tigated, including FP cavities,[17,18] whispering-gallery
microcavities,[15,49–51] microring cavities,[52] photonic
crystal cavities,[53–56] membranes,[57–60] nanostrings,[61]

nanorods,[62–64] hybrid plasmonic structures,[65] optically
levitated particles,[66–72] cold atoms,[73–75] and supercon-
ducting circuits.[76] Recently, much attention is also fo-
cused on the studies of single-photon strong optomechani-
cal coupling,[77–82] single-photon transport,[83–86] nonlinear
quantum optomechanics,[87–90] quadratic coupling,[57,91–98]

quantum superposition,[99–101] entanglement,[102–113]

squeezing,[114–118] decoherence,[119] optomechanical
arrays,[120,121] quantum hybrid systems,[122–126] Brillouin
optomechanics,[127,128] high-precision measurements,[129–134]

and so on.

Fig. 1. Schematic of a generic optomechanical system, with a laser-
driven optical cavity. The left mirror is fixed and the right mirror is
movable.

The rapidly growing interest in cavity optomechanics is
a result of the importance of this subject in both fundamental
physics studies and applied science. On one hand, cavity op-
tomechanics provides a unique platform for the study of fun-
damental quantum physics, for example, macroscopic quan-
tum phenomena, decoherence and quantum-classical bound-
ary. On the other hand, cavity optomechanics is promising
for high-precision measurements of small forces, masses, dis-
placements, and accelerations. Furthermore, cavity optome-
chanics provides many useful tools for both classical and
quantum information processing. For instance, optomechan-
ical devices can serve as storages of information, interfaces
between visible light and microwave. Optomechanical sys-
tems also serve as the “bridge” or “bus” in hybrid photonic,
electronic, and spintronic components, providing a routing for
combining different systems to form hybrid quantum devices.
A number of excellent reviews covering various topics have
been published in the past.[135–157]

As the first crucial step for preparing mechanical quan-
tum states, cooling of mechanical resonators has been one of
the central research interests in the past decade. Currently,
it lacks a comprehensive review on most recent theoretical

and experimental progresses of cavity optomechanical cool-
ing, especially new cooling approaches for guiding future ex-
periments. In this review, we focus on this issue, addressing
the quantum theory, recent experiments, and new directions.
The rest of this paper is organized as follows. In Section 2,
we present the basic quantum theory of cavity optomechani-
cal cooling. Starting from the system Hamiltonian, we intro-
duce the linearization of the interaction. Then, the methods
for calculating the cooling rates and cooling limits are shown,
including quantum noise approach and covariance approach.
In Section 3, we review the up-to-date experimental progress
towards cooling to the quantum ground state. Recent theo-
retical approaches for improving the cooling performance are
discussed in Section 4. A summary is presented in Section 5.

2. Quantum theory of cavity optomechanical
cooling
The basic idea of cavity optomechanical cooling is that

the optical field introduces extra damping for the mechanical
mode. Qualitatively, such optical damping is introduced be-
cause the optical force induced by the cavity field reacts with
a finite delay time, corresponding to the photon lifetime of the
cavity. Let us take a FP cavity optomechanical system as an
example (Fig. 1). On one hand, when the movable mirror is at
different positions, the cavity fields and thus the optical force
exerting on the mirror is also different. On the other hand,
when the position of the movable mirror changes, the subse-
quent change of the cavity field requires some time-lag due
to the finite photon lifetime. Therefore, the optical force also
depends on the velocity of the movable mirror. This velocity-
dependent optical force is similar to the friction caused by
the intrinsic mechanical damping, and leads to extra damp-
ing (or amplification) of the mechanical motion. In the clas-
sical picture, for an optical damping rate Γopt, the resulting
effective temperature of the mechanical mode being cooled is
Teff = γT/(γ+Γopt), where γ is the intrinsic mechanical damp-
ing rate and T is the environmental temperature. Note that the
mechanical mode is selectively cooled, i.e., only the mode of
interest is cooled while the bulk temperature of the mechani-
cal object keeps unchanged. For the FP cavity case, the me-
chanical mode of interest is the center-of-mass motion of the
movable mirror.

The above classical description of cavity optomechanical
cooling is not accurate in some cases. For example, it does not
predict cooling limits.[158–160] To accurately model the cooling
process, in the following, we provide full quantum theory of
cavity optomechanical cooling. Here, both the cavity field and
the mechanical oscillation are described as quantized bosonic
fields. Starting from the system Hamiltonian and taking the
dissipations into consideration, we can write down the quan-
tum Langevin equations and master equation to describe the
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system dynamics. For different parameter regimes, cooling
performance can be obtained using different approaches.

2.1. System Hamiltonian and linearization

Let us consider a generic cavity optomechanical system
with a single optical cavity mode coupled to a mechanical
mode, which is canonically modeled as a FP cavity with one
fixed mirror and one movable mirror mounted on a spring
(Fig. 1). The system Hamiltonian is given by

H = Hfree +Hint +Hdrive. (1)

The first term (Hfree) is the free Hamiltonian of the optical
and mechanical modes, described by

Hfree = ωca†a+ωmb†b. (2)

Here, both of the optical and the mechanical modes are rep-
resented by quantum harmonic oscillators, where a (a†) is the
bosonic annihilation (creation) operator of the optical cavity
mode, b (b†) is the bosonic annihilation (creation) operator of
the mechanical mode, and ωc (ωm) is the corresponding an-
gular resonance frequency. The commutation relations sat-
isfy [a,a†] = 1 and [b,b†] = 1. The displacement operator
of the mechanical mode is given by x = xZPF(b† +b), where
xZPF =

√
h̄/(2meffωm) is the zero-point fluctuation, with meff

being the effective mass of the mechanical mode.
The second term of Eq. (1) (Hint) describes the optome-

chanical interaction between the optical mode and the mechan-
ical mode, which is written as

Hint = ga†a(b† +b), (3)

where g = [∂ωc(x)/∂x]xZPF represents the single-photon op-
tomechanical coupling strength. This Hamiltonian can be ob-
tained by simply considering that the cavity resonance fre-
quency is modulated by the mechanical position and us-
ing Taylor expansion ωc(x) = ωc + x∂ωc(x)/∂x + O(x) '
ωc +g(b† +b). A more rigorous and detailed derivation of
this Hamiltonian can be found in Law’s paper.[161] Note that
we focus on the radiation pressure force and the optical gradi-
ent force. For the photothermal force, the Hamiltonian can be
found in Ref. [162].

The last term of Eq. (1) (Hdrive) describes the optical driv-
ing of the system. Assume that the system is excited through
a coherent continuous-wave laser, and then the Hamiltonian is
given by

Hdrive = Ω
∗ e iωinta+Ω e−iωinta†. (4)

Here, ωin is the input laser frequency and Ω =
√

κexP/(h̄ωin)e iφ

denotes the driving strength, where P is the input laser power,
φ is the initial phase of the input laser, and κex is the input-
cavity coupling rate.

In the frame rotating at the input laser frequency ωin, the
system Hamiltonian is transformed to

H =−∆a†a+ωmb†b+ga†a(b† +b)+(Ω ∗a+Ωa†), (5)

where ∆ =ωin−ωc is the input-cavity detuning. The quantum
Langevin equations are given by

ȧ =
(

i∆ − κ

2

)
a− iga(b+b†)

−iΩ −
√

κexain,ex−
√

κ0ain,0, (6)

ḃ =
(
−iωm−

γ

2

)
b− iga†a−

√
γbin, (7)

where κ0 is the intrinsic cavity dissipation rate; κ = κ0 +κex

is the total cavity dissipation rate; γ is the dissipation rate of
the mechanical mode; ain,0, ain,ex, and bin are the noise oper-
ators associated with the intrinsic cavity dissipation, external
cavity dissipation (input-cavity coupling), and mechanical dis-
sipation. The correlations for these noise operators are given
by

〈ain,0(t)a
†
in,0(t

′)〉= 〈ain,ex(t)a
†
in,ex(t

′)〉= δ (t− t ′), (8)

〈a†
in,0(t)ain,0(t ′)〉= 〈a†

in,ex(t)ain,ex(t ′)〉= 0, (9)

〈bin(t)b
†
in(t
′)〉= (nth +1)δ (t− t ′), (10)

〈b†
in(t)bin(t ′)〉= nthδ (t− t ′). (11)

Here, nth is the thermal phonon number given by

nth =
(

e h̄ωm/kBT −1
)−1

, (12)

where T is the environmental temperature and kB is Boltzmann
constant. Note that for microwaves, the thermal occupations
should also be included in Eqs. (8) and (9). Here, we focus
on optical frequencies and thus the thermal photon number is
negligible.

Coherent laser input results in the displacements of
both the optical and mechanical harmonic oscillators. For
convenience, a displacement transformation is applied, i.e.,
a→ a1 +α , b→ b1 +β , where α and β are c numbers, de-
noting the displacements of the optical and mechanical modes;
a1 and b1 are the displaced operators, representing the quan-
tum fluctuations of the optical and mechanical modes around
their classical values. By separating the classical and quantum
components, the quantum Langevin equations are rewritten as

α̇ =
(

i∆ ′− κ

2

)
α− iΩ , (13)

β̇ =
(
−iωm−

γ

2

)
β − ig |α|2 , (14)

ȧ1 =
(

i∆ ′− κ

2

)
a1− igα(b1 +b†

1)− iga1(b1 +b†
1)

−
√

κexain,ex−
√

κ0ain,0, (15)

ḃ1 =
(
−iωm−

γ

2

)
b1− ig

(
α
∗a1 +αa†

1

)
− iga†

1a1−
√

γbin, (16)

where the optomechanical-coupling modified detuning ∆ ′ =

∆ − g(β +β ∗). Under strong driving condition, the classical
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components dominate and the nonlinear terms iga1(b1 + b†
1)

and iga†
1a1 in Eqs. (15) and (16) can be neglected, respec-

tively. Then, we obtain the linearized quantum Langevin equa-
tions for a1 and b1, and the corresponding Hamiltonian is
given by

HL =−∆
′a†

1a1 +ωmb†
1b1 +(Ga†

1 +G∗a1)(b1 +b†
1), (17)

where G = αg is the coherent intracavity field enhanced op-
tomechanical coupling strength.

Initially, the phonons are in a thermal equilibrium state
the thermal phonon number is nth. Then, the interaction be-
tween the photons and the phonons, as described by the last
term in Eq. (17), leads to the modification of the phonon num-
ber. Figure 2 displays the level diagram and the coupling
routes among different states,[163] where |n,m〉 represents the
number state with n (m) being the photon (phonon) number
in the displaced frame. Denoted by the dashed curves, there
are three kinds of heating processes: swap heating (B), quan-
tum backaction heating (D), and thermal heating (F). Ther-
mal heating is an incoherent process arising from the inter-
action between the mechanical object and the environment.
Swap heating and quantum backaction heating are the ac-
companying effect when radiation pressure is utilized to cool
the mechanical motion, corresponding to the coherent inter-
action processes a1b†

1 and a†
1b†

1, respectively. Swap heating
emerges when the system is in the strong coupling regime
which enables reversible energy exchange between photons
and phonons. Meanwhile, quantum backaction heating can
pose a fundamental limit for backaction cooling. The solid
curves (A, C, and E) illustrate cooling processes associated
with energy swapping, counter-rotating-wave interaction, and
cavity dissipation. In the following, we derive the cooling rates
and cooling limits by taking all the above processes.

Fig. 2. Level diagram of the linearized Hamiltonian (17), the |n,m〉
denotes the state of n photons and m phonons in the displaced frame.
The solid (dashed) curves with arrows correspond to the cooling (heat-
ing) processes. See text for details. Figures reproduced with permission
from Ref. [163], copyright (2013) by the American Physical Society.

2.2. Quantum noise approach

In the weak coupling regime, the optomechanical cooling
can be analyzed using the perturbation theory, where optome-
chanical coupling is regarded as a perturbation to the optical
field. The power spectrum of the optical force exerting on the
mechanical motion SFF (ω) is calculated with the absence of
coupling to the mechanical resonator. Then, the cooling (heat-
ing) rate is proportional to SFF (±ωm), corresponding to the
ability for absorbing (emitting) a phonon by the intracavity
field.

From Eq. (17), we obtain the optical force acting on the
mechanical motion, described by F = −(G∗a1+Ga†

1)/xZPF.
The quantum noise spectrum of the optical force is given
by the Fourier transformation of the autocorrelation function
SFF(ω) ≡

∫
〈F(t)F(0)〉e iωt dt. The calculation is best per-

formed in the frequency domain. In the absence of the op-
tomechanical coupling, from Eq. (15), we obtain

− iω ã1(ω) =
(

i∆ ′− κ

2

)
ã1(ω)−

√
κexãin,ex(ω)

−
√

κ0ãin,0(ω), (18)

which yields

ã1(ω) =

√
κ ãin(ω)

i(ω +∆ ′)−κ/2
, (19)

where ãin(ω) =
√

κex/κ ãin,ex(ω)+
√

κ0/κ ãin,0(ω). Using
F(ω) = −[G∗ã1(ω)+Gã†

1(ω)]/xZPF, the spectral density of
the optical force is obtained as

SFF (ω) =
κ |Gχ (ω)|2

x2
ZPF

=
|G|2

x2
ZPF

κ

(ω +∆ ′)2 +κ2/4
. (20)

The rate for absorbing and emitting a phonon by the cavity
field are respectively given by

A∓ = SFF (±ωm)x2
ZPF =

|G|2 κ

(ωm±∆ ′)2 +κ2/4
. (21)

We can also derive the spectral density of the mechanical
mode Sbb (ω) by considering the full equations (Eqs. (15) and
(16))

− iω ã1(ω) =
(

i∆ ′− κ

2

)
ã1(ω)− iG[b̃†

1(ω)+ b̃1(ω)]

−
√

κexãin,ex(ω)−
√

κ0ãin,0(ω), (22)

−iω b̃1(ω) =
(
−iωm−

γ

2

)
b̃1(ω)− i[G∗ã1(ω)

+Gã†
1(ω)]−

√
γ b̃in(ω), (23)

from which we obtain

b̃1(ω)'
√

γ b̃in (ω)− i
√

κ

[
G∗χ (ω) ãin(ω)+Gχ∗ (−ω) ã†

in(ω)
]

iω− i [ωm+Σ (ω)]− γ/2
, (24)
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where

Σ (ω) =−i |G|2 [χ(ω)−χ
∗(−ω)] , (25)

χ(ω) =
1

−i(ω +∆ ′)+κ/2
. (26)

In the second step of the derivation we have neglected the
terms containing b̃†

1(ω), which is negligible near ω = ωm.
Here, Σ (ω) represents the optomechanical self energy and
χ(ω) is the response function of the cavity mode. It shows
that the optomechanical coupling leads to the modification of
both the mechanical resonance frequency and the mechanical
damping rate, which are termed as optical spring effect and
optical damping effect, respectively. The frequency shift δωm

and the extra damping Γopt are given by

δωm = ReΣ (ωm)

= |G|2 Im
[

1
−i(ωm +∆ ′)+κ/2

− 1
−i(ωm−∆ ′)+κ/2

]
, (27)

Γ opt = −2ImΣ (ωm)

= 2 |G|2 Re
[

1
−i(ωm +∆ ′)+κ/2

− 1
−i(ωm−∆ ′)+κ/2

]
. (28)

The spectral density of the mechanical mode is given by

Sbb (ω) =
∫

∞

−∞

b̃†
1 (ω) b̃1

(
ω
′) dω

′

=
γnth +κ |Gχ (−ω)|2

|iω− i (ωm +Σ(ω))− (γ/2)|2
. (29)

Figure 3 plots the normalized SFF(ω) for different laser
detunings. It shows that red detuning leads to A− > A+, corre-
sponding to cooling. In this case, typically the optical damping
rate Γopt = A−−A+ is much larger than the intrinsic mechani-
cal damping rate, and then the cooling limit is obtained as

nf =
γnth +A+

Γopt
. (30)

Note that nc
f = γnth/Γopt is the classical cooling limit while

nq
f = A+/Γopt corresponds to the fundamental quantum limit,

as the heating rate A+ originates from the quantum backaction.
This fundamental limit can be simplified as

nq
f =

4(ωm +∆ ′)2 +κ2

−16ωm∆ ′
. (31)

The minimal cooling limit is given by

nq
f,min =

1
2

(√
1+

κ2

4ω2
m
−1

)
, (32)

obtained when ∆ ′ =−
√

ω2
m +κ2/4.

In particular, in the unresolved sideband regime
(ωm� κ), the quantum limit is nq

f,min = κ/(4ωm) for ∆ ′ =

−κ/2. In this case, the minimum phonon number cannot
reach 1, which precludes ground state cooling. In the resolved
sideband limit (ωm� κ), the quantum limit is simplified as
nq

f,min = κ2/(16ω2
m) for ∆ ′ = −ωm. In this limit, the ground

state can be achieved.[158,159]

ω/ωm

N
o
rm

a
li
z
e
d
 S

F
F
(ω

)

Fig. 3. Normalized optical force spectrum SFF (ω) for ∆ ′ = −ωm (red
solid curve), 0 (black dashed curve), and ωm (blue dotted curve). The
dashed vertical lines denotes ω/ωm =±1. Here, κ = 0.5ωm.

2.3. Covariance approach

For the linear regime under strong driving, the mean
phonon number can be computed exactly by employing the
quantum master equation and solving a linear system of differ-
ential equations involving all the second-order moments. This
approach holds for both weak and strong coupling regimes.

With the linearized Hamiltonian Eq. (17), the quantum
master equation reads

ρ̇ = i[ρ,HL]+
κ

2

(
2a1ρa†

1−a†
1a1ρ−ρa†

1a1

)
+

γ

2
(nth +1)

(
2b1ρb†

1−b†
1b1ρ−ρb†

1b1

)
+

γ

2
nth

(
2b†

1ρb1−b1b†
1ρ−ρb1b†

1

)
. (33)

To calculate the mean phonon number, we need to determine
the mean values of all the second-order moments, N̄a = 〈a†

1a1〉,
N̄b = 〈b†

1b1〉, 〈a
†
1b1〉, 〈a1b1〉, 〈a2

1〉, and 〈b2
1〉 [163,164], which are

determined by a linear system of ordinary differential equa-
tions

d
dt

N̄a = −i(G〈a†
1b1〉−G∗〈a†

1b1〉∗+G〈a1b1〉∗

−G∗ 〈a1b1〉)−κN̄a, (34)
d
dt

N̄b = −i(−G〈a†
1b1〉+G∗〈a†

1b1〉∗+G〈a1b1〉∗

−G∗ 〈a1b1〉)− γN̄b + γnth, (35)
d
dt
〈a†

1b1〉 =
[
−i
(
∆
′+ωm

)
− κ + γ

2

]
〈a†

1b1〉

− i(G∗N̄a−G∗N̄b +G
〈
a2

1
〉∗−G∗

〈
b2

1
〉
), (36)

d
dt
〈a1b1〉 =

[
i
(
∆
′−ωm

)
− κ + γ

2

]
〈a1b1〉

− i(GN̄a +GN̄b +G+G∗
〈
a2

1
〉
+G

〈
b2

1
〉
), (37)
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d
dt

〈
a2

1
〉
=
(
2i∆ ′−κ

)〈
a2

1
〉

−2iG
(
〈a1b1〉+ 〈a†

1b1〉∗
)
, (38)

d
dt

〈
b2

1
〉
= (−2iωm− γ)

〈
b2

1
〉

−2i(G∗ 〈a1b1〉+G〈a†
1b1〉). (39)

Note that in the above calculation, cut-off of the density matrix
is not necessary and the solutions are exact.

In the stable regime, which requires |G|2 < −(4∆ ′2 +

κ2)ωm/(16∆ ′) for red detuning ∆ ′ < 0,[165] the system finally
reaches the steady state, and the derivatives in the above equa-
tions all become zero. Then, the second-order moments in the
steady state satisfy a set of algebraic equations. Under the con-
dition ∆ ′ =−ωm and cooperativity C ≡ 4 |G|2 /(γκ)� 1, the
final phonon occupancy reads[163]

N̄std '
4 |G|2 +κ2

4 |G|2 (κ + γ)
γnth

+
4ω2

m

(
κ2 +8 |G|2

)
+κ2

(
κ2−8 |G|2

)
16ω2

m(4ω2
m +κ2−16 |G|2)

. (40)

Here, the first term, being proportional to the environmental
thermal phonon number nth, is the classical cooling limit; the
second term, which does not depend on nth, corresponds to the
quantum cooling limit. This quantum limit originates from
the quantum backaction, consisting of both dissipation quan-
tum backaction related to the cavity dissipation and interaction
quantum backaction associated with the optomechanical inter-
action. In the resolved sideband case, equation (40) reduces
to

N̄std '
γ(4 |G|2 +κ2)

4 |G|2 (κ + γ)
nth +

κ2 +8 |G|2

16(ω2
m−4 |G|2)

. (41)

In the weak coupling regime, it further reduces to N̄wk
std '

γnth/(Γ + γ)+κ2/(16ω2
m) with Γ = 4|G|2/κ . In the strong

coupling regime, N̄str
std ' γnth/(κ + γ)+ |G|2/[2(ω2

m−4|G|2)].
In this case, the classical limit is restricted by the cavity dissi-
pation rate κ , while the interaction quantum backaction limit
suffers from high coupling rate |G|.

To study the cooling dynamics beyond the steady state,
the differential equations need to be solved to obtain the time
evolution of the mean phonon number N̄b. For weak coupling,
we have N̄wk

b ' nth(γ +Γ e−Γ t)/(γ +Γ ) + [κ2/(16ω2
m)](1−

e−Γ t), which shows that the mean phonon number decays ex-
ponentially with the cooling rate Γ . This cooling rate is lim-
ited by the coupling strength, since in the cooling route A→ E
as shown in Fig. 2, the energy flow from the mechanical mode
to the optical mode (process A) is slower than the cavity dissi-
pation (process E).

In the strong coupling regime, the time evolution of the
mean phonon number is described by[163]

N̄str
b = N̄str

b,1 + N̄str
b,2,

N̄str
b,1 ' nth

γ + e−(κ+γ)t/2 [κ− γ +(κ + γ)cos(ω+−ω−)t]/2
κ + γ

,

N̄str
b,2 '

|G|2 [1− e−(κ+γ)t/2 cos(ω++ω−)t cos(ω+−ω−)t]

2(ω2
m−4 |G|2)

,

(42)

where ω± =
√

ω2
m±2|G|ωm are the normal eigenmode fre-

quencies. The phonon occupancy exhibits oscillation under an
exponentially-decaying envelope and can be divided into two
distinguishable parts N̄str

b,1 and N̄str
b,2, where the first part orig-

inates from energy exchange between optical and mechani-
cal modes, and the second part is induced by quantum back-
action. N̄str

b,1 reveals Rabi oscillation with frequency ∼ 2|G|,
whereas the envelopes have the same exponential decay rate
Γ ′ = (κ + γ)/2 regardless of the coupling strength |G|. This
is because, in the strong coupling regime, the cooling route
A→E is subjected to the cavity dissipation (process E), which
has slower rate than the energy exchange between phonons
and photons (process A). This saturation prevents a higher
cooling speed for stronger coupling. Figures 4(a) and 4(b) plot
the numerical results based on the master equation for various
G. It shows that for weak coupling, the cooling rate increases
rapidly as the coupling strength increases, whereas for strong
coupling the envelope decay no longer increases, instead the
oscillation frequency becomes larger.

G/ωm/.

G/ωm/.

G/ωm/.

G/ωm/.

t/ω-1m

Ν
b

-
Ν
b

-

Fig. 4. (a) Time evolution of mean phonon number N̄b for G/ωm =
0.005, 0.01, 0.02, and 0.1 (numerical results). (b) N̄b for G/ωm = 0.005
and 0.01 with a wider time interval. The shadowed region shows the
same time interval with that in panel (a). Other parameters: nth = 103,
γ/ωm = 10−5, κ/ωm = 0.05. The dotted horizontal lines correspond to
the steady-state cooling limits, given by Eq. (41). Figures reproduced
with permission from Ref. [163], copyright (2013) by the American
Physical Society.

3. Recent experimental progresses
Pioneering work of cavity optomechanical cooling dates

back to 1960th by Braginsky and coworkers,[6,7] where they
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demonstrated the modification of mechanical damping rate as
a result of the retarded nature of the cavity-enhanced opti-
cal force due to the finite cavity photon lifetime. In 2006,
radiation pressure cooling was realized in three groups us-
ing different optomechanical systems, including suspended
micromirrors[17,18] (Figs. 5(a) and 5(b)) and microtoroids.[19]

Later in 2008, cooling in the resolved sideband regime was
achieved.[20] Soon afterwards, with environmental pre-cooling
under cryogenic condition, cooling to only a few phonons was
demonstrated[21–23] (Figs. 5(c) and 5(d)). Recently, several
groups have cooled the mechanical motion close to the quan-
tum ground state both in the microwave domain[24,25] (Fig. 6)
and in the optical domain[26,27,40] (Fig. 7).

(a) (b)

(d)

(c)

20 mm 20 mm

2 mm

Fig. 5. (a) Scanning electron microscope (SEM) image of the cantilever, a
doubly clamped free-standing Bragg mirror (520-µm long, 120-µm wide,
and 2.4-µm thick) that had been fabricated by using ultraviolet excimer-
laser ablation in combination with a dry-etching process. (b) Layout of
the micromirror optical cavity. The microresonator mirror is etched upon
a 1-cm silicon chip. The coupling mirror of the cavity is a standard low-
loss silica mirror. (c) SEM image of a deformed silica microsphere. (d)
SEM image of the mechanical system formed by a doubly clamped SiN
beam. A circular, high-reflectivity Bragg mirror is used as the end mirror
of a FP cavity. Figures reproduced with permission from: (a) Ref. [17] ©
2006 Nature Publishing Group; (b) Ref. [18] © 2006 Nature Publishing
Group; (c) Ref. [22] © 2009 Nature Publishing Group; (d) Ref. [21] ©
2009 Nature Publishing Group.

More specifically, in Ref. [26], mean phonon occupancy
down to 0.85 quanta was achieved, with the ground state occu-
pancy probability greater than 50% (Pg = 0.54). In this exper-
iment, the cavity optomechanical system consisted of a pho-
tonic crystal nanobeam resonator (Fig. 7 top panel). The care-
fully designed periodic patterning of the nanobeam resulted
in Bragg scattering of both optical and acoustic guided waves.
At the center of the nanobeam, a perturbation in the periodicity
was introduced, leading to co-localized optical and mechanical
resonances, which are coupled by optical gradient force. An
external acoustic radiation shield consisting of a two dimen-
sional “cross” pattern was designed to minimize the mechani-
cal anchor damping through phononic bandgap. The optome-
chanical device was placed in a continuous-flow He-4 cryostat
with pre-cooled environment temperature at 20 K, correspond-
ing to about 100 initial phonon occupancy for the mechanical

mode with resonance frequency as high as 3.68 GHz. The me-
chanical Q-factor was 105, corresponding to an intrinsic me-
chanical damping rate of 35 kHz. The optical Q-factor was
4×105, and thus the optical damping rate was 500 MHz. By
fitting the measured data of mechanical damping effect, the
single-photon optomechanical coupling strength is determined
to be 910 kHz. With 2000 intracavity photons, the minimum
mean phonon occupancy was observed to be 0.85±0.08. The
cooling was limited for higher drive powers, which resulted
from the increase of the bath temperature due to optical ab-
sorption and the increase of the intrinsic mechanical damping
rate induced by the generation of free carriers through optical
absorption.

SiN

gate

NR beam

(a)

(b)

Fig. 6. (a) SEM image of the Nb-Al-SiN sample. The nanomechanical
resonator is 30-µm long, 170-nm wide, and 140-nm thick, and is formed
of 60 nm of stoichiometric, high-stress, low-pressure chemical-vapour-
deposition SiN and 80 nm of Al. (b) SEM image of the aluminium
(grey) electromechanical circuit fabricated on a sapphire (blue) sub-
strate. A 15-µm-diameter membrane is suspended 50 nm above a lower
electrode. Figures reproduced with permission from: (a) Ref. [24] ©
2010 Nature Publishing Group; (b) Ref. [25] © 2011 Nature Publishing
Group.

In Ref. [40], a micro-optomechanical system in the form
of a spoke-supported toroidal optical microcavity (bottom
panel of Fig. 7) was cooled to nf = 1.7 quanta. For such
microtoroidal cavity, the supported optical whispering gallery
mode exhibits ultrahigh quality factor exceeding 108, and thus
the cavity decay rate reaches κ/2π < 10 MHz. The mechani-
cal resonance frequency for such spoke-anchored toroidal res-
onator with 31-µm diameter was 78 MHz. In a He-3 buffer
gas cryostat with 650-mK temperature, the mechanical res-
onator was pre-cooled to∼ 200 quanta. Through optomechan-
ical cooling, the final mean phonon occupancy was reduced to
1.7± 0.1. Further cooling was limited by the laser reheating
of the sample and the onset of normal modes. For the lat-
ter, cooling in the strong coupling regime was limited by the
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swap heating (see the next section). In this experiment, be-
sides cooling, they also demonstrated the quantum-coherent
coupling between the mechanical mode and the optical mode.

(a) (b)

(d)

(c)

(f) (g)

(h)

(e)

Fig. 7. Top panel: Photonic nanocrystal nanobeam cavity with phononic
shield. (a) SEM image of the patterned silicon nanobeam and the external
phononic bandgap shield. (b) Enlarged image of the central region of the
nanobeam. (c) Simulation of the optical and mechanical modes. (d) En-
larged image of the nanobeam-shield interface. (e) Simulation of the localized
acoustic resonance at the nanobeam-shield interface. Bottom panel: Spoke-
supported microtoroidal cavity. (f) SEM image of the spoke-anchored toroidal
resonator. (g) Sketch of an optical whispering gallery mode. (h) Simulation
of the fundamental radial breathing mechanical mode. Figures reproduced
with permission from: (a)–(e) Ref. [26] © 2011 Nature Publishing Group and
(f)–(h) Ref. [40] © 2012 Nature Publishing Group.

4. New cooling approaches
The current cooling approach as shown in Section 2 has

achieved great successes, while there are still some major
challenges. First, saturation effect appears in the strong op-
tomechanical coupling regime as a result of swap heating.
Secondly, to achieve ground state cooling, it requires the re-
solved sideband condition, which is stringent for many cav-
ity optomechanical systems. In this section, we review recent
cooling approaches to improve the cooling performance along
these directions

4.1. Cooling in the strong coupling regime

Recent experiments have reached the regime of strong
optomechanical coupling, which is crucial for coherent quan-
tum optomechanical manipulations. However, as mentioned
in Section 2, strongly-coupled optomechanical cooling has
predicted only limited improvement over weak coupling due
to the saturation effect of the steady-state cooling rate. In
Ref. [163], Liu et al. proposed to dynamically tailor the cool-
ing and heating processes by exploiting the modulation of cav-
ity dissipation. In this proposal, the internal cavity dissipa-

tion is abruptly increased each time when the Rabi oscilla-
tion reaches a minimum-phonon state. At this time the system
has transited from state |n,m〉 to state |n+ 1,m− 1〉 (Fig. 2).
Once a strong dissipation pulse is applied to the cavity so that
the process E dominates, the system will irreversibly transit
from state |n+ 1,m− 1〉 to state |n,m− 1〉. The dissipation
pulse has essentially behaves as a switch to halt the reversible
Rabi oscillation, resulting in the suppression of the swap heat-
ing. Such dissipative cooling is verified in Figs. 8(a) and 8(b),
which plot the modulation scheme and the corresponding time
evolution of mean phonon number N̄b. At the end of the first
half Rabi oscillation cycle, t ∼ π/(2|G|), a dissipation pulse
is applied. After that, the phonon number reaches and re-
mains near the steady-state limit. Without modulation (blue
dashed curve), the steady-state cooling limit is reached only
after t ' 400/ωm; while with the modulation (red solid curve),
it only takes t ' 8/ωm to cool below the same limit, corre-
sponding to 50 times faster cooling speed.

t/ω-1m

Ν
b

-
Ν
b

-
κ
↼
t
↽
/
ω
m

κ
↼
t
↽
/
κ
↼

↽

Fig. 8. (a) Modulation scheme of the cavity dissipation rate κ(t) and (b)
the corresponding time evolution of mean phonon number N̄b with (red solid
curve) and without (blue dashed curve) modulation for G/ωm = 0.2 and
κ/ωm = 0.05. (c) Modulation scheme of κ(t)/κ(0) and (d) the corresponding
N̄b for G/ωm = 0.1, κ(0)/ωm = 0.01 (red solid curve) and 0.02 (blue dashed
curve). In panel (d), the two dotted horizontal lines (from top to bottom) de-
noting the respective steady-state cooling limits depending on the cavity decay
κ(0) given by Eq. (41); the dash-dotted line denotes the instantaneous-state
cooling limit independent of κ(0), given by Eq. (43); the “ON” and “OFF”
regions corresponds that the modulation is turned on and off, respectively;
the vertical coordinate range from 10 to 103 is not shown. Other parameters:
nth = 103, γ/ωm = 10−5. Figures reproduced with permission from Ref. [163]
copyright (2013) by the American Physical Society.

By periodically modulating the cavity dissipation so as
to continuously suppress the swap heating, the phonon occu-
pancy can be kept below the steady-state cooling limit. Each
time after the dissipation pulse is applied, the photon num-
ber quickly drops to the vacuum state, which equivalently re-
initializes the system. By periodic pulse application, the sys-
tem will periodically re-initializes, which keeps the phonon
occupancy in an instantaneous-state cooling limit as verified
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in Figs. 8(c) and 8(d). This limit is given by [163]

N̄ins '
πγnth

4 |G|
+

π2 |G|4

(ω2
m−|G|

2)(ω2
m−4 |G|2)

. (43)

Here, the first term comes from N̄str
b,1 of Eq. (42) for t '

π/(2|G|), which shows a πκ/(4|G|) times reduction of clas-
sical steady-state cooling limit. The second term of ∼
π2 |G|4 /ω4

m, obtained from N̄str
b,2 when t ' π/ωm, reveals that

the second order term of |G|/ωm in quantum backaction has
been removed, leaving only the higher-order terms. It is also
demonstrated in Figs. 8(c) and 8(d) that the modulation is
switchable. If the modulation is turned on (“ON” region), the
system will reach the instantaneous-state cooling limit; if the
modulation is turned off (“OFF” region), the system transits
back to the steady-state cooling limit.

Under frequency matching condition (ω++ω−)/(ω+−
ω−) = k (k = 3,5...) and t ' π/(2|G|), the optimized
instantaneous-state cooling limit is obtained as[163]

N̄opt
ins '

πκ

4 |G|

[
γnth

κ
+

|G|2

2(ω2
m−4 |G|2)

]
, (44)

which reduces both the classical and quantum steady-state
cooling limits by a factor of πκ/(4|G|). This reduction is
significant when the system is in the deep strong coupling
regime. Typically, the cooling limits can be reduced by a few
orders of magnitude. For example, when G/ωm = 0.3 and
κ/ωm = 0.003, it yields N̄std = 3.4, while N̄opt

ins = 0.03, corre-
sponding to more than 100 times of phonon number suppres-
sion.

4.2. Cooling beyond the resolved sideband limit

To loosen the stringent resolved sideband condition, a few
approaches have been proposed, which can be divided into the
following three directions: novel coupling mechanisms, pa-
rameter modulations, and hybrid systems.

4.2.1. Novel coupling mechanisms

The first direction is searching for novel optomechani-
cal coupling mechanism, for instance, dissipative coupling,
where the mechanical motion couples to the cavity decay rate
instead of the cavity resonance frequency.[166] In the system
described in Fig. 1, the displacement of the mechanical ob-
ject couples to the cavity resonance frequency ω(x), which
is sometimes termed dispersive coupling. For the dissipative
coupling, the displacement of the mechanical object couples to
the cavity decay rate κ(x). It was predicted[166] that this can
yield novel cooling behavior, capable of reaching the quantum
ground state without the resolved sideband limit. The principle
is that destructive interference effect occurs between two noise
sources. In the usual dispersive coupling case, the only source

of backaction force noise is the number fluctuations of the cav-
ity field, leading to Lorentzian noise spectrum. In this dissi-
pative coupling case, the mechanical oscillator mediates the
coupling between the cavity and the cavity’s dissipative bath,
and there are two noise sources: one is the fluctuations of the
cavity field and the other is the shot noise associated with the
driving laser. Note that the latter noise process is white, and
thus the interference between these two noises yields a Fano
line shape for the noise spectrum. Such destructive interfer-
ence allows the cavity to act as an effective zero-temperature
bath at a special detuning, irrespective of the resolved side-
band condition. Recent analysis shows that the quantum cool-
ing limit of cavity optomechanical system with both dispersive
and dissipative couplings can be optimized.[167]

Such dissipative coupling have been observed experi-
mentally in a microdisk cavity coupled to a waveguide[168]

(Figs. 9(a) and 9(b)) and many theoretical analysis have been
performed in various systems.[169–172]

(a)

(c)

(b)

MR

optical
driving field

optical
driving field

cavity a cavity b

La Lb

x

z

y
x

y

Fig. 9. (a) Schematics of the microdisk-waveguide optomechanical sys-
tem for dissipative coupling. (b) SEM image of the fabricated device.
(c) Schematics of the three-mirror system. The movable mirror with
two perfectly reflecting surfaces is placed inside a driven cavity with
two transmissive fixed mirrors. Figures reproduced with permission
from: (a)–(b) Ref. [168] copyright (2009) and (c) Ref. [176] copyright
(2011) by the American Physical Society.

4.2.2. Parameter modulations

The second direction is to introduce modulations of the
system parameters, such as input laser intensity,[173–175] me-
chanical resonance frequency,[176] and other parameters[177].
In Refs. [174] and [175], optimal control method was intro-
duced, allowing ultra-efficient cooling via pulsed laser inputs.
The idea is to use interference between optical pulses incident
on the system, where a sequence of fast pulses adds a term
to the effective optomechanical interaction Hamiltonian. In
the usual continuous driving case, the interaction term has the
form xmxc, while the pulsed laser input generates an effective
interaction term with the form pm pc, where xm and pm (xc and
pc) are the quadrature operators of the mechanical (optical)
mode. By optimizing the pulse duration time, the total effec-
tive interaction is described by the beam-splitter Hamiltonian
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xmxc + pm pc ∝ ab† + a†b. As a result, the counter-rotating-
wave term is eliminated, avoiding the quantum backaction
heating.

In Ref. [176], Li et al. proposed a ground state cool-
ing scheme by taking advantage of a mechanical resonator
with a time-dependent frequency, using a three-mirror system
(Fig. 9(c)). In this scheme, a strong laser input is used to gen-
erate optical spring effect, where the effective resonance fre-
quency of the mechanical mode is determined by the optical
driving. Fast ground state cooling can be achieved by design-
ing the trajectory of the effective frequency from the initial
time to the final time.

Liao and Law have investigated the cooling performance
using chirped-pulse coupling by modulating the input laser in-
tensity and phase.[178] In this scheme, owing to the frequency
modulation in chirped pulses, cooling can be realized without
the need for high-precision control of the laser detuning and
pulse areas.

4.2.3. Hybrid systems

The third direction is to construct hybrid systems, for ex-
ample, couple atoms to the optical cavity. In Ref. [179], Genes
et al. have described a hybrid system by coupling a two-level
ensemble to the cavity optomechanical system (Figs. 10(a) and
10(b)). The two-level ensemble couples to the cavity mode,
creating intracavity narrow bandwidth loss or gain. It induces
tailored asymmetric structure of the cavity noise spectrum in-
teracting with the mechanical mode. As a result, This allows
cooling via inhibition of the Stokes-scattering process or en-
hancement of anti-Stokes scattering even for low-finesse opti-
cal cavities. Ground state cooling can be realized without the
requirement of resolved sideband condition, as long as the loss
or gain bandwidth of the two-level ensemble is narrow enough.

(a) (b)

(c) cooling laser

ωL

ωm

ωat

Fig. 10. (a) Couple two-level atoms to the optical cavity with a mov-
able mirror. The atoms are in the ground states. (b) The same as (a) but
the atoms are in the excited states. (c) Micromechanical membrane in
a cavity coupled to a distant atomic ensemble. Figures reproduced with
permission from: (a)–(b) Ref. [179] copyright (2009) and (c) Ref. [180]
copyright (2013) by the American Physical Society.

A similar hybrid system containing atoms was investi-
gated in Ref. [180] (Fig. 10(c)). Here, the atomic ensem-
ble was trapped in an optical lattice, and the center-of-mass

motion instead of internal states were considered. The cavity
mode mediates the interaction between the mechanical motion
of the membrane and the center-of-mass motion of the atomic
ensemble, leading to the effective interaction between these
two mechanical modes. By laser cooling of the atomic ensem-
ble, the membrane motion can be cooled via the effective in-
teraction. This does not require resolved sideband conditions
for the cavity, since the cavity mode acts as an intermediary.

Before conclusion, we would like to make some remarks
on the influence of laser phase noise on cavity optomechani-
cal cooling,[181–188] which is a technical factor that limits the
cooling process. The phase noise exists in many lasers, espe-
cially in diode lasers.[187] The phase fluctuation of the cooling
laser will induce the photon number fluctuation in the cavity
mode. This fluctuation is equivalent to a thermal bath cou-
pled to the mechanical resonator, and thus it limits the cooling
performance. In Ref. [182], Yin has proposed a double-mode
cooling configuration to reduce the influence of the laser phase
noise. A whispering-gallery mode cavity with double optical
modes is used, and the mechanical mode is coupled to both
cavity modes, with the resonance frequency equal to the fre-
quency splitting of the two cavity modes. It is shown that the
influence of phase noise can be strongly suppressed when the
system is in the resolved sideband regime.

5. Summary and outlook
In summary, we have reviewed the quantum theory, re-

cent experiments, and new directions of cavity optomechanical
cooling. Particularly, we summarize the new cooling scheme
along two directions: cooling in the strong coupling regime
and cooling beyond the resolved sideband limit. Novel cool-
ing schemes for efficiently suppressing the thermal noise are
still being explored. These schemes add complexity to the cur-
rent experimental systems, and thus efforts should be taken to
demonstrate these schemes in real experiments, which would
be possible in the near future. There are more appealing chal-
lenges such as cooling massive mechanical objects up to kilo-
grams and room-temperature ground state cooling of mechan-
ical resonators.

With currently rapid experimental and theoretical ad-
vances in cavity optomechanics, it opens up new avenues to
the foundations of quantum physics and applications. Quan-
tum manipulation of macroscopic/mesoscopic mechanical ob-
jects provides a direct method to test fundamental quantum
theory in a hitherto unachieved parameter regime. For ex-
ample, micro mechanical structures typically consist of 1014

atoms and weigh 10−11 kilograms, while gravitational wave
detectors comprise more than 1020 atoms and weigh up to sev-
eral kilogram. For applications, cavity optomechanics pro-
vides new aspects for measurement with high precision and
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for sensing with high sensitivity. Particularly, cavity optome-
chanics offers a new architecture for solid-state realization of
quantum information processing. The development of cavity
optomechanical cooling will enable quantum manipulation of
mechanical objects and generation of non-classical mechani-
cal states, which will provide unique resources for quantum
communication and quantum computation.
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