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Previously, we proposed a model of the circuitry underlying simple-cell responses in cat primary visual cortex (V1) layer 4. We argued
that the ordered arrangement of lateral geniculate nucleus inputs to a simple cell must be supplemented by a component of feedforward
inhibition that is untuned for orientation and responds to high temporal frequencies to explain the sharp contrast-invariant orientation
tuning and low-pass temporal frequency tuning of simple cells. The temporal tuning also requires a significant NMDA component in
geniculocortical synapses. Recent experiments have revealed cat V1 layer 4 inhibitory neurons with two distinct types of receptive fields
(RFs): complex RFs with mixed ON/OFF responses lacking in orientation tuning, and simple RFs with normal, sharp-orientation tuning
(although, some respond to all orientations). We show that complex inhibitory neurons can provide the inhibition needed to explain
simple-cell response properties. Given this complex cell inhibition, antiphase or “push-pull” inhibition from tuned simple inhibitory
neurons acts to sharpen spatial frequency tuning, lower responses to low temporal frequency stimuli, and increase the stability of cortical
activity.
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Introduction
Understanding the circuitry underlying response properties in
primary visual cortex (V1) remains a central problem in systems
neuroscience (Ferster and Miller, 2000) and serves as a model
problem for understanding cortical processing. Hubel and Wie-
sel (1962) proposed that the orientation selectivity of simple cells
in cat V1 layer 4 is shaped by an oriented arrangement of input
from cells in the lateral geniculate nucleus (LGN) that are not
tuned for orientation. Such an input pattern has been verified
experimentally (Tanaka, 1983; Reid and Alonso, 1995; Alonso et
al., 2001) but is not sufficient to explain simple-cell response
properties. In response to a drifting grating stimulus, the mean
LGN input to a simple cell grows with increasing contrast for all
orientations, so that the mean input evoked by nonpreferred ori-
entations at high contrast exceeds the peak input evoked by the
preferred orientation at low contrast (Troyer et al., 1998). Yet,
orientation-tuning bandwidth remains approximately constant
across contrasts, a phenomenon known as contrast-invariant ori-
entation tuning (Sclar and Freeman, 1982; Skottun et al., 1987;
Anderson et al., 2000b). Similarly, in response to a high temporal
frequency drifting grating (�20 Hz) that produces little or no
response in the great majority of V1 cells (Ikeda and Wright,
1975; Movshon et al., 1978; Holub and Morton-Gibson, 1981;
Saul and Humphrey, 1992b; DeAngelis et al., 1993; Freeman et

al., 2002), the great majority of LGN cells fire strongly (at levels
greater than half their response to their optimal temporal fre-
quency) (Freeman et al., 2002). Thus, a high-contrast, optimally
oriented 20 Hz grating should evoke a high mean rate of LGN
input to a simple cell (even if mechanisms that act as low-pass
filters remove the temporal modulation of the input) that exceeds
the peak LGN input in response to a sufficiently low-contrast
grating of optimal temporal frequency and orientation. Yet, al-
most all simple cells respond to the optimal low-contrast stimu-
lus and not to the 20 Hz high-contrast stimulus.

We suggested previously a model of cat V1 layer 4 that can
account for the contrast-invariant orientation tuning (Troyer et
al., 1998), temporal frequency tuning (Krukowski and Miller,
2001), and other response properties (Kayser et al., 2001; Laurit-
zen et al., 2001) of simple cells. The essential idea is that strong
feedforward inhibition (inhibition from cortical interneurons
driven by LGN inputs) that shows contrast-dependent responses
to all orientations and to all temporal frequencies that drive LGN
cells supplements feedforward excitation from LGN inputs to
account for simple-cell response properties. Given that most
layer 4 cells are simple (Gilbert, 1977; Bullier and Henry, 1979)
and given one report of a simple layer 4 inhibitory neuron (Gil-
bert and Wiesel, 1979), we assumed that the inhibitory neurons
providing this inhibition would be simple cells. The inhibition
and excitation received by a layer 4 simple cell have similar ori-
entation tuning (Ferster, 1986; Anderson et al., 2000a; Martinez
et al., 2002) but are arranged in a spatially opponent or “push-
pull” relationship; in ON subregions, light evokes excitation and
dark evokes inhibition, and vice versa in OFF subregions (Ferster,
1988; Hirsch et al., 1998; Anderson et al., 2000a). Therefore, our
model was based on antiphase inhibitory connectivity: an inhib-
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itory simple cell tended to connect to cells that preferred dark
where it preferred light, and vice versa. These inhibitory simple
cells were predicted to respond to all orientations in a contrast-
dependent manner, although showing a tuned peak of response,
and to show temporal frequency tuning like that of LGN cells.

Results of intracellular in vivo recording of cells that were
subsequently filled and reconstructed were reported recently
(Hirsch et al., 2000, 2003). A total of 10 anatomically identified
inhibitory neurons in cat V1 layer 4 have been recorded. Four had
complex of receptive fields (RFs) with mixed ON/OFF responses
throughout the responsive region. These cells showed approxi-
mately equal responses to all orientations with little (two cells) or
no (two cells) sign of orientation bias. The other six had simple
RFs: segregated, oriented ON and OFF subregions with push-pull
inhibition. These cells were well tuned for orientation in response
to high-contrast drifting bars, although two showed a substantial
response to all orientations. Reexamination of previous studies
supports the finding that a substantial fraction of cat V1 layer 4
interneurons are complex cells; of nine previously anatomically
identified such neurons, five were simple and three were complex
(one was unoriented center-surround) (Gilbert and Wiesel, 1979;
Martin et al., 1983; Kisvarday et al., 1985; Gabbott et al., 1988;
Ahmed et al., 1997). The orientation tuning of these complex
cells was not discussed. In addition, Azouz et al. (1997) anatom-
ically identified one layer 4 interneuron, which was orientation
untuned, although its complex or simple nature was not dis-
cussed. These results suggest that the broadly tuned inhibition
that we posited indeed exists but primarily in the form of
orientation-untuned complex, rather than simple inhibitory
neurons.

In this study, we explore the hypothesis that complex inhibi-
tory neurons lacking in orientation tuning and hypothesized to
have temporal tuning that follows that of their LGN inputs, pro-
vide the inhibition that explains the contrast-invariant orienta-
tion tuning and temporal frequency tuning of simple cells. We
also explore the role in this scenario of antiphase inhibition pro-
vided by the sharply tuned simple inhibitory cells. An abstract of
this work has been reported previously (Lauritzen and Miller,
2002).

Materials and Methods
The model we study is similar to a model described previously [“compu-
tational model” of Troyer et al. (1998)], with the major differences: (1)
that we have included two types of inhibitory cells, simple inhibitory cells
and the complex inhibitory cells recently described by Hirsch et al. (2000,
2003), and (2) that we have included NMDA as well as AMPA receptors
in excitatory synapses, as described by Krukowski and Miller (2001) but
with a different Mg 2� concentration. The detailed methods are as in
Troyer et al. (1998), except where otherwise described. Here, we present
the basics of the model along with the present additions.

Model input. The input to our model comes from 7200 LGN X-cells
arranged in four overlying 30 � 30 sheets of ON cells and four similar
sheets of OFF cells, with ON and OFF lattices offset by one-half square-
lattice spacing covering 6.8 � 6.8° of the visual field. We used four over-
lying sheets because we assumed each LGN X-cell received input from a
single retinal ganglion (RG) X-cell, and each RG X-cell projected to four
LGN X-cells (as in Wörgötter and Koch, 1991) [this value is intermediate
between values reported by Sherman (1985) and Peters and Yilmaz
(1993)].

LGN firing rates, in response to a drifting grating, were calculated by
assuming rates were sinusoidally modulated up to rectification at zero
rate about background rates of 10 and 15 Hz for ON and OFF cells,
respectively. The amplitude of the sinusoidal modulation was chosen so
that the first harmonic (F1) of the rectified responses matched experi-
mental values from one published X-cell (Sclar, 1987, Fig. 1). These LGN

data are used in most of our later studies (Kayser et al., 2001; Krukowski
and Miller, 2001; Lauritzen et al., 2001; Troyer et al., 2002) but not in our
original study (Troyer et al., 1998); these data are used because they are
the only published data of which we are aware that includes responses
both at multiple temporal frequencies and multiple contrasts. This LGN
cell has a high-contrast temporal frequency tuning curve (essentially
identical to the curve illustrated in Fig. 6b) that peaks at 16 Hz, which is
on the high end for LGN X-cells (Derrington and Fuchs, 1979; Lehmku-
hle et al., 1980; Sclar, 1987; Saul and Humphrey, 1990; Hamamoto et al.,
1994). However, its overall range of temporal tuning is more typical (e.g.,
the average tuning; over all X-cells shows a broad peak extending from 4
to 16 Hz with responses still above half-maximal at 32 Hz) (Sclar, 1987,
Fig 5C), and almost all LGN cells respond with more than one-half of
their maximal response to stimuli of �20 Hz (Freeman et al., 2002; but
see Lehmkuhle et al., 1980, and Saul and Humphrey, 1990, who found
lower LGN cutoffs). The data from the Sclar study determined the am-
plitude as a function of temporal frequency and contrast. This amplitude
was then scaled by a factor reflecting the spatial frequency of the grating,
given by the spatial frequency transfer function computed from the spa-
tial receptive field of LGN cells as provided by Troyer et al. (1998), with
the transfer function scaled so that its peak value is 1. Spikes were then
generated from these LGN firing rates in a random (Poisson) manner.
Overlying LGN cells have 25% correlation in their spike trains, matching
data showing correlation among LGN cells with overlapping RFs (Alonso
et al., 1996).

Model architecture. The model consists of a grid of 40 � 40 excitatory
simple cells (E) and two grids of 15 � 15 inhibitory cells, one of simple
cells (Is) and one of complex cells (Ic) (Hirsch et al., 2000, 2003). All cells
represent layer 4 cells, representing a two-third � two-third millimeter
patch of cortex corresponding to 0.75 � 0.75° in visual angle.

Each simple cortical cell was assigned a Gabor function describing its
RF, with orientation given by a measured orientation map from cat V1,
spatial frequency of 0.8 cycles per degree, retinotopic position progress-
ing uniformly across the sheet, and spatial phase assigned randomly to
each cell. The precise parameters used for the Gabor functions were those
specifying the “broadly tuned” cells of Troyer et al. (1998), reproducing
the observed (Ferster et al., 1996; Anderson et al. 2000a) 35° half-width at
half-height (HWHH) of the orientation tuning of intracellular voltage
modulations in response to optimal sinusoidal gratings. The connection
strength from LGN cells to a cortical simple cell was determined, as in
Troyer et al. (1998), by a probabilistic sampling of the Gabor function of
the cell, in which positive regions of the Gabor are converted to proba-
bilities of a connection from an ON cell centered on that point and
negative regions converted to probabilities of OFF cells connecting.

The complex cell RFs were constructed to have dimensions compara-
ble with the simple cells, but round, by giving them a Gabor envelope
with a diameter equal to the geometric mean of the length and width of
the simple cells. The LGN connections were determined with the same
algorithm as for the simple cells with the difference that a random num-
ber was assigned as the phase for each possible connection. That is, a
Gabor RF with the preferred orientation given by the orientation map
was assumed, but the phase of this RF was chosen randomly for each
possible LGN connection to determine the probability of that connec-
tion. This caused the cell to receive input from both LGN ON and OFF
cells at any given retinotopic point, resulting in mixed ON-OFF RFs
untuned for orientation, but overall to receive the same amount of LGN
input as the simple cells.

Cortical cells were modeled as single-compartment conductance-
based integrate-and-fire neurons as in the Troyer et al. (1998) study, and
the two types of inhibitory cells had the same biophysical parameters.
Each cell received stimulus-independent background excitatory input
(Poisson) at a rate of 4000 Hz. This, along with the spontaneous activity
of the LGN inputs, resulted in background firing rates of �0.7 Hz for
excitatory cells, 1–2 Hz for simple inhibitory cells, and 30 – 40 Hz for
complex inhibitory cells. The spontaneous rate for complex cells is some-
what high but comparable with rates of �20 Hz reported for similarly
nonspecific inhibitory interneurons in other areas of the cortex (Simons
and Carvell, 1989; Swadlow, 1989, 1990, 1991, 1994; Brumberg et al.,
1996). The rates could be decreased without substantial changes in over-
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all model behavior by decreasing the background inputs to complex cells
(we kept these identical to all cortical cells for simplicity) or by including
inhibitory chemical synapses between complex cells (Tamas et al., 1997,
1998; Gibson et al., 1999; Galarreta and Hestrin, 2002) or lowering the
strength of LGN inputs to complex cells (we kept the strengths of LGN
inputs identical on all cortical cells for simplicity). These could be com-
pensated by increasing the synaptic strengths of connections from com-
plex cells, but we have not explored any of these steps.

NMDA-mediated conductances (Krukowski and Miller, 2001; Laurit-
zen et al., 2001), in addition to the AMPA-mediated conductances, were
added to all excitatory synapses, except for the thalamocortical synapses
onto inhibitory cells, which were purely AMPA mediated, after evidence
that there was little NMDA in excitatory synapses onto inhibitory cells
(Ling and Benardo, 1995; Angulo et al., 1999). The relative strength of
NMDA and AMPA conductances was set in terms of the integrated cur-
rent (i.e., the total charge transfer) through excitatory conductances
when the postsynaptic cell was clamped at the spike-threshold voltage.
Seventy-five percent of the integrated current in all synapses was medi-
ated by NMDA, which is the value obtained by matching AMPA and
NMDA amplitudes to those observed at thalamocortical synapses at the
oldest ages studied in thalamocortical slices (Crair and Malenka, 1995),
using a physiological level of extracellular Mg 2�. NMDA was modeled as
in the study by Krukowski and Miller (2001), except that Mg 2� concen-
tration of 1.3 mM rather than 100 �M was used. The latter figure was an
error and led us to conclude that �90%, rather than 75%, of integrated
current was carried by NMDA.

The probability of forming a synapse between any pair of simple cells
depended on the correlation between their sets of LGN inputs, as de-
scribed by Troyer et al. (1998). The probability of a connection from an
excitatory cell monotonically increased with the degree of correlation,
whereas the probability of a connection from an inhibitory cell mono-
tonically increased with the degree of anticorrelation. As shown in Troyer
et al. (1998) (see Fig. 8 B), the result is that the distribution of orientation
differences between connected cell pairs peaks at zero difference and falls
to zero at differences of approximately �30°, whereas the distribution of
phase differences peaks at zero difference for excitatory synapses and at
180° for inhibitory synapses, and falls to zero over approximately �60°
from the peak. The result of this connectivity pattern is that the excitatory
currents and inhibitory currents received by a cell in response to pre-
ferred orientation drifting gratings modulate approximately at opposite
phases across spatial (see Fig. 4b) and temporal frequencies (Krukowski
and Miller, 2001, their Fig. 1B,C).

Connections from complex cells only depend on the distance between
the receptive fields of the two cells, with 10% probability of forming a
synapse onto cells less than 150 �m away and zero otherwise. For sim-
plicity, complex cells only receive thalamocortical input. These connec-
tivity rules yield the basic cortical circuit structure within a single iso-
orientation column shown in cartoon form in Figure 1a. An important
feature of the model is that the inhibition is dominant over feedforward
excitation, rather than precisely balancing it.

The thalamocortical and E3E synapses displayed depression, with f �
0.563, � � 99 msec (LGN), and f � 0.875, � � 57 msec (E3E). Here, f is
the synaptic efficacy immediately after a presynaptic spike, and � is the
time constant of recovery, as in Abbott et al. (1997). The experimental
basis for these depression parameters is discussed in Table 1 of Kayser et
al. (2001). Connections onto and from inhibitory cells may also express
use-dependent changes (Gupta et al., 2000), but these have been omitted
for simplicity.

As described previously (Troyer et al., 1998), we defined the total
synaptic strength of a given type received by a cell by the following: (1)
assuming the cell is voltage clamped at threshold; (2) over time, for each
synapse, integrating the synaptic current induced by one presynaptic
spike; and (3) summing over all synapses of the given type. Thus, total
synaptic strength is expressed as nA msec. For simulations using only
simple-cell inhibition, Is3Is connections were set to zero, because Is3Is

connections can create instability in such a network unless they are very
weak (Krukowski, 2000). The remaining connection strengths were 20
(LGN), 5 (E3E), and 5 nA msec (Is3E), as used previously for networks
containing only simple-cell inhibition with the synaptic depression pa-

rameters used here (Krukowski, 2000). When a mixture of complex- and
simple-cell inhibition was included, the total synaptic weight received by
a cell from each type of connection was: 25 (LGN), 4 (Ic3E), 10 (Ic3Is),
8.5 (E3E, Is), and 8 nA msec (Is3E, Is). For simulations using only
complex-cell inhibition, strengths were identical to these, except that all
connections from Is cells were set to zero. These strengths were set em-
pirically in a stepwise manner. First, LGN strengths were set to yield
discernible orientation tuning of the firing rate of the excitatory cortical
cells at the lowest contrast (2.5% contrast) in a network without intra-
cortical connections. This strength was sufficient for a network with only
simple cell inhibition, in which inhibition is withdrawn at the optimal
orientation and phase, but it needed to be increased to obtain robust
tuning that overcame noise fluctuations in a network with complex cell
inhibition. In an iterative process, LGN strengths were set to the mini-
mum values that allowed this, whereas Ic3 E connections were set to
give reasonably sharp orientation tuning of E cells without too much
dampening of preferred responses. Once this was achieved, E3 E con-
nections were set to give reasonable overall spike rates to a preferred
stimulus, and E3 Is connections were set equal for simplicity; then, Ic3
Is connections were increased to yield sharp orientation tuning of Is cells;
finally, connections from Is cells were set to give a reasonable inhibitory
current modulation in E-cell responses and were set equal onto E and Is

cells for simplicity. In simulations of Figure 7, as indicated in Results, all
intracortical synaptic strengths from Ic and E cells were increased by 20%;
synaptic strengths from LGN and, when present, from Is remained at
default levels.

Each simulation started with a blank screen for 1 sec, with LGN cells
firing at their background rates to equilibrate the network, followed by an
additional 0.25 sec with a grating stimulus to suppress transients before
actually recording data for 1 sec of simulated time as the grating stimulus
continued. For all figures, except Figures 2 and 3, simulations were run at
40% contrast with a grating oriented at 128° to avoid artifacts of the grid
with the stimulus. Tuning curves were calculated from 20 such simula-
tions (with different random seeds for the Poisson spike trains of the
LGN inputs) and from responses of all cells with preferred orientations
within �5 of 128°. To determine orientation tuning curves (Figs. 2, 3),
responses were obtained from gratings having each of 18 orientations
from 8 –178° � 10° at each of the indicated contrasts, using one repeti-
tion of each grating. Cells were binned by preferred orientation in bins of
�5° around each grating orientation. The tuning curve of each bin was
determined, and tuning curves of different bins were averaged together
by equating the central orientation of each bin (representing orientation
0° in Fig. 2).

Toy model. To assess the stabilizing effect of the push-pull inhibition,
we constructed a simple model consisting only of current input to a
simple cell. The firing rate of the cell is r(t) � [Iff(t) � Iex(t) � Ic � Is(t) �
�] �, with Iff(t) � [sin(t)] � as the thalamocortical input current, Iex(t) �
r(t) � wex as the excitatory recurrent input current, Ic � C as the constant
complex cell inhibitory current, and Is(t) � [ws � sin(t � �)] � as the
simple inhibitory cell push-pull current (t, time in cycles; �, firing thresh-
old; wex, recurrent excitatory input strength; ws, simple inhibitory cell
input strength). [x] � � x if x � 0, and 0 otherwise. In the presented
simulations, we vary C and wex and fix ws � 15, � � 0. Changing ws varies
the stable regime for simple-cell inhibition, and increasing � has the same
effect as increasing Ic. The value ws � 15 was chosen to make excitatory
and inhibitory currents of approximately equal amplitude in Figure 8b.
Any value of ws �0 increases the stable area (see Fig. 8c), with a greater
increase in area for larger ws.

Computing the effect of variability in integration times. In the Discus-
sion, we state an approximate estimate of the effects of variability of LGN
integration times (Saul and Humphrey, 1990; Mukherjee and Kaplan,
1995) on the amplitude of temporal modulation of the LGN input to a
simple cell, which is obtained as follows. We considered the change in
amplitude from 2 to 8 Hz drifting grating stimulation. To simplify, we
assumed that all of the inputs of the cell are perfectly in phase at 2 Hz, and
that their integration times are uniformly distributed between �� and �
about some central value. As a conservative assumption, we used � to
cover the full range of experimentally observed integration times, al-
though an individual simple cell receives LGN inputs with correlated
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temporal response properties (Alonso et al., 2001). Then, at 8 Hz, the
phases will be uniformly distributed between �� and �, where � � 2��
(6 Hz) in radians. The sum of the inputs at their peak at 8 Hz, ignoring the
effects of temporal integration for simplicity, is then proportional to ���

�

d� cos(�) � 2 sin(�), whereas the sum at 2 Hz is proportional to ���
� d�

cos(0) � 2�. Thus, the ratio of 8 Hz peak modulation amplitude to 2 Hz
peak modulation amplitude is r � sin(�)/�.

To apply this result, we considered a simple cell receiving only input
from nonlagged X-cells, because this is the only kind of input considered
in this study, most cat V1 cells receive primarily or exclusively X-cell
input (Ferster, 1990a, b), and the majority have only, or almost only,
nonlagged-type timing in their receptive fields (Saul and Humphrey,
1992a). Nonlagged X-cells have a range of integration times spanning
�35 msec (Saul and Humphrey, 1990) or less (Mukherjee and Kaplan,
1995) (setting, � � 0.35 msec yields r � 0.73). Lagged X-cells have a
broader range of integration times (�50 msec) (Saul and Humphrey,
1990), yielding r � 0.50. Cells that receive a mix of nonlagged and lagged
input appear to receive them in spatially segregated subregions (Saul and
Humphrey, 1992a) and could show greater demodulation resulting from
the relative phase shift between nonlagged and lagged inputs, which dif-
fer in mean integration time by 70 msec (Saul and Humphrey, 1990).
However, such cells are also likely to change their direction selectivity
with increasing temporal frequency (Saul and Humphrey, 1992b). Thus,
analysis of the modulation to an optimal stimulus with changing tempo-
ral frequency becomes more complicated, because the optimal stimulus
may change with temporal frequency.

Results
Model overview
The model contained the following three cortical cell types found
in cat V1 layer 4: orientation-tuned excitatory and inhibitory
simple cells with separate ON and OFF subfields, and inhibitory
complex cells untuned for orientation with mixed ON-OFF re-
ceptive fields (Hirsch et al., 2000, 2003). All cells received
thalamocortical input selected probabilistically, simple cell in-
puts chosen from ON-center inputs overlying ON subregions
and OFF-center inputs overlying OFF subregions (Hubel and
Wiesel, 1962; Tanaka, 1983; Reid and Alonso, 1995; Alonso et al.,
2001), and complex cell inputs chosen from all LGN cells whose
RFs overlap. Cortical connectivity was also determined probabi-
listically, with the most probable connections illustrated in the
cartoon in Figure 1a. The simple cells formed synapses primarily
to other cells with similar preferred orientation, according to the
correlation of their RFs. Excitatory synapses were formed to cells
with correlated RFs (similar preferred orientation and similar
absolute spatial phase; meaning that ON subregions of the two
cells tended to overlap in visual space and similarly OFF subre-
gions tended to overlap), and inhibitory synapses were formed to
cells with anticorrelated RFs (similar preferred orientation and
opposite absolute spatial phase; meaning that ON subregions of
one cell tended to overlap OFF subregions of the other cell). The
complex cells project randomly with equal (10%) probability to
all simple cells within 150 �m and, for simplicity, do not receive
any cortical input. The model contained simple cells preferring
all orientations and all spatial phases and a range of retinotopic
positions. In particular, the relative spatial phase (which refers to
the locations of ON and OFF subregions relative to the receptive
field center) of each simple cell is assigned randomly. Only recep-
tive fields with even symmetry are illustrated in Figure 1, but
these are not favored over other relative spatial phases in the
model.

We designed the architecture so that complex inhibitory cells
would lack orientation tuning, as observed, and the feedforward
inhibition from the complex cells would cause both inhibitory
and excitatory simple cells to have sharp orientation tuning with-

out responses to orientations orthogonal to the preferred. As
described in the Introduction, some simple inhibitory cells, al-
though sharply tuned, respond to all orientations (and thus could
provide some of the untuned inhibition needed to explain sharp

Figure 1. Overview of the model and its behavior with different types of inhibition. a, Car-
toon of model circuit. Top, Two excitatory simple-cell RFs. Bottom, Two inhibitory simple-cell
RFs, with ON (light gray) and OFF (dark gray) subregions. Both cell types are tuned for orienta-
tion. Middle, ON–OFF complex-cell RFs in medium gray, untuned for orientation. All RFs in the
cartoon are centered at the same retinotopic point. Complex cells inhibit all types of simple cells;
simple-cell connectivity is correlation based (push-pull), so that excitatory simple cells tend to
connect to other simple cells with which they are well correlated, and inhibitory simple cells
tend to connect to other simple cells with which they are strongly anticorrelated. The actual
model contains cells of all preferred orientations, spatial phases, and multiple retinotopic posi-
tions; only cells with even symmetric receptive fields and vertical preferred orientation are
shown in the illustration for convenience, but these are not favored over other types of simple
cells in the model. Connections are assigned probabilistically with the most probable connec-
tions shown in the cartoon. b–d, Example synaptic current traces for a single excitatory cell
when stimulating with a drifting grating; excitatory input is shown in black, and inhibitory input
is shown in gray. Left, Cell preferring the orientation of the grating. Right, Cell preferring the
orientation orthogonal to the grating. b, Simple-cell inhibition only. At the preferred orienta-
tion, inhibitory current modulates with time in antiphase with excitatory current. c, Complex-
cell inhibition only. Inhibitory current is unmodulated with time. d, Both simple-cell and
complex-cell inhibition. Inhibitory current at the preferred orientation has an unmodulated part
arising from the complex cell inhibition and a part modulated with time arising from the simple-
cell inhibition. The cell can reach threshold when the excitatory synaptic current is larger than
the inhibitory synaptic current; thus, the response at the preferred orientation is similar in all
three cases. At the orthogonal orientation, the inhibitory current dominates the excitatory
current at all times, and the cell will not fire.
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orientation tuning of other simple cells). Similarly, some excita-
tory simple cells in cats respond to all orientations (Azouz et al.,
1997). For simplicity, we ignored these facts and assumed that the
only orientation-untuned component of inhibition came from
complex cells (see Discussion for additional information).

Background: the LGN input to a simple cell
Before examining the effects of the model circuit, it is useful to
review the nature of the LGN input received by a simple cell in
response to drifting gratings of various orientations (Troyer et al.,
1998, 2002). In response to a preferred orientation grating, the
cell receives LGN input that is strongly temporally modulated
[see excitatory traces (black lines) in Figure 1, b–d, left; although,
these include intracortical as well as LGN excitation]. This occurs
because the preferred orientation grating causes all of the LGN
inputs to the simple cell to modulate their firing rates approxi-
mately in phase with one another, peaking together and reaching
low or zero firing rates together, so that the temporal modula-
tions of the individual LGN inputs add constructively to produce
a strongly modulated total LGN input. In response to a grating-
oriented orthogonal to the preferred (which we will refer to as the
null orientation of the cell), the cell instead receives an approxi-
mately constant, temporally unmodulated rate of LGN input
(Fig. 1b–d, right, excitatory traces). This input is temporally un-
modulated because the null-oriented grating drives different
LGN inputs to the cell at different times (some are reaching their
peak rates when others are at their lowest rates and others are in
the middle) and so the temporal modulations of the individual
LGN inputs add destructively. Thus, the total LGN input arrives
at a constant, temporally unmodulated rate corresponding to the
sum of the mean firing rates of all LGN inputs to the cell. This
mean rate of total LGN input is the same for gratings of any
orientation, because the mean rates of the individual LGN cells
are independent of orientation. Thus, gratings of different orien-
tations are distinguished, not by the mean rate of LGN input they
elicit but by the temporal modulation of that input, with the
strongest temporal modulation elicited by a grating of the pre-
ferred orientation of the cell and little or no modulation at the
null orientation.

The mean rate of total LGN input to a simple cell grows with
stimulus contrast, because the mean rates of the individual LGN
cells grow with contrast. This is a nonlinear effect. Because the
mean luminance does not change with changes in contrast, the
mean response also would not change if LGN responses were
linear in the image. It is induced by the fact that LGN firing rates
cannot decrease below zero, whereas they can increase to 100 Hz
or higher, which is many times their background level (10 –15
Hz) (Kaplan et al., 1987).

Because the mean input grows with contrast for all orienta-
tions, even a null-oriented stimulus can elicit a high rate of LGN
input at high contrast, even higher than the peak of the tempo-
rally modulated input elicited by a preferred orientation grating
at sufficiently low contrast. Yet, simple cells show contrast-
invariant orientation tuning (Sclar and Freeman, 1982; Skottun
et al., 1987; Anderson et al., 2000b), so that they respond to their
preferred orientation even at very low contrast and often do not
respond to the null orientation even at high contrast. This prob-
lem is solved by the feedforward inhibition in our model
network.

Orientation tuning
In simulations using drifting grating stimuli, we can block the
inhibition coming from one of the two inhibitory cell types. If we

block the complex-cell inhibition leaving only simple-cell inhibi-
tion, we also must turn off the Is3 Is connections to avoid insta-
bilities (Krukowski, 2000). (Unless these connections are very
weak, they lead to a winner-take-all competition between inhib-
itory cells of similar preferred orientation and opposite spatial
phase. Between inhibitory cells of two such opposite phases, only
the one receiving more LGN input at any given time would be
active. Orientation tuning in the simple-cell-only model depends
on the graded strength of antiphase inhibition; thus, such
winner-take-all behavior would greatly broaden the orientation
tuning of the excitatory cells.)

In this case, excitatory cells stimulated at their preferred ori-
entation receive excitatory and inhibitory synaptic input currents
that modulate out of phase with one another, thus allowing the
cells to reach threshold and fire at some point in their cycle (Fig.
1b, left). Cells preferring the orthogonal orientation will receive a
temporally unmodulated synaptic input from the LGN, regard-
less of their preferred phase. Thus, an excitatory cell will receive
both temporally unmodulated LGN excitation and temporally
unmodulated inhibition from inhibitory neurons of similar pre-
ferred orientation and approximately opposite absolute spatial
phase, which are equally driven by the LGN stimulus. Because the
inhibition is dominant, the excitatory cells will not fire (Fig. 1b,
right). This yields contrast-invariant orientation tuning for exci-
tatory cells, whereas the inhibitory simple cells, which do not
receive inhibition, have responses that mirror the tuning of the
LGN input: a response component tuned for orientation atop a
component untuned for orientation (Fig. 2a,b). As reported pre-
viously (Troyer et al., 1998; Krukowski, 2000), this result holds
and responses are stable for a wide parameter regime.

These inhibitory simple cells are primarily simple according to
the classical criteria of Hubel and Wiesel (1962), because they

Figure 2. Orientation tuning of cells in the network. a, b, Simple-cell inhibition only. a,
Excitatory simple cells display contrast-invariant orientation tuning. b, Inhibitory simple cells
have a component tuned for orientation atop a component untuned for orientation; thus, they
have a response to all orientations that increases with contrast. c, d, Complex-cell inhibition
only. Both excitatory ( c) and inhibitory ( d) simple cells display contrast-invariant orientation
tuning. Complex cells are untuned for orientation by design. When both complex-cell and
simple-cell inhibition are included, simple cell responses remain as in c and d (data not shown).
Error bars in this and subsequent figures are �1 SEM. Here, and in subsequent figures, tuning
curves show the mean (DC) response of the cells. Tuning of the F1 of the response is similar in all
cases.
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have spatially segregated ON and OFF subregions from which
their responses can be primarily understood. Furthermore, their
responses to a preferred orientation drifting grating have a ratio
of first harmonic to mean (F1/DC ratio) �1, another standard
criterion for simple-cell behavior (Skottun et al., 1991). However,
because they do not receive feedforward inhibition to counter the
nonlinear nature of their LGN input, they show several nonlinear
response characteristics that are not typical of simple cells. Their
orientation tuning is not invariant with stimulus contrast (Troyer
et al., 1998), and they show a period-doubled response to a
counter-phase grating 90° out of phase with the receptive field of
the cell (Wielaard et al., 2001).

If we instead block the simple-cell inhibition (onto both other
simple inhibitory cells and simple excitatory cells), leaving only
complex-cell inhibition, the inhibitory synaptic current from the
complex cells into the excitatory simple cells at the preferred
orientation is temporally unmodulated. Because the excitatory
synaptic current is temporally modulated, the membrane poten-
tial is still able to periodically reach threshold, so the cell will
respond (Fig. 1c, left). For cells preferring the orthogonal orien-
tation, both synaptic currents are unmodulated, so that the dom-
inant inhibition prevents responses (Fig. 1c, right). The only dif-
ference from the previous case (Fig. 1b, right) is that the
inhibitory synaptic current is now coming from the complex
inhibitory cells rather than the simple inhibitory cells. The inhib-
itory simple cells receive the same type of input, both excitatory
and inhibitory, as the excitatory simple cells, so both types of
simple cells now display contrast-invariant orientation tuning
(Fig. 2c,d).

If both types of inhibition are used, there is an extra contribu-
tion of temporally modulated inhibitory synaptic current at the
preferred orientation (Fig. 1d, left). This extra current is an-
tiphase with the excitatory synaptic current at the preferred ori-
entation and goes away at nonpreferred orientations (because the
inhibitory simple cells do not respond at these orientations) (Fig.
2d), and thus does not affect the orientation-tuning curves, which
remain the same as in Figure 2, c and d (data not shown).

Achievement of sharp, contrast-invariant, orientation-tuned
responses via complex-cell inhibition requires relatively tight
tuning of inhibitory strength (Fig. 3). If the complex-cell inhibi-
tion is too weak, responses at nonpreferred orientations are not
suppressed and orientation tuning becomes very wide (Fig. 3,
black line). If the complex-cell inhibition is too strong, responses
at preferred orientations are suppressed. Thus, overall responses
become very weak (Fig. 3, gray line), and contrast invariance of
tuning is lost at low contrasts. Only a relatively narrow range of
complex-cell inhibitory strengths approximately the value of 4
nA msec used in our simulations achieves sharp contrast-
invariant tuning with realistic response levels. This is quite differ-
ent from the case in which inhibition comes only from simple
cells. In that case, because simple-cell inhibition is antiphase to
excitation, even very strong inhibition does not interfere with
preferred-orientation responses; thus, a wide range of inhibitory
strengths gives realistic responses (Troyer et al., 1998). Physiolog-
ically, homeostatic mechanisms (Turrigiano and Nelson, 2000)
can adjust the overall level of inhibition (and excitation) of a cell
to keep its firing rate within a reasonable range. Such mechanisms
may provide the relatively fine tuning of overall inhibitory
strength required by complex-cell inhibition.

Spatial frequency tuning
Given complex-cell inhibition, what role does simple-cell inhibi-
tion play? For simple-cell inhibition to play a role in shaping the

responses of the cells, it must interfere with the excitatory drive
underlying responses. At the preferred orientation and spatial
frequency, the antiphase simple-cell inhibition is significant only
during temporal phases in which complex-cell inhibition already
dominates excitation, and thus it has little effect. However, if the
spatial frequency of the stimulating drifting grating does not
match the spatial frequency preference of the cells (approximate-
ly given by the spatial frequency component of the Gabor filter;
0.8 cycles per degree), simple-cell inhibition can impact re-
sponses. For example, for a drifting grating stimulus of 0.4 cycles
per degree, simple-cell inhibition rises (Fig. 4b) at times when
complex cell inhibition and excitation are comparable (Fig. 4a),
so that responses away from the preferred spatial frequency are
somewhat suppressed by the addition of simple-cell inhibition
(Fig. 4c,d). Thus, simple-cell inhibition serves to sharpen the spa-
tial frequency tuning of the simple cells.

To study how this inhibition serves to sharpen the spatial
frequency tuning, we examined the dependence of spatial fre-
quency tuning on the strength of simple-cell inhibition. The
HWHH of the spatial frequency tuning curve decreases with in-
creasing simple-cell inhibitory strength until this strength
reaches �8 nA msec, the default level of simple-cell inhibitory
strength used in our simulations with a mix of simple- and
complex-cell inhibition, at which point the HWHH reaches a
plateau level (Fig. 5). This sharpening is primarily attributable to
an increase in the low spatial frequency cutoff of the cells, defined
as the spatial frequency below the peak at which spike response is
50% of the peak response. There was no systematic change in the
high spatial frequency cutoff with simple-cell inhibition (data not
shown). Thus, there is a maximal level of simple-cell inhibition,
beyond which increases do not further sharpen spatial frequency
tuning, and this sharpening is primarily achieved by reducing the
response to gratings of low spatial frequency.

Figure 3. Tuning of the excitatory cell responses as a function of complex cell inhibition for
constant excitatory strength and no simple cell inhibition. The left axis and black curve show
half-width at half-height of the orientation tuning curve (*, 10% contrast;�, 20% contrast;E,
40% contrast; �, 80% contrast). Orientation tuning is lost when the inhibition is below �3.5
nA msec. For high levels of inhibition, orientation tuning at low contrasts appears broader
because responses are close to the spontaneous activity level of the cells. The right axis and gray
curve show the response to a preferred-orientation stimulus at 80% contrast. This response
decreases sharply with inhibition and has a physiologically realistic level of 20 – 40 Hz for
complex-cell inhibition at�4 nA msec, a level that also produces contrast-invariant orientation
tuning. The value used in the simulations was 4 nA msec.
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Temporal frequency tuning
We have shown previously that the model with only simple-cell
inhibition can explain the fact that cortical neurons have tempo-
ral frequency high-cutoffs at much lower frequencies than LGN
cells (Krukowski and Miller, 2001). The explanation relied on the
following two elements: NMDA receptor-mediated conduc-
tances (which we will refer to as NMDA) in synapses from LGN to

excitatory cells act as a low-pass filter, reducing the temporal
modulation of the excitatory input at higher frequencies and thus
primarily reducing this input to its mean; and the dominant in-
hibition prevents responses to the mean excitation. Note that this
explanation requires that some inhibitory neurons respond to the
high temporal frequencies that drive LGN cells.

This explanation of temporal frequency tuning also works
with complex-cell inhibition, and is even more powerful in this
case. Because complex-cell inhibition is not modulated at the
opposite phase of the excitation, less demodulation of the excita-
tion is required for the inhibition to dominate the excitation, and
temporal frequency high-cutoffs occur at lower frequencies than
in the previous model. Assuming that NMDA constitutes 75% of
the current in LGN synapses onto excitatory cells, which corre-
sponds to observations in rat thalamocortical slices (Crair and
Malenka, 1995), the resulting temporal frequency tuning of exci-
tatory simple cells shows little or no response above 4 Hz (Fig.
6a). In contrast, the complex inhibitory cells have temporal fre-
quency tuning that follows that of our model LGN input, cutting
off above 16 Hz (Fig. 6b). Defining the high-frequency cutoff as
the temporal frequency above the peak at which the mean spike
response is reduced to 50% of the peak response, the cutoff of
simple cells is �2 Hz. This is low but still within the range of cells
reported experimentally (Movshon et al., 1978; Freeman et al.,
2002). Decreasing the fraction of NMDA in the thalamocortical
synapses to the excitatory cells decreases the demodulation of the
excitatory input at higher temporal frequencies and hence causes
the high-frequency cutoff to increase (Fig. 6d). If the proportion
of NMDA is halved from the amount we assumed, the cutoff is
�6 Hz, which is a representative experimental cutoff value for
cortical cells (Ikeda and Wright, 1975; Movshon et al., 1978;
Holub and Morton-Gibson, 1981; Saul and Humphrey, 1992b;
DeAngelis et al., 1993; Freeman et al., 2002). In simulations with-
out NMDA, we found that cortical temporal tuning closely fol-
lows LGN tuning (data not shown).

Figure 4. Spatial frequency tuning of simple cells is sharpened by simple-cell inhibition. a, b,
Excitatory (black) and inhibitory (gray) synaptic currents versus time for a grating at a low
spatial frequency (0.4 cycles per degree). a, Complex-cell inhibition only. b, Simple-cell and
complex-cell inhibition. The modulated component of the inhibition interferes in time with the
excitatory current, thus decreasing the firing rate of the cells. c, Response of the excitatory
simple cells when stimulated with gratings of different spatial frequencies. Black, Complex cell
inhibition only; gray, simple-cell and complex-cell inhibition. The arrow shows the frequency of
the Gabor function defining simple-cell receptive fields. Adding simple-cell inhibition sup-
presses the response for frequencies from this Gabor frequency, thus sharpening the spatial
frequency tuning of the simple cells. d, Response of inhibitory simple cells. Conventions are the
same as those in c.

Figure 5. Spatial frequency tuning as a function of the simple-cell inhibition. The left axis
and black curve show half-width at half-height of the spatial frequency tuning curve of the
excitatory simple cells. This decreases with increasing simple-cell inhibition to a plateau level.
The right axis and gray curve show the low spatial frequency cutoff of the cells. This increases
similarly to the decrease in the half-width at half-height, indicating that it is the main contrib-
utor to the sharpening of the spatial frequency tuning.

Figure 6. Temporal frequency tuning of simple cells is not dependent on simple-cell inhibi-
tion. a, Response of the excitatory simple cells when stimulating with gratings of increasing
temporal frequency. Black, Complex-cell inhibition only; gray, both simple-cell and complex-
cell inhibition. Temporal frequency cutoff is similar in both cases. Temporal frequency cutoff for
inhibitory simple cells is the same (data not shown). b, Temporal frequency tuning for the
complex inhibitory cells follows the tuning of the LGN input. c, Response to stimulation with a
drifting grating at 1 Hz for increasing simple-cell inhibition. The response decreases until
simple-cell weights reach �6 nA msec, and then it levels off. d, High temporal frequency cutoff
as a function of the NMDA fraction in the thalamocortical synapses. The cutoff is similar both for
complex cell inhibition only (black) and combined simple-cell and complex-cell inhibition
(gray).
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The addition of simple-cell inhibition up to �6 nA msec
causes a decrease in the response to gratings at low temporal
frequencies (Fig. 6c). Because the simple-cell inhibition does not
affect the response at higher temporal frequencies, it does not have a
significant effect on the temporal frequency cutoff (Fig. 6d).

Temporal frequency tuning of inhibitory simple cells in the
model is primarily identical to that of excitatory simple cells (data
not shown). This is easily understood because the inhibitory sim-
ple cells in the model receive the majority of their excitatory drive
from excitatory simple cells, and their overall tuning follows that
of this excitatory drive. We did not include NMDA in LGN syn-
apses onto inhibitory cells; thus, the LGN-driven component of
excitation does not demodulate with increasing temporal fre-
quency and, hence, yields tuning like that of the LGN inputs,
adding a small excitatory component at higher temporal frequen-
cies to inhibitory simple-cell responses. Both factors, the relative
strength of their feedback versus feedforward excitatory drive
and the proportion of NMDA, if any, in their LGN synapses,
shape the temporal frequency tuning of inhibitory simple cells.
Because these are not well experimentally constrained, we cannot
make strong predictions as to the exact temporal frequency tun-
ing of the inhibitory simple cells other than to point out how it
will be controlled by these two factors.

Network stability
The network including only simple-cell inhibition is stable for a
fairly large parameter regime (Troyer et al., 1998). Here, we show
that the network including only complex-cell inhibition is fragile
and prone to at least one form of instability, and that simple-cell
inhibition can help to expand the stable parameter regime.

If we increase all intracortical synaptic weights, both excita-
tory and inhibitory, by 20% in a network with only complex-cell

inhibition, a drifting grating of one orientation evokes tonic fir-
ing from cells preferring all orientations (Fig. 7a). The recurrent
excitatory synaptic current builds over time, resulting in uncon-
trolled firing (Fig. 7c,e). Adding simple-cell inhibition restores
the network to a stable firing state (Fig. 7b,d,f). The increased
inhibitory synaptic current from the simple cells acts to reset the
network during nonresponsive phases of the stimulus, shutting
down overactive cells and stabilizing the network.

To explore the conditions for this stabilization effect to occur,
we constructed a toy model of a simple cell receiving the follow-
ing four input currents: a thalamocortical input modulated with
time, a recurrent excitatory input proportional to the activity of
the cell, a complex-cell inhibitory input constant with time, and
an antiphase simple-cell inhibitory input modulated with time.
The response of the cell, r, is the difference between its excitatory
and inhibitory inputs, rectified over a threshold, �. For fixed
threshold and simple-cell inhibitory strength, we can determine
the stability of the model for a range of excitatory recurrent
strengths and inhibitory complex strengths. By defining the sta-
ble regime as one in which the response of the cell is larger than a
minimum response but does not grow indefinitely, we can compare
the size of the stable regime both with and without simple-cell inhi-
bition (Fig. 8c). For both scenarios, the minimum response is found
for the same parameters, because simple-cell inhibition is out of
phase with excitation. However, the size of the parameter regime in

Figure 7. Simple-cell inhibition can stabilize otherwise unstable network. a, c, e, Complex-
cell inhibition only. b, d, f, Simple-cell and complex-cell inhibition. a, b, Raster plots of all
excitatory cells arranged according to their preferred orientation. Although the activity of the
network spreads to all orientations for complex-cell inhibition only, adding simple-cell inhibi-
tion can restrict the activity to cells only at the preferred orientation of the grating. c, Membrane
potential. e, Synaptic current for a single cell. Black, Excitatory current; gray, inhibitory current.
Excitatory synaptic current increases and is not shut off again. d, f, Same as c and e with the
addition of simple-cell inhibition. The addition of antiphase-modulated inhibition is enough to
shut off excitatory current.

Figure 8. In a toy model, stable parameter regime is increased by simple-cell inhibition. a, b,
Excitatory input current (black) and inhibitory input current (gray) to a cell. Although excitatory
current can grow without bound with complex inhibition only, simple-cell inhibition resets the
excitatory current on each cycle, thus stabilizing network activity. c, Stability of the response as
a function of complex inhibitory strength, C, and excitatory strength, wex , for fixed simple-
inhibition strength. White, Parameter regime in which responses to preferred orientation are
too low (	2); light gray, stable response for both types of inhibition; medium gray, uncon-
trolled response for complex inhibition only but stable for simple-plus complex inhibition; dark
gray, unstable for both types of inhibition. Adding simple-cell inhibition significantly increases
the stable parameter regime of the toy model. X indicates the case shown in a and b. C � 0.5;
wex � 1.022.
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which the activity does not grow indefinitely is significantly in-
creased when including antiphase simple-cell inhibition. For the
fixed parameters used here, the ratio of the area of the two stable
regimes is �2:1. The degree of this increase depends on the strength
of the simple-cell inhibition, but even very weak simple-cell inhibi-
tion causes an increase in the area of the stable regime (data not
shown). Thus, we can conclude qualitatively that simple-cell inhibi-
tion increases the size of the stable regime, although we cannot draw
a parameter-free conclusion as to the size of this increase. Compar-
ing the relative size of the inhibitory and excitatory traces in Figure 7f
to those in Figure 8b indicates that the simple-cell inhibitory strength
in the toy model, which achieves a 2:1 increase in stability, is compa-
rable with the strength in the full model.

Discussion
We have shown that feedforward inhibition from complex inhib-
itory cells that are untuned for orientation, as observed by Hirsch
et al. (2000, 2003) in cat V1 layer 4, can combine with feedfor-
ward excitation from LGN inputs to explain the sharp, contrast-
invariant orientation tuning of layer 4 simple cells. Assuming that
these inhibitory cells follow the LGN inputs in their temporal
frequency tuning, and given NMDA receptor-mediated conduc-
tances in LGN synapses, this can also explain the low-pass tem-
poral frequency tuning of simple cells. However, the parameter
regime where this is achieved is restricted. Given complex cell
inhibition, antiphase simple-cell inhibition acts to somewhat
sharpen the spatial frequency tuning of simple cells, to reduce
their responses to low temporal frequency stimuli, and to help
stabilize the network, somewhat expanding the allowable param-
eter regime.

Model predictions
Predictions of the model include the following: (1) Simple cells
receiving significant thalamic excitation should receive a compa-
rable level of orientation-untuned inhibition, yielding detectable
conductance changes in response to a stimulus oriented perpen-
dicular to the preferred. Such conductance changes were seen in
some but not all simple cells studied by Anderson et al. (2000a).
Cells receiving little thalamic input could inherit their tuning
from cells receiving such input and hence would not require such
conductance changes. (2) Complex inhibitory cells should have
temporal frequency tuning like that of the LGN inputs, respond-
ing to high temporal frequencies to which few other cortical cells
respond. This gains some support from results in rabbit somato-
sensory (Swadlow, 1989, 1991) and motor (Swadlow, 1994) cortex
that suspected interneurons (SINS) follow much higher temporal
frequencies of peripheral stimulation than other cortical cells. (3)
Thalamocortical synapses onto excitatory cells should include a sig-
nificant NMDA receptor-mediated component. This agrees with
slice studies of thalamocortical synapses (Crair and Malenka, 1995;
Gil and Amitai, 1996) and with some (Miller et al., 1989) but not
other (Fox et al., 1989) studies of V1 physiology.

In addition, assumptions as to circuit structure need testing.
We assumed that simple inhibitory cells in layer 4 receive strong
LGN input that is specifically arranged like that of other simple
cells (Tanaka, 1983; Reid and Alonso, 1995; Alonso et al., 2001)
and make connections that tend to be antiphase (Ferster, 1988;
Hirsch et al., 1998; Anderson et al., 2000a), and that complex
inhibitory cells in layer 4 receive strong LGN input that is non-
specific and project nonspecifically to other cortical cells.

Complex-cell feedforward inhibition as a solution to the
problem posed by the LGN inputs
The problem posed by the LGN inputs to a simple cell is that the
mean rate of LGN input grows with contrast at both nonpre-
ferred orientations and high temporal frequencies, yet most ex-
citatory simple cells do not respond to these stimuli. The solution
we proposed is that broadly tuned feedforward inhibition cancels
this mean input, allowing responses only to the peaks of tempo-
rally modulated excitatory input. This inhibition might arise
from orientation-untuned complex cells (this study) or simple
cells that respond to all orientations (previous studies). Because
Hirsch et al. (2003) found that a minority of inhibitory simple
cells responds strongly to all orientations (see Introduction),
both types of inhibitory cells may actually contribute; we focused
on a single type for simplicity.

We argue that a significant part of this inhibition must be
feedforward for two reasons. First, in response to the positive
pulse of LGN input evoked by transient nonpreferred stimuli
such as a high-contrast flashed bar or grating of the null orienta-
tion of the cell, the inhibition must arrive in time to prevent
spiking [see Gillespie et al. (2001) and Felsen et al. (2002) for
evidence that many cat V1 cells do not respond to such stimuli].
The stimulus evokes a positive pulse of input because it excites
some LGN inputs to the simple cell and inhibits others, and those
that are excited can raise their firing rates much more strongly
than those that are inhibited can lower theirs. Fast-spiking inhib-
itory cells have higher resistances and lower thresholds than ex-
citatory cells (McCormick et al., 1985) and thus can respond very
rapidly (e.g., within 0 –1 msec after thalamic action potentials
reach cortex in rabbit somatosensory cortex) (Swadlow, 1995).
Hence, these cells can spike in time to prevent spiking in excita-
tory cells (Somers et al., 1995). Consistent with this, shocks to
LGN elicit in LGN-recipient cortical cells a short depolarization
followed by, before spike threshold is reached, a massive hyper-
polarization (Ferster and Jagadeesh, 1992) induced by inhibitory
neuronal firing. Second, the required inhibition seems likely to be
driven by LGN rather than cortical excitation, because it must be
driven by stimuli that excite LGN cells but do not excite most
cortical cells. However, the minority of excitatory simple cells
that does respond to the stimulus (a very small minority in the
case of high temporal frequency stimuli) (Freeman et al., 2002)
might provide this excitatory drive for steady state rather than
transient stimuli. The inhibitory cells may of course also receive
excitation from cortical cells. We only argue that the LGN-driven
component of inhibition seems necessary and is sufficient to
shape simple-cell orientation and temporal frequency tuning.

The solution via complex-cell inhibition requires relatively
fine tuning of overall complex inhibitory strength. However, no
additional specificity of these connections is needed; it suffices
that complex cells receive topographic but otherwise nonspecific
LGN input and project nonspecifically to nearby cortical cells.
Thus, homeostatic mechanisms that can control overall inhibi-
tory strength (Turrigiano and Nelson, 2000) could suffice to
guide development of this inhibition. Hebbian mechanisms can
guide development of inhibitory and excitatory simple-cell con-
nections (Kayser and Miller, 2002).

The inclusion of complex-cell inhibition is consistent with
experiments suggesting a push-pull arrangement of excitation
and inhibition onto simple cells. Dark elicits inhibition in the RF
where light elicits excitation and vice versa (Ferster, 1988; Hirsch
et al., 1998). This is consistent with inhibition that is antiphase to
excitation but also with partly or entirely phase-nonspecific inhi-
bition along with phase-specific excitation; excitation, when
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evoked, overwhelms inhibition, and otherwise inhibition is seen.
In response to optimal drifting gratings, the evoked inhibitory
conductance in simple cells shows both a mean, or DC compo-
nent, and a temporal modulation that is nearly antiphase to that
of excitatory conductance (Anderson et al., 2000a). This is con-
sistent with a circuit containing only antiphase simple-cell inhi-
bition, because factors that cause inhibitory simple-cell firing
rates to increase from background more strongly than they de-
crease, such as excitatory feedback and the minimum firing rate
of zero, induce a DC. However, it is also consistent with a com-
bination of antiphase simple-cell inhibition and complex-cell
inhibition.

The orientation tuning of inhibition to simple cells is strongly
peaked at the preferred orientation, dropping to low values at the
orthogonal orientation (Ferster, 1986; Anderson et al., 2000a;
Martinez et al., 2002; but see Monier et al., 2003). This suggests
that orientation-tuned simple-cell inhibition is much stronger
than orientation-untuned complex-cell inhibition.

Alternative solutions to the problem posed by the LGN inputs
With respect to orientation tuning, an alternative possible source
of inhibition is cross-orientation inhibition (inhibition, in re-
sponse to nonpreferred orientations, arising from more distant
tuned neurons preferring those orientations). Such inhibition
would have to be weak because inhibition driven by the cross
orientation is typically weak in layer 4 (Ferster, 1986; Anderson et
al., 2000a; Martinez et al., 2002). There is no need to invoke such
inhibition, given the presence of untuned local inhibition (Hirsch
et al., 2000, 2003). Such local inhibition can also explain temporal
frequency tuning, which could not be explained by cross-
orientation inhibition.

Related proposals were made in a model of monkey V1 layer 4
(McLaughlin et al., 2000; Wielaard et al., 2001). In this model, all
cortical cells, both excitatory and inhibitory, received simple-cell
patterns of LGN input and nonspecific, inhibition-dominated
input from other cortical cells, both excitatory and inhibitory,
within a given radius. The result was that cells received phase-
nonspecific feedforward inhibition, similar to our complex cell
model. However, the absence of a phase-specific inhibitory com-
ponent is inconsistent with findings in cats that inhibitory con-
ductance to a drifting bar or grating is temporally modulated,
approximately antiphase to excitatory conductance (Ferster,
1986, 1988; Anderson et al., 2000a). Furthermore, this connec-
tivity scheme predicts that cells in linear zones of the orientation
map respond to all orientations, whereas cells near orientation
pinwheels show sharp orientation tuning (but see Kang et al.,
2003). This is incorrect in cats, in which pinwheel and linear zone
cells show spiking orientation tuning of the same width (Maldo-
nado et al., 1997; Schummers et al., 2002). Pinwheel cells show
broader voltage orientation tuning than linear zone cells
(Schummers et al., 2002); although it is unclear whether this
holds in layer 4, this is suggestive of a distance-dependent com-
ponent of connectivity that is excitation-dominated, rather than
inhibition-dominated, which we neglected. Finally, this connec-
tivity scheme predicts that simple cells showing sharp orientation
tuning should receive approximately equal intracortical inhibi-
tion in response to stimuli of all orientations, whereas cat layer 4
simple cells have inhibitory tuning that is strongly peaked at the
preferred orientation (Ferster, 1986; Anderson et al., 2000a; Mar-
tinez et al., 2002).

In some respects, synaptic depression acts as a high-pass filter
(Abbott et al., 1997; Tsodyks and Markram, 1997) and thus might
eliminate changes in the mean LGN input, leaving only temporal

modulations of that input. This could reduce or eliminate the
need for feedforward inhibition. Our explorations to date suggest
that, although synaptic depression can reduce the stimulus-
induced mean LGN input to a simple cell, it cannot eliminate it,
except at the lowest temporal frequencies (1–2 Hz) with very
strong depression [“train” parameters of Kayser et al. (2001) vs
the weaker “pulse” parameters used here, which do not eliminate
the untuned mean LGN input] (Fig. 2b). In the course of a pre-
vious study (Kayser et al., 2001), we found that even with strong
(train) depression, inhibition was required to obtain contrast-
invariant orientation tuning. Furthermore, including such strong
depression tends to eliminate the differences between stimulus
contrasts, so that after incorporating the contrast saturation of
LGN responses (Sclar, 1987; Cheng et al., 1995), cortical cells
tend to saturate at significantly lower contrasts than observed
experimentally (Kayser et al., 2001).

Strong depression might render voltage responses to high
temporal frequency stimuli small enough that an appropriate
threshold could explain the high-frequency cutoff of cortical cells
without requiring that such stimuli evoke inhibition. However,
preliminary investigations suggest that, in this scenario, an ap-
propriate threshold for high-contrast stimuli will unrealistically
suppress responses to low-contrast stimuli.

Inhibitory neurons in other systems and the function of
simple inhibitory neurons
Studies in a variety of cortical systems in rodents and rabbits have
identified SINS in extracellular recordings and found that SINS
are broadly tuned or untuned for the parameters for which other
nearby cells are tuned (Swadlow and Weyand, 1987; Swadlow,
1988, 1989, 1990, 1991, 1994, 1995, 2003; Simons and Carvell,
1989; Miller et al., 2001; Bruno and Simons, 2002; Swadlow and
Gusev, 2002). In particular, in rabbit V1, SINS are untuned for
orientation and have mixed ON–OFF receptive fields similar to
the complex cells studied here, whereas most other cells are tuned
(Swadlow, 1988). The basis of this, at least in rat S1 whisker
barrels (layer 4), is that SINS unselectively pool large numbers of
functionally diverse thalamic inputs, receiving input on average
from 65% of the thalamic neurons representing the same whisker
(Bruno and Simons, 2002; Swadlow and Gusev, 2002). The high
probability (�0.6) of gap junction connections between nearby
interneurons of a given physiological type, fast-spiking (FS) or
low-threshold spiking (LTS) (Galarreta and Hestrin, 1999, 2001,
2002; Gibson et al., 1999), also suggests that rodent interneurons
are functionally nonspecific. Note that the simple– complex in-
terneuron distinction in cat V1 does not correspond to this
FS–LTS distinction (Hirsch et al., 2000, 2003).

These unselective inhibitory neurons receiving unselective
thalamic input seem analogous to the complex inhibitory neu-
rons reported by Hirsch et al. (2000, 2003). In contrast, simple
inhibitory neurons, which have equally selective orientation tun-
ing and subregion structure as their excitatory neighbors, are
likely to receive specifically arranged ON and OFF LGN inputs
like other simple cells (Tanaka, 1983; Reid and Alonso, 1995). It
seems unlikely that they could show extensive gap junction cou-
pling without losing their phase specificity, because simple cells
of all preferred spatial phases are likely to be present in a local
region (DeAngelis et al., 1999). We suggest that the complex-cell
interneurons correspond to the rodent and rabbit SINS, whereas
simple-cell interneurons either correspond to an unreported type
of interneuron in rodents and rabbits, or are an evolutionarily
new type of interneuron not found in rodents and rabbits.

If simple-cell interneurons are evolutionarily new, the ques-
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tion arises what function they serve. The answers we found here,
sharpening spatial frequency tuning, reducing low temporal fre-
quency responses, and increasing network stability, are not large
effects. The question remains open.

Model homogeneity versus physiological heterogeneity
In our model, all LGN cells have identical response properties,
except for ON versus OFF structure and retinotopic position, and
all cortical cells receive LGN inputs specified by an identical Ga-
bor function, except for orientation, phase, and retinotopic po-
sition. In reality, there is much variability in LGN spatial (So and
Shapley, 1981; Cheng et al., 1995) and temporal (Derrington and
Fuchs, 1979; Lehmkuhle et al., 1980; Sclar, 1987; Saul and Hum-
phrey, 1990; Hamamoto et al., 1994; Mukherjee and Kaplan,
1995; Freeman et al., 2002) response properties and in cortical
Gabor filters (Jones and Palmer, 1987; DeAngelis et al., 1993,
1999) and temporal response properties (Ikeda and Wright,
1975; Movshon et al., 1978; Saul and Humphrey, 1992b; DeAn-
gelis et al., 1993, 1999; Albrecht, 1995; Freeman et al., 2002). By
ignoring this diversity, we are able to focus on basic principles:
how feedforward inhibition can eliminate the orientation-
untuned and high temporal frequency mean LGN input to yield
sharp orientation tuning and, along with thalamocortical NMDA
receptors, low-pass temporal frequency tuning.

These same principles would apply in the presence of response
heterogeneity. However, heterogeneity might lessen the problem
to be solved. For example, some simple cells respond to all orien-
tations (Azouz et al., 1997), suggesting that they receive less feed-
forward inhibition relative to feedforward excitation (and per-
haps less recurrent excitation to keep response strength in a
reasonable range) or have more broadly tuned Gabor functions
describing their LGN inputs. Simple cells with lower temporal
frequency cutoffs might receive LGN inputs with lower cutoffs.
Consistent with this, Alonso et al. (2001) found significant cor-
relation between the temporal properties of a cortical cell and its
LGN inputs. This could lessen the amount of NMDA or strength
of inhibition needed to explain the discrepancy between LGN
and cortical cell tuning. However, a significant discrepancy
would almost certainly remain, given the large overall difference
between LGN and cortical temporal tuning (Freeman et al.,
2002). Variation in integration times of LGN inputs would cause
dispersal in phase of LGN responses at higher temporal frequen-
cies, yielding temporal demodulation of LGN input and thus
reducing the required NMDA. However, one can estimate (see
Materials and Methods) that this decrease in amplitude between
2 and 8 Hz should be 27% or less for the majority of V1 cells. In
contrast, NMDA levels that mimic cortical tuning (one-half of
our default level; see Results) yield 60% diminution under com-
parable conditions (LGN firing rate amplitudes constant across
frequency; no synaptic depression), suggesting significant
NMDA would still be required. Diversity in cortical temporal
tuning could be explained by inter-cell diversity in the tuning or
the range of integration times of LGN inputs, in the degree of
NMDA on thalamocortical synapses, and in the strength of feed-
forward inhibition received. In summary, the principles found
here would not be undermined by considering heterogeneity, and
conversely they suggest means by which heterogeneity might be
achieved.

Thalamic-recipient simple cells receiving relatively little feed-
forward inhibition should both respond well to all orientations
and have higher temporal frequency cutoffs than typical. Al-
though each response property can have other causes, it would be

intriguing to search for a correlation between these response
properties in layer 4 cells.
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