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In a wide variety of cognitive tasks, people's expectations of what their own performance is, was, and will be are an overestimate of reality. After documenting a number of situations in which people exhibit such overconfidence, several reasons for it are discussed. It is suggested that in these situations, the optimistic bias is not attributable exclusively to self-deception or wishful thinking. Rather, the information yielded up by the cognitive system, in combination with the heuristics used for making judgments of future and past performance tailored to the specific questions asked of participants, produces a bias toward believing that one knows, knew, and will perform better than actual performance substantiates. Consequently, in the cognitive domain, the inflated beliefs that result in overconfidence also result in cessation of efforts before the correct solution of problems is ascertained, before accurate retrieval of memorial information is attained, or before adequate learning of new material has been accomplished. This effect seems in contrast to findings on people's moods and self-esteem in real-world or threatening situations that suggest that an optimistic bias in these domains be person protective and adaptive.

There are many cognitive domains in which people's feelings of how well they are performing, will perform, or did perform has been studied (Metcalfe & Shimamura, 1994). In most, a pattern of overconfidence is observed. People think they will be able to solve problems when they won't; they are highly confident that they are on the verge of producing the correct answer when they are, in fact, about to produce a mistake; they think they have solved problems when they haven't; they think they know the answers to information questions when they don't; they think they have the answer on the tip of their tongue when there is no answer; they think they produced the correct answer when they didn't, and furthermore, they say they knew it all along; they believe they have mastered learning material when they haven't; they think they have understood, even though demonstrably they are still in the dark.

This overconfidence effect is superimposed on what, in many domains, is a fairly accurate perception of the ordering of difficulty of problems or memory questions (Blake, 1973; Brown & Lawton, 1977; Cullice, Somerville, & Wellman, 1983; Freedman & Landauer, 1966; Gruneberg & Monks, 1974; Hart, 1965; Lachman, Lachman, & Thronesbury, 1979; Metcalfe, 1986a, 1986b; Metcalfe & Wiebe, 1987; Nelson, Gerler, & Narens, 1984; Nelson, Leonesio, Shimamura, Landrehr, & Narens, 1982; Schacter, 1983; Wellman, 1977). Thus, if one asks people how likely it is that they will be able to correctly recognize the answer to each of a series of questions to which they cannot recall the answers immediately, they will, in general, give higher probabilities to questions they are more likely to be able to answer and lower probabilities to questions they are less likely to be able to answer. Schwartz and Metcalfe (1994) called the correspondence between rank ordering within a set and performance on individual problems the person's micropredictive accuracy and contrasted it with the correspondence between overall expectations and proportion correct, which they called the person's macropredictions. Whereas the former show that people have some ability to predict what they will know, the latter show a pattern of overconfidence.

In the first section this article, I describe some of these metacognitive illusions. Then I discuss two explanations for them: the self-deception hypothesis and the misattribution hypothesis. Although there are some domains of optimism in which self-deception may play a role, there is growing consensus that the overconfidence seen in metacognitive judgments about memory and cognitive performance stems primarily from an attribution process in which incorrect information is treated as
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if it were correct or is taken as a predictor of future correct performance. This research in metacognition, relying heavily on inferential processes about fuzzy information and feelings, is thus linked to the attribution-theoretic position delineated in the seminal works of Kelley (1971) and Schachter and Singer (1962) as well as to the judgmental heuristics given by Tversky and Kahneman (1974).

**Metacognitive Phenomena**

**People Think They Will Be Able to Solve Problems When They Won’t**

The issue of whether people know when they will be able to solve certain problems is a question of great practical as well as theoretical interest. Given that people take on problems they think they can solve, if this belief is accurate and appropriate, then effort allocation can be calibrated, and people will not attempt the impossible or the impossible for them. This kind of metaknowledge has been studied intensively with general information questions (which are addressed subsequently), but, although the issue may be more important in problem solving, it has been less frequently examined. However, there are some studies of metacognition in problem solving (e.g., Simon, 1979).

In a study that investigated the feeling of knowing in a problem-solving context, participants were given a series of insight or noninsight problems to solve (Metcalf, 1986a; Metcalf & Wiebe, 1987). An example of an insight problem is the following: A landscape gardener is given instructions to plant four special trees so that each one is exactly the same distance from each of the others. How is he able to do it? An example of a noninsight problem is this: Factor: $16y^2 - 40yz + 25z^2$. Those problems to which the participants knew the answers immediately were pruned from the set on the grounds that, on this subset, they might be remembering the answers rather than actually solving the problems. For the remainder of the problems, participants were asked to provide a numerical estimate of the probability that they would be able to solve that problem when given 5 min to do so. On both sets of problems, people apparently thought they would do much better than they did—-their ratings exceeded their actual performance. The overconfidence effect was more pronounced on the more difficult problems, which, in this case, were the insight problems. The pattern observed in this study, of being most overconfident on the materials on which the confidence is least justified—the extremely difficult material—is a pattern that recurs in the literature on confidence judgments (Lichtenstein, Fischhoff, & Phillips, 1982; Maki & Serra, 1992).

**People Are Highly Confident That They Are on the Verge of Producing the Correct Answer When They Are, in Fact, About to Produce a Mistake**

A second study looked at people’s judgments about progress on a problem-solving task while they were in the throes of doing the task (Metcalf, 1986b). Feeling-of-“warmth” judgments, indicating how close the participant thought he or she was to problem solution, were assessed every 10 sec during the course of problem solving—giving a marker of the dynamic relation between participants’ moment-to-moment expectations and their actual performance. Simon and Newell’s General Problem Solver (see Newell & Simon, 1972; Simon, 1979) implicated such metacognitive feelings of warmth (a term they introduced into the scientific literature) as the main guiding force that allows for nonrandom search in human problem solving. They suggested that to make progress in problem solving, the person must traverse a path from their current state of knowledge to a final state that is the solution to the problem. If the person were to make merely random path selections, the problem would be virtually unsolvable: It would be analogous to a chimpanzee at a keyboard accidentally, by random probing, composing Beethoven’s 5th—not impossible but not likely. Some monitoring process is needed to allow a directed rather than a random search. Simon and Newell suggested that people are able to assess their distance from the solution and then use a heuristic of choosing the path in the tree structure that minimizes the distance, at every step—diverging from this strategy only when an impasse is reached. To enact this seemingly necessary problem-solving heuristic, people must be able to assess feelings of warmth relatively accurately.

In the experiments, participants were given a series of problems, including insight problems, routine problems, and anagrams and were asked to indicate how close they were to solving the problem while they were in the course of doing so. These ratings were taken as unobtrusively as possible—having participants simply make a mark on a scale every 10 sec to the sound of a beep. More verbal responding can severely interfere with the problem-solving process itself. So, for example, people were given problems like the following: “Suppose you are a museum curator, and a man comes in and offers you an ancient-looking bronze coin that is stamped 544 B.C. You have accepted objects from suspicious looking people before but in this case you immediately call the police. Why?”

The finding of most interest was that the warmth ratings were low immediately before people were about to give the correct answer but were high before people were about to produce an error of commission. The feeling that they were about to get the answer predicted errors, not answers.
One explanation for this counterintuitive finding was that perhaps people were using a satisficing strategy (Simon, 1979)—accepting an answer that is "good enough." Such a strategy may be of particular value in situations in which there is no correct or perfect solution or when some decision, regardless of its quality, has to be made because of time constraints. In most situations, there are pros and cons to any number of possible solutions, and there is no absolutely correct solution. Under such conditions, it is reasonable for a person to satisfice. However, if one is solving an insight problem, where there really is a correct answer, then a satisficing strategy is not one that will typically produce a good result. Saying to oneself that bronze was not yet invented in 544 B.C. is not a particularly convincing solution, and people do not produce an aha response when they generate this response. What they apparently do is produce such a response and give it a fairly high warmth rating—being better than having no hypothesis at all, some metacognitive warmth is attached to it. Metcalfe (1986b) suggested that perhaps people sometimes convince themselves that "pretty good" is "good enough," and the warmth ratings creep up to the threshold.

To investigate this hypothesis, participants were given the suggestion that the anagram solutions were often rare words but that past research had shown that if people guessed, they would be likely to be correct. Therefore, they should guess. Performance, both on the feeling-of-warmth ratings and on the responses made on the anagram task, was compared in a condition where participants were encouraged in a satisficing strategy with a condition in which no instructions were given. The satisficing-inducing instructions produced not only many more commission errors but also a significantly higher feeling of warmth prior to response production. The question of whether or not this thought process should be considered self-deception or whether, perhaps, a more innocent label is appropriate, is addressed later.

People Think They Know the Answers to Questions When They Don’t

When people are asked to say how likely it is that they will get the answer to a question correct, they show an extremely well-documented tendency to overestimate this probability. Typical calibration curves have been given by Lichtenstein, Fischhoff, and Phillips (1982). They show a consistent pattern of overconfidence: When people expect to attain a score of .8, their actual score on the test is somewhere just over .6; when they expect to attain .9, they get only about .7. Typically, the discrepancy between what score the performance should be given and what the participant’s estimates are is greater when the estimates are high than when they are more moderate, that is, they are more overconfident at the high extreme of the rating scale. On some calibration curves, a small underconfidence effect is shown with the extremely easy items. But the overwhelming bulk of the data point to a phenomenon of overconfidence.

Fischhoff, Slovic, and Lichtenstein (1985) were especially interested in the effect at the extremes. In one study, when the participants replied that they were 100% sure of getting the answer (to a question like “What is the probability that absinthe is a precious stone?”), the correct responses ranged from 71.7% to 83.1% correct (depending on the format of the criterion question). Absolute certainty does not appear to mean absolute certainty. In a related study, participants were asked to choose which of two causes of death was more frequent and to indicate confidence by giving an estimate of the odds that they were likely to be right. People were fairly well calibrated when the odds ratios given were low (up to about 3:1), but as they became high, no differences in their probability of being correct emerged. Thus, there was no difference in accuracy as a function of whether people gave their odds of being correct as 3:1 versus 100:1. The overconfidence was astonishing (perhaps indicating little more than that people did not really understand the odds scale). A total of 51% of the responses given were with odds greater than 50:1, which means that people would have to be at least 98% correct to be well calibrated. At 50:1 odds, though, people were actually correct only about 68% of the time. About one fourth of the responses were given with odds over 1,000:1.

People Think the Answer Is on the Tip of Their Tongue When There Is No Answer, or the ‘Answer’ Is Wrong

An amusing illusion of a metamemory illusion is the finding that people sometimes report that an answer is on the tips of their tongues, when they not only never knew the information that is supposedly lurking just behind the veil of consciousness, but when that information does not, in fact, exist. For example, Schwartz (in press) provided participants with questions like the following: “What is the last name of the only woman to sign the Declaration of Independence?” “What is the name of the heroic innkeeper in the movie Seems Like Old Times Again?” “What is the name of the only living reptile that flies?” “What is the last name of the Canadian author who wrote the novel The Last Bucket?” Schwartz found that a remarkable number of participants would claim to be in a tip-of-the-tongue state to such questions. He argued that these feelings violate the doctrine of concordance, whereby the participant’s phenomenological experience is closely related to what is retrieved, because nothing should be retrieved. Of
course, people might base the tip-of-the-tongue judg-
ment on either the familiarity of the cue or on false
retrivalls that are thought to be true (or even that are
known to be false but that nevertheless provide a feeling
of familiarity). Jones’s (1989) studies on the role of
interlopers in the tip-of-the-tongue phenomenon
bolster the idea that incorrect information can have a distinct
impact on this metacognition.

Jones (1989) showed, consistent with Woodworth’s
(1929) view, that interlopers can provoke a tip-of-the-
tongue state. Woodworth argued that these near misses
blocked access to the correct answers but thereby put a
person into a state of high familiarity combined with
failure of access to the answer. In contrast, Brown and
McNeill (1966) suggested that interlopers might facilitate
rather than disrupt retrieval. Jones’s (1989) data
favored the Woodworth hypothesis, showing that the
presence of near misses—for example, the presence of
secant when the participant was trying to retrieve the
word sextant—increased the probability of participants
reporting being in a tip-of-the-tongue state.

People Think, Even When Given
Contradictory Feedback, that They
Produced the Correct Answer and that
They Knew it All Along

Fischhoff (1975, 1977) demonstrated that if people
first make a prediction about the outcome of an event
and then, at some later time, are given feedback about
the actual outcome and are asked what they said origi-
nally, they bias their memory for their original judg-
ments in the direction of the actual outcome; that is, they
exhibit a phenomenon called hindsight bias or the
“knew it all along” effect. For example, Arkes, Wort-
mann, Saville, and Harkness (1981) provided physi-
cians with a case history followed by laboratory inves-
tigations. The physicians were then asked to provide
probabilities for four possible diagnoses. The averages
given by physicians were 44%, 29%, 16%, and 11% for
each of the four. However, a separate group, who were
told the diagnosis first (manipulated to equally repre-
sent the four possibilities), gave probability estimates
of 39%, 35%, 38%, and 31%. Notably, on the two least
likely diagnoses, in particular, the physicians were un-
able to look at the evidence in a manner unbiased by
what they “knew” to be true.

Poulton (1994) noted the difficulty that this hind-
sight-bias phenomenon poses for researchers who have
made truly exciting and unexpected discoveries. Once
the reader has read of the nature of the discovery, it
seems obvious, and the magnitude and brilliance of his
or her accomplishment is nearly invariably diminished
by hindsight. Hoch and Loewenstein (1989) noted that
whereas participants are sometimes able to discriminate
easy from difficult tasks, and under some circumstances
to give a judgment such as “I would never have known
that,” in the case of insight problems the answers pro-
duce such a strong hindsight effect that they overwhelm
feedback information. The hindsight bias may provide
a severe pedagogical hurdle in such cases, engendering
in teachers a dramatic lack of empathy for the student
still struggling for insight.

People Believe They Have
Mastered Learning Material When
They Haven’t

A number of researchers have discovered system-
atic biases in people’s judgments of learning. For
example, Dunlosky and Nelson (1992) varied the time
between initial study of a cue–target pair and partici-
ants’ judgments of learning (i.e., an assessment of
whether or not they would be able to retrieve the target
10 min later). The delayed judgments were more accu-
rate at predicting eventual performance than were the
immediate judgments, which overestimated perform-
an. In another condition, participants were provided
with the target as well as the cue before making the
judgment. In this case, the judgments were inaccurate
overestimates regardless of the interval. Many other
examples have been documented in which the partici-
ant’s judgment of learning is inflated by the immedi-
ate but transient ease of access to the target item at the
time at which the judgment is requested. Participants
seem to use retrieval fluency (Begg, Duft, Lalonde,
Melnick, & Sanvito, 1989; Bjork, 1994; Jacoby, Bjork,
& Kelly, 1994) in making this judgment and to dis-
count or ignore factors that might make that indicator
a poor barometer of future performance.

People Think They Have Understood,
Although They Are Demonstrably Still
in the Dark

Many studies have shown that people believe they
have understood text passages when their later test
performance reveals that they have not or even when
there are internal inconsistencies within the text that
make it self-contradictory. For example, Glenberg,
Wilkinson, and Epstein (1982) and Epstein, Glenberg,
and Bradley (1984) had participants read passages con-
taining internal contradictions. Even when explicitly
told to find the contradictions, participants not only
missed them but also voiced high confidence in their
clear understanding of these inherently incomprehensi-
ble passages—exhibiting an illusion of comprehens.
Similarly, when people are asked questions such as
“How many animals of each kind did Moses take on the
ark?” they quickly and confidently reply two (Bredart
& Modolo, 1988; Reder & Kusbit, 1991) even though,
if pressed, those same people will unfailing acknowledge that it was Noah and not Moses who built and sailed the ark. As in the insight problems, the incorrect but related and familiar lure slips in, seemingly unnoticed, as a good-enough place filler.

In more straightforward passages, where the task is simple reading comprehension followed by a test of that comprehension, there are also many experimental examples showing that people are overconfident in their judgments of comprehension (e.g., Maki & Berry, 1984; Schaughnessy, 1979; Waern & Askill, 1981). In a number of studies, Glenberg and his group (e.g., Glenberg & Epstein, 1985, 1987; Glenberg, Sanocki, Epstein, & Morris, 1987) showed that calibration of comprehension is at or close to zero—people simply have no idea of what they have understood, especially when domain familiarity is factored out. Maki and Berry (1984) showed that whereas participants below the median on a performance test were not calibrated, those who were above the median showed a small degree of calibration. Maki & Serra (1992) also showed some calibration between comprehension and test performance. There appears to be agreement that participants use their self-knowledge of topic familiarity as a basis for their judgments—if they are familiar with a topic they will give high comprehension ratings that, depending on the nature of the test, may allow them some predictive accuracy (although whether this stems from actual comprehension of the text itself or is due to the participants' better inferential ability in their domains of expertise is not a settled issue).

Explanations

Self-Deception?

One possible explanation of the overconfidence shown by people in these situations is that they know that their answers are incorrect, but they convince themselves otherwise. Such an explanation would entail that the participants are metacognitively fundamentally accurate but engage in wishful thinking about their cognitive performance or that they are self-deceptive. The question, in part, is whether participants actually have correct and veridical metacognitions, which they then tilt toward optimism, or whether the bias shown so frequently is a direct result of the cognitive processes that underlie the judgments.

Although there may be some self-persuasion involved in the problem-solving case in which people accept an incorrect answer after they have expressed high warmth ratings, the construct of self-deception, as outlined by Fingarette (1969) (and discussed by Elster, 1979; Fischer, 1985; Goleman, 1985; McLaughlin & Rorty, 1988) is usually taken to imply much more than either an error of judgment or even of accepting a satisfying solution. Fingarette (1969) specified three criteria given by Penelhum for self-deception: (a) belief in the face of strong evidence, (b) the participant's knowledge of the evidence, and (c) the participant's recognition of the import of the evidence. Even by Penelhum's criterion, most of the overconfidence data would not be considered self-deceptive because the participant might have no contradictory evidence at his or her disposal. Fingarette added a fourth crucial component to the paradox of self-deception:

I think it is also required that he deny, with a certain sincerity, not only the belief, but even that he sees the way the evidence points (though by the hypothesis he does see this). For, even were he to confess seeing where the evidence points and that it is decisive, and were he nevertheless to deny with a certain sincerity that he believes the conclusion to which it points, we would not necessarily consider him in self-deception. Such a case might merely present a puzzle to us. Or it could be the kind of case where [upon hearing of a disaster] a woman cannot absorb the shocking news—"She knows it's true, yet she can't believe it." What would lead us to the...characterization [of self-deception] would be the growing belief that the truth is beginning to "seep in," that having begun to assimilate the truth, she is now fighting, with a certain success, to deny the import of the evidence or its decisiveness; in short, she is trying to keep herself persuaded that what she knows is her heart to be true is not really true. ... The crucial element which is necessary...is the element of purposefulness. If our subject persuades himself to believe contrary to the evidence in order to evade, somehow, the unpleasant truth to which he has already seen that the evidence points, then and only then is he clearly a self-deceiver. (pp. 27–28)

To give an example of self-deception that meets the criteria outlined by Fingarette (1969), suppose a researcher believes that his data cannot be explained by any extant theory. Although this belief may be wrong, it is not, in and of itself, self-deception. But then suppose that some theorist shows the researcher, in an unambiguous way, that a particular theory can indeed account for his data. Suppose that under these conditions, the researcher tries to suppress publication of the contradictory findings, arguments, and proofs and continues to proclaim that no theory (including, explicitly, the one for which the belief-contradictory evidence was provided) can account for his data. Assuming that the researcher has managed to put himself to sleep, as Sartre (also see Fingarette, 1969; Goleman, 1985) would have it, concerning the evidence that contradicts his belief, this would be a case of self-deception. The crucial point here is that self-deception involves some kind of intentionality in suppressing the conflicting evidence that points to the truth or in keeping oneself "asleep" on this point.
Most writers on self-deception (or what Sartre called "bad faith"—mauvais foi) also point to a motive for this stance. “We usually assume the person is moved to self-deception as a way of attempting to evade distress, or as a way of attempting to maximize satisfaction” (Fingarette, 1969, p. 28; see also Elster, 1979; Fischer, 1985; McLaughlin & Rorty, 1988; Schelling, 1988). But motivated suppression of the truth is not at issue in simple faulty belief.

The overconfidence shown so pervasively in memory retrieval, problem-solving, and comprehension situations is probably akin to simple faulty belief and, as such, may be quite different from the motivated optimism people exhibit in other domains. Taylor and colleagues (Aspinwall & Taylor, 1992; Taylor & Brown, 1988, 1994; Taylor & Gollwitzer, 1995) showed that people in a number of potentially threatening real-life situations exhibit an unrealistic and motivated optimism that seems to border on self-deception, an optimism that she argued can be adaptive, because it can be mood and self-esteem protective. (Unrealistic motivated optimism may be different from self-deception in the strictest sense. The cancer patient who finds the silver lining in his condition may be convincing himself that he has to make the best of it. He may maintain that his chances of survival are better than they are. But the test of whether he is truly self-deceptive would occur if a cure came along. Would he hold fast to his optimistic survival estimate and abjure the need for the cure or suddenly become realistic?) It may be motivating to think that one’s chances at making a happy and successful life are better than the statistics show. Having been told that one has contracted some deadly disease, it may be helpful to believe—or make believe—that one’s chances for survival are better than they are. Such optimism, in which unpleasant or threatening outcomes are downplayed or denied, may be rightly thought to contain an element of self-deception, involving an intentionally evasive blindness to contradictory evidence in a motivated effort to protect the ego, increase coping, and reduce fear, guilt, or other negative emotions. The extent to which self-deceptive optimism is adaptive depends, as Taylor and Brown (1994) pointed out, on whether it motivates or inhibits the appropriate actions. If one’s optimism results in a failure to take the appropriate medications, then the self-deceit is obviously not adaptive. On the other hand, self-deception may keep the person from becoming overwhelmed by depression.

Although the metacognitive illusions described in this article indicate a kind of optimism, they are not, in general, a self-deceptive optimism. In none of the cases described here are the participants necessarily trying to suppress the truth—rather, they mistake some faulty information for the truth. For example, people in the insight problem experiments are typically eager to hear the correct solutions to the problems rather than being resistant or avoidant. When told that the answer to the bronze coin problem is that no one who had actually lived in 544 B.C. could have used that date because the date itself is predicated on the supposed birthday of Christ hundreds of years later, participants immediately appreciate the explanation (often having an “aha” experience) and give up their incorrect conjectures. They do not persist in their errors in a self-deceptive and motivated manner. People in the overconfidence calibration studies of Fischhoff et al. (1985) were often (although, interestingly, not always) willing to bet on the basis of their odds judgments. It seems unlikely that they would have been willing to do this if they were using the overestimates in the service of some kind of ego gratification. Some of the participants in the experiment must have realized that their estimations were somewhat biased, however, because only 6 of the 19 were willing to play the gambling game with real money at near equal odds (i.e., when their stated odds were taken at face value, except that a very small advantage was given to the participant). Seven more participants agreed to bet but with more favorable odds. However, they did not compensate enough to break even on the bets. Six (wise and frugal) participants refused to play. Perhaps some of these 6 had overestimated for motivated reasons, but it seems more likely that they simply realized that their judgments were not accurate enough for them to risk not being able to pay for lunch.

Although there may be some advantage in some circumstances to expressing extreme certainty, in most cases the metacognitive illusions described here do not have any ego-enhancing or distress-reducing function. The hindsight bias, in which the person remembers his or her own performance as better than it was, may be a minor exception (although even this is debatable, because the possibility of discovery either by the self or others of any self-serving misrepresentation may be so hugely embarrassing and distressing to an individual that it would offset any potential urge to prevaricate). Even this bias, though, is probably more readily attributable to a simple memory blending error in which the two sources of information—participant-produced and experimenter-produced answers—are combined than to any intentional distortion of the truth.

Memory-Based Processing Heuristics

Many researchers, studying various judgments, have converged on the idea that people base these judgments fairly globally on the information and feeling states that they have available at the time the judgment is made, whether those feeling states are attributable to information retrieved (correctly or incorrectly; see Koriat, 1993, 1994, 1995; Nelson, 1984; Nelson & Narens, 1990, 1994), to cue familiarity (see Metcalfe, 1993,
Evidence for the Heuristic View

The inadvertent acceptance of the nearly correct occurs in all kinds of guises and in all kinds of tasks, and its presence has been noted by many theorists. In this section, I review a few of the many studies that tested the hypothesis that non-target information in memory—information that may be in some way related to but not itself be the desired answer—contributes to and inflates a variety of metacognitive judgments.

One of the earliest observations of the influence of incorrect information was by Krinsky and Nelson (1985). They analyzed feeling-of-knowing ratings as a function of the two error types: commission errors and omission errors. They found that the ratings given to errors of commission were much higher than were those given to errors of omission, suggesting that people believed that their misinformation—that which could be retrieved but was wrong—was correct.

Similarly, Oskamp (1965) conducted a study in which psychiatrists and psychiatric residents were either given a small amount of information about a hypothetical patient or were given a large amount of information. The interesting thing about this study,
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1 On some occasions, there is a bias toward underprediction, especially when the materials are easy. Presumably, this bias is not solely attributable to the generation of incorrect information that is thought to be correct. There are several potential causes for underestimation. First, when the materials are very easy, the participant may be aware that he or she is generating a number of distinct alternatives but that only one can be correct. This realization may lead him or her to the inference that there is trouble ahead in distinguishing which item is correct and may result in a correction of the judgment. Second, regression effects must always be considered. If the participants were merely guessing, as many researchers have noted, the result would be underestimation of performance on easy events and overestimation on difficult ones. Thus, to the extent that guessing or “noise” is a factor, we expect a reversal of the general rule of overconfidence when the materials are very easy.
from the present perspective, was that the information given (about childhood events, etc.) was nondiagnostic of the situation about which they were asked to make predictions. As the irrelevant information increased, so did participants' confidence in their answers—despite the fact that they continued to perform at chance. The irrelevant information led to an illusion of knowing.

Several studies have shown that people who have expertise in particular domains will be likely to give high predictions in the domain of their expertise. Glenberg et al. (1982) showed that people assign high feelings of knowing and comprehension to texts in domains in which they have expertise, regardless of the questions being asked. In the Glenberg et al. study, the texts were designed such that background expertise was orthogonal to comprehension. Thus, people based their judgments on domain knowledge or familiarity even when it was irrelevant. This is a pernicious illusion because it may render experts in a field—people with special knowledge in a certain domain—particularly closed minded to true advances in their own area.

In a study by Weingardt, Leonesio, and Loftus (1994), participants viewed a crime and then later received misleading suggestions about some details of the original event. They were then given a two-alternative forced-choice recognition test in which they were asked which alternative was in the original event. The interesting finding from the heuristic viewpoint was the confidence ratings on the incorrect responses that were present only in the misleading suggestions. These ratings were high; indeed, they were sometimes higher than the confidence ratings on the correct responses themselves.

Metcalfe, et al. (1994) used a classic interference-theory paradigm to pit a manipulation that enhanced correct retrieval of the target against one that made performance-relevant information—the cue—more accessible. Feeling-of-knowing judgments followed the familiarity of the cue rather than the retrievability of the target. The influence of irrelevant, rather than relevant, information on metacognitions has been shown in several other studies as well. Reder (1987) and Schwartz and Metcalfe (1992) conducted studies in which key words in the cue were primed. For example, participants might have seen the words Prime Minister in a priming task prior to a general information test. This exposure increased feeling of knowing to the question “What was the name of Canada’s first prime minister?” even though it did not influence the probability that the participant would be able to correctly choose MacDonald. Schwartz and Metcalfe found that this cue priming, which was irrelevant to the production of the correct answer, had a greater effect on metacognitive judgments than manipulations that increased the probability of correctly retrieving the target. Reder and Ritter (1992) found that participants thought they knew the answers to arithmetic questions such as 45 × 56 when they were primed on pseudo-related questions such as 45 + 56.

Finally, merely repeating a statement not only inflates judgments of familiarity, of feeling of knowing, and of comprehension but it also makes people think it is true (Arkes et al., 1981; Hasher, Goldstein, & Toppino, 1977). For example, following Hasher et al., (1977), Gigereanzer (1984) presented a sample of normal residents of Schwabing (culled from the public telephone directory) with a set of true and false statements, either once or three times, and had them rate each assertion for its validity. The judged validity increased with repetition of the statements, regardless of whether or not they were actually true. Bacon (1979) contributed an interesting twist to the work on judgments of validity. He found that the judged validity of contradictory statements could benefit from the earlier presentation of the statements that they contradicted. This occurred if participants rated the contradictory statements as having been repeated, whereas if they did not make the mistake of thinking that they were repeated and instead noted the change, the contradictory statements were judged as relatively false. Thus, under some circumstances, presentation of the truth might actually increase belief in its contradiction. Similarly, Begg et al. (1985) showed that familiarity with the topic of a sentence leads to increases in ratings of validity of the sentence—an illusion of truth.

Conclusion

In this article I provided a review of a number of overconfidence errors in human cognition, and I argued that this cognitive optimism is different from that seen in terminal cancer patients or even when one questions students regarding their prospects of attaining good grades or having a successful career. The optimism in the former cases appears to be a result of the use of an attribution process for making metacognitive judgments that relies on processing heuristics that are likely to produce a faulty—and overoptimistic—result rather than ego-protective and ego-motivated self-deception. Whereas the optimism seen in people's responses to their life situation is likely to be adaptive, the overconfidence exhibited in cognitive situations is liable to lead to premature cessation of problem-solving efforts, insufficient checking of memory retrieval, resulting in poorer performance than might otherwise be achieved, faulty assessment of the difficulty of problems for other people due to hindsight biases, insufficient study, and an inappropriate and self-defeating lack of perseverance under difficult cognitive conditions. With all these possible negative outcomes, one is led to wonder whether or not these biases can be overcome.

Glenberg et al. (1987) showed that comprehension calibration could be increased by giving a test that
allows self-generated feedback. Bredart and Modolo (1988) showed that the Moses illusion could be overcome by using a technique of focalization—where special prominence, in their case because of the structure of the sentence, was given to the discordant noun. Koriat, Lichtenstein, & Fischhoff (1980) showed that overconfidence in people’s judgments about the correctness of their knowledge could be diminished if the participants were encouraged to “spell out all the reasons that you can find favoring and opposing each of the answers.” The reasons opposing the participants’ choice were especially important. Koriat and Goldsmith (1996) showed that when people are allowed to volunteer or withhold information, the monitoring process engaged when accuracy is emphasized allows enhanced accuracy. Metcalfe (1985b) found that people had lower presolution warmth ratings and better task performance when they were not encouraged to guess than when they were. Hoch (1985) found that predictive accuracy about results of a future job search increased when people were asked to generate pro and con reasons for their predictions. Although the pro reasons did not influence the judgments (suggesting that was what they were using anyway), the con-reason judgment task resulted in more realistic judgments. These and other examples that indicate that people can indeed overcome or at least modulate their overconfident bias provide grounds for optimism.
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