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We analyze the role of recurrent mutation on the time to formation or detection of particular 
genotypes in finite populations. The traditional method of approximating Markov chain models 
by diffusion processes is used. However, the diffusion approximations that arise in this context 
are governed not only by infinitesimal drift and diffusion coefficients, but also by a state-dependent 
killing rate that arises from the formation events. The resulting processes are particularly tractable, 
and allow a comprehensive analysis of the role of mutation in this problem. 

Markov chains diff uslon processes 
population genetics killing times 

0. Introduction 

Recently, some attention has been given to the following problem from population 
genetics. In a reproducing population of N diploid individuals, consider a single 
locus at which two al!eles, A and a, are possible. The homozygote aa, referred to 
in this paper as the recessive genotype, is assumed to be visible as soon as it 
appears- corresponding, perhaps, to the a-allele being lethal in this form. Given 
that the population currently comprises only AA or Aa (heterozygote) genotypes, 
how long does it take to detect the first recessive aa-homozygote? Robertson [l lj 
has analyzed some variations on this problem by discrete time methods, concentrat- 
ing in particular on the effects of natural selection. These results were extended 
by a different approach in [7, 81. Some of the interest in the problem derives from 
application of the results to artificial selection schemes and medical genetic screen- 
ing. In the present context it is of interest for evolutionary theory, since it gives a 
more complete description of the process of gene substitution, and the formation 
times of genes. 
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Part of the aim of mathematical models in population genetics is to provide an 
analytical framework within which the relative importance of certain genetic factors 
can be assessed. One fundamental tool used here is the approximation of *discrete 
&lar&ov chains by diffusion processes whose properties may more readily be 
evaluated. A comprehensive account of the role of such diffusions in a genetic 
context is provided by -Owens [2, Chapters 3-51. The novelty of the method we 
will describe hinges on the fact that the approximating diffusion processes are not 
conservative, but have a state-dependent killing rate. Thiis killing rate corresponds j 

to the appearance of population configurations that comprise any recessive homo- 
zygotes. 

The resultant diffusion processes are particularly tractable, and give the natural 
setting Zor the analysis of problems involving gene formation. They also give a 
good illustration of the power of, and interest in, killing times for diffusion processes. 
We mention two other examples of such processes from the population genetics 
literature. One involves the calculation of thte probabiliry that a recombinant type 
appears before fixation [S), the other involves formation of high order mutants [4] 
(see also [ 121). 

Pn this note, we will assess the role of recurrent mutation from the A-allele to 
the a-allele on the behavior of the gene formation problem. Although the emphasis 
of the paper is on the effects of mutation, the results apply equally well to processes 
in which ‘immigration’ of a-alleles occurs into the system. 

1. The model 

Let XyI denote the number of heterozygotes in the popu!stion of fixed size N at 
timr;s n = 0, 1,2,. . . . We suppose that recurrent mutation from the A-allele to the 
a-allele is possible; with probability m an A-allele mutates to an a-allele. We will 
also suppose that there are no selection effects operating on the system. We model 
the evolution of (xn, n ~0) by a Markov chain in the following way. Suppose that 
at time n, the population comprises N - i AA-genes, i Aa-genes, and none of the 
recessive homozygotes. The proportion of A genes is then 1 -i/2N, and as a 
consequence of mutation the gene pool will have a fraction xi of A-alleles, where 

xi = (1 - i/2N)( 1 - m). (1) 

By considering the output of random matings in the population, we see that the 
probability of producing an Aa-type offspring is P[Aa ) i] = 2xi (1 - xi>. Similarly, 

P[AA i il= xf, [aal i] = (1 --Xi)2* 

To produce N individuals In the next generation, we take a multinomial sample 
of size ,Y acco,Jing to the three probabilities above. In order to continue the 
process of diploid formation, YV~ require that no recessive homozygotes are sampled. . 
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Hence the probability that Xn+l = j and the process continues is 

Pii = (7)[2xi(l -xi)]ix?(N-j), i, j = 0, 1, . . . , N. (2) 

Since the transition matrix in (2) is sub-stochastic, we add a fictitious state, H 
say, and then define 

P iH = l- E Pij = 1-(1-(1-Xi)2)N, 
j=o 

PHH=l, PHi=Ob i=O,l,..., N. 
(3) 

The state H accounts for all population configurations in which at least one 
homozygous recessive genotype is found. Once the process has entered state H, 
we say that a killing or formation event has occurred. 

To determine the Farameters of the approximating diffusion process, define (for 
typographical convenience) 6N = (2N)-.“3. Using the matrix determined by (1) and 
(2), explicit computation shows that as N + 00 

and 

F (j-i)Pij+$, 
j=O 

SN ,% (j-i)*Pij+A 

6% ,n (j - i)“p,i = o(aN) 
-= 

(W 

(W 

(4d 

(44 

with i& -,x and 4Nm + v > 0 uniformly for x in compact subsets of (0, 00). If f(x) 
is a function with two bounded continuous derivatives, a Taylor expansion and (4) 
lead to 

a&‘[ ii Pijf( jsN > -f U,)] + @(x) + &f’(x) -- ix *f(x) 
j=O 

as N + 00. Eq. (5) suggests that the sequence of processes YN(t) defined by 

&v(t) = (2N)-1’3x[(2~)1’3~], t > 0, 

(3 

(6) 

converges to a diffusion process {Y(t), t > 0) as N + a, where Y( . j has state space 
[0, m), infinitesimal mean and variance p(x) = $1, U-‘(X) = x respectively, and killing 
rate k(x) =$x2. 

We pause to make some comments on the scalings used in this problem. As is 
common in population genetic problems, the mutation rate m has tc be of order 
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N-’ for the diffusion process to account for the effects of mutation (cf. [l, 21). If 
m is of order O(N-‘), 0 c p =C 1, then the discrete process cannot be approximated 
by a diffusion process. If m is of order O(N-‘) for p > 1, then the mutation rate 
is ‘too small’, and the approximating diffusion process has infinitesimal parameters 
I_L(x)=O, a*(X)=& &)=$x2; this latter process has been extensively analyzed 
[7,1$]. In the diffusion approximation, we keep track of heterozygote numbers to 
order (2N)“3, and the correct time scale is one in which one time unit in the 
diffusion corresponds to (2N)“3 generations in the discrete model. If the number 
of heterozygotes is of order much larger than (2N)‘/3, the detection of a recessive 
homozygote occurs effectively ‘instantly’. The time scale (2N)1’3 stands in marked 
contrast to the common scaling of 2N that arises in population genetic models. 

From now on, we concentrate our attention on the diffusion process {Y(t), t 2 0) 
with state space [0, cc) and infinitesimal pa.rameters given by 

2, Diffusion analysis 

p(x) =b, o*(x) = x, k(x) =4x2. (7) 

Of particular importance in the sequel is the behavior of the process Y near the 
boundaries 0 and 00. In all cases, (00) is a natural boundary, while (0) is regular (if 
0 < Y C 1) or entrance (if Y 2 1) (see, for example, [9, p. SO]). The first case reflects 
the fact that small mutation rates mean that state (0) is accessible, which allows 
for realizations of the population comprising only A-alleles. The usual boundary 
condition corresponding to the discrete model is that of a reflecting barrier. In the 
second case the mutation rate is so large that the population can never comprise 
only A-alleles if it starts with a positive number of a-alleles, whereas if the Y 
prl)cess commences from {0}, then the process moves away from (0). In aill cases, 
the only possible outcome is that the process ends with a killing event. A variety 
of interesting probabilistic functionals is found by solving equations of the form 

for appropriate function% f and boundary conditions on u. 
Before proceeding to b;pecial cases we introduce some notation that will be used 

in the sequel. Let J’,,(X) hnd K,(X) be the modified Bessel functions defined by 

and 

Jx! = 2 sin~,~~) Al-, -I,(x)], 

y its limiting value if y is an integer. e can now identify 
two linearly independent solutions yl(x) and y2(x) of the differential equation 
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L y = 0. These are defined b/y 

yM=x’ 
-4’21Y($x W2) 

and 

Y2W = x 
(1-~)/z~y($~3/2) 

253 

Pa) 

(9b) 

In this process the interest 
time T. From standard theory 
mean killing time M(x) = E( T 1 Y(0) = x) satisfies 

rests on the properties of the killing or formation 
for processes with an entrance boundary at (0) the 

where y = &Y - 1). 

3. Large mutation rates v 2 1 

LM(x) = -1, M(m) = 0, lili x “‘M’(x) = 0. 

If we set 

~=$4)Bo, 

then the Green’s function for the problem is given by 

Y1(5JY2(X), O<$~x, 

x C f$ < 00. 

The mean time to detection is then A4(x) = j: G(x, 6) d[, or, from (12), 

(10) 

(11) 

(12) 

(13) 

From a biological viewpoint we are most interested in the behavior of M(x) near 
x = 0 (that is, when the number of heterozygotes in the initial generation is very 
small). Examining the form of yl, y2 near x = 0 shows that y*(x) 1: ~J”‘-‘y&f) d[ = 
O(x) as xi0 (V > 1) and =0(x In x) as xl0 (V = l), so that 

J 
a3 

M(O+) =$y1(0) t”-‘y2iZ) dk. 
0 

The integral can be evaluated explicitly (cf [3, p, 684, Eq. (16)]) to give 

M(O+) = 3-4’3r($?r(5v)/r(f(v $- 2)) W) 

In terms of the underlying process of (2, 14) it follows that if t 
eterozygotes (the population comprises almost all A-alleles), 

then it takes of order (2N)“3M(O+) generations to produce the first homozygous 
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recessive genotype. For large values of v we. have 

MO-9 = l-24 r($ +2)) 
w 2.48Y213, Y + 00. 

Another functional, related to the genetic cost of the deleterious mutant, is the 
expected cumulative number of heterozygotes that occur before the first recessive 
homozygote is formed. Denoting this function by H(x) we find that H satisfies 
LH(x)= -x, and hence, from (12), 

H(x) =&(x) r”M) dS+%(x) ja SyyG) d5. (15) 
x 

For large values of X, H(x) decrerases like x-l, whereas for small x we have 

1 

I 

co 
H(O+) = 4 

3V’( I. -t y) 
4"~2(S)dS 

() 

= 2r(;)3-2’3r(+(v + l))/r($(v +2)). (16) 

In terms of the discrete model (16) shows that if the detection process starts with 
very few heterozygotes, then the expected total number of heterozygotes produced 
before detection will be approximately (2N)2’3H(O+). For large values of V, 

H(O+) w 3.72V-1’3, V -+ 00. 
The last functional we evaluate in this section is the distribution of the place of 

detection P. Define w (x, I) to be the probability that the process a/( 0) is killed in 
the set I, given that Y(0) = X. A simple probabilistic argument shows that w(x, I) 
satisfies the differential equation 

~XIY”(X, I) +&v’(x, I)+$x2w(x, I) = -k(x)S(x, I) 

where 

6(x, I) = 1 I if x E 1, 

0 if x&I. 

The appropriate solution of (1’7) is given by 

(17) 

It follows from (181 that the density function of P for Y(0) = x is given by 

Again, we are particularly interested in the case in which the initial generation 
comprises a very small number of heterozygotes. Taking x z= 0 in (19) and using 
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(9) and (12) we see that 

25 
(3+u)/2 

= 3y+1r(l + y) 
K,c$r”/“), 5 > 0, (20) 

where ~=$(zJ-1). 
The class of densities specified in (20) is unimodal. To see this, differentiate 

~(0, 5) twice to get 

Using the differential equation satisfied by yz(&) simplifies this to 

w”(0, 6) = 3yl(0)p[(z3 + vb + lNY2(5) + (v + NY h <m 

Now at any turning point e 20, we have (V +- I)y&) +&k (c) = 0, and hence, at 
SUC?I points, 

W’W, 5, = ~ylw~“-‘y2(5~(43 -w + 1,). 

This function changes sign only once in the interl.lal 5 > 0, and ~(0, 0) = 0, and 
hence the densities must be unimodal. Further, the moments of the detection 
position P can be computed explicitly: 

E(f'" 1 y!:0)=0)= Im3yl(o)~'~~.."Y2(5)d~ 
0 

= 32”‘3r(5(n + V + 2))r(l+ $)/r(&v + 2)), 
n=0,1,2,.... (21) 

For illustration we take v = 1. In this case, the mode to of the density can be 
computed numerically to give & - - 1.229, while the mean and variance of the 
detection position are given by 1.659 and 0.775 r zspectively. In terms of the original 
process we can deduce that if the population starts with one heterozygote, then 
the most likely detection position is at about 1.55N”” individuals, the mean 
detection position being about 2.09N “’ individuals. The behavior of the mean and 

variance of the detection position as a function of Y is shown in Table 1. 

all rn~~a~io~ rates 0 < c’ < 1 

When the mutation rate is small (0 < Y < l), the boundary at (0) is accessible, 
and so a complete description of the process requires prescribing the boundary 
behavior there. In this section we concentrate on regular reflecting behavior at {O}. 
It is straightforward to check that if we set y = f( v -- l), then the Green’s function 
is given by (12) again. 
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It follows that the mean time to detection is given by (13), and, for x small, the 
result in (14) applies. We can now assess the effect of mutation on the time to 
detection. Pn Fig. 1 the values of A4(0+) are plotted as a function of ~0 =- 4iVm. 

. . . 
’ . . 

Fig. 1. Mean time to detection M(O+) from (14) as a fumction of u = 4Nm. For the discrete process 
startirrg with X0 = 1, the mean time for detection is approximately (2N)*‘3rcl(O+) generations. 

They confirm the intuitive result that as the mutation rate increases, the mean 
detection time decreases when the population starts with a very small number of 
hzterozygotes. 

Moments of the detection position are again given by (21). The effects of mutation 
on Ihe mean and variance of this position are described in Table 1. 

The results in Table 1 show that in the discrete model the mean detection position 
starting from 1 heterolygote, which is given ky (2N)“3 (P) heterozygotes, increases 
slowly with V. This corresponds to the production of larger numbers of heterozygotes 
as v increases. 
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Table 1. Mean and variance of detection 
position P computed from (21), v = 4Nm. 

v E(P) var(P) 

0.100 1.405 0.703 
0.300 1.468 0.720 
0.500 1.527 0.744 
0.700 1.582 0.752 
0.900 1.634 0.767 
1 .ooo 1.659 0.775 
3.500 1.774 0.812 
2.000 1.878 0.848 
2.500 1.972 0.883 
3.000 2.058 0.918 
3.500 2.137 0.952 
4.000 2.212 0.986 
4.500 2.281 1.018 

5. Quasi-fixation problem 

In this section we discuss the case 0 < v < 1 in a different setting. We are now 
interested in the behavior of the process between visits to (0). To model the behavior 
of the process after a visit to {0}, suppose the population remains fixed at 0 for a 
length of time W, at which time a new mutant deleterious gene is introduced into 
the population at a given frequency, from which state the process continues as 
before. Some problems of interest for this model include: 

(a) What is the probability of a quasi-fixation event? That is, what is the! proba- 
bility that he mutant gene is not detected in homozygous form? 

(b) What is the average number of new deleterious mutant types that arises 
before the first of them appears as a homozygote? 

(c) What is the average time to detection of mutant homozygote in this model? 
What is the mean time to detection of 2: particular mutant, conditional on detection 
taking place? 

To analyze these functionals we begin by computing the quasi-fixation proba- 
bilities. Let U(X) be the probability that a quasi-fixation event occurs prior to 
detection, starting from Y(0) = X. Then U(X) satisfies the differential equation 
L u = 0, u(O) = 1, &JO) = 0. Examination of the functions in (9) reveals the required 
solution as 

*(+yzO 
Y2(W 

y2(x) = x 
(1-J4/2Ky($X3/2), y = $(I - y)e (22) 

It is intuitively clear, and simple to prove, that the quasi-fixation probability u (x) 
is monotone decreas’ng in I/ as v traverses 0 to 1 for fixed X. The probability that 
detection occurs first, is then v(x) = 1 - u(x). For small values of x expansion of 
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(9) shows that 

u(x) = 
r(l- +‘-y X3 

- -------+ 0(x4_“), XJO. 
r(l+7)32Y B(l-y) 

(23) 

To assess the role of the parpmeter v we compute the probability of detection 

u in a population of size N = 560 starting with one heterozygote. These are found 

from (23) with x = (2N)-1’J = 0.1. The results are presented in Table 2. 

Table 2. Probability of detection, u, in 
population of size 500 with X0 = 1 com- 
puted by taking x = (2N)-*‘.3 =O.l ir! 

(23), u = 4Nm. 

u V 

0.00 0.073 
0.01 0.075 
0.02 0.077 
0.03 0.079 
0.04 0.08 1 
0.05 0.083 
0.06 0.085 
0.07 0.087 
0.08 0.089 
0.09 0.092 
0.10 0.094 
0.20 0.122 
0.30 0.1% 
0.40 0.210 
0.50 0.267 

The moments of the killing/absorption times are found by 
appropriate Green’s function; this is computed by taking the 

condition at (0). Setting y = $( 1 - v), we get 

m, 5) = 
i 

%“-‘Y1(5)Y2(x), @wQL 

?r”-‘Y dx)y2W, x s 6 

identifying the 
exist boundary 

(24) 

where yl, y7, are the standard solutions exhibited in (9). If we define T to be the 
time to fixation or detection, then M(x) = E( T 1 Y(0) = x) satisfies M(x) cy COX’ -‘, 
as x40, where 

2~13 

c(-J= 
21’($)&)3 

3( 1 - v)T($(l - v))’ 
(23 

For the discrete model, this result is interpreted as follows. If the large population 
comprises initialiy 1 heterozygote so that we may take x = (2N)-“3, then the mean 
time to absorption or detection is of order C0(2N)“‘3 generations. 

For further analysis of quasi-fixation lwe need to evaluate the means of the 
conditiona! absorption and detection times. The appropriate Green’s function for 
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the process conditioned on absorption is given by 

Gob, 5) = G(x, 6)~ (O/u (x ), (26) 

where G( l , . ‘I and u( .) are specified by (22) and (24), respectively. Denoting the 
(conditioned) absorption time by 7’0 we find that 

Mo(x)=E(7’o/ Y(O)=+Clx’-“, x&I. 

The constant Cl can be evaluated explicitly using, for example, [3, p 6% eq. (411: 

3 2v’3 
Cl = 

r(5) 2 2r($V)r(5(2 - V)) 

( ) 3(1- zj) r(Y) r(Z) ’ 
(27) 

The equivalent properties of the process conditioned on killing are computed 
using the conditioned Green’s function G&, y) = G(x, y)( 1 - u(y))/(l - u(x)). 

The mean conditional time to killing is A&(x) = Jr G& y ) dy, and its value for 
x small is given by 

A&(0+) = c2 = 
2f ($)r (iv) 

( 
1 r($T($2 - v)) 

34’3r (5( V i- 2)) -r&l - V))f ($) ) l 

(28) 

It is in this case that we most expeditiously compare the effects of mutation 
(0 < v C 1) with the case of no mutation (V = 0), since the two processes have the 
same boundary behavior. We will focus on the conditional mean detection time 
starting with a very small number of heterozygotes, so that (28) applies. The mean 
time to detection is then given approximately by (2N)“3Cz generations for the 
discrete process. The constant C2 can be evaluated numerically for different values 
of Y, 0 < u < 1. The limiting case v = 0 gives 

C2 = 2nr($)/3l “6r($) = 1.659. 

Some numerical values are given in Table 3. 

Table 3. Values of C, in (28), 
v = 4Mn. 

V 472 

0.0 I. ,659 
0.1 1. .760 
0.3 1.988 
0.5 2.260 
0.7 2.598 
0.9 3.039 

The following somewhat counterintuitive observation arises from Table 3. Condi- 
tional on eventual detection, the mean time to detection increases as the mutation 
rate increases. We point out that tlhe same behavior occurs in the corresponding 
discrete process (when O< 4Nm < l), where numerical results can be found by 
matrix inversion. 
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This curious behavior is essentially due to the conditioning event, For another 
unintuitive result for conditioned processes, see the selection model discussed by 
Ewens [2, Chapter 51 and Maruyama [IO]. 

We can now furnish a description of the simplest qua&fixation model. We assume 
that initially Y(0) = x0. We allow the process to evolve until either a quasi-fixation 
event occurs or until a detection event killIs the process. If the former event occurs, 
we let the population remain fixed in an all-AA configuration for a length of time 
W. After W the process of detection restarts (with a new mutant ‘a’ gene introduced 
into the population) from ~0 and then continues 7s before. The process ends by 
detection of the first homozygous mutant. 

If we let N denote the number of deleterious genes that appear before the first 
of them is detected in homozygous form, then clearly N has a geometric distribution 
with 

P[N=n]=1;“-‘(l-u), 123’1, (2% 

where u = u(xo) is the probability of a quasi-fixation starting from x0. Hence the 
mean number of different deleterious genes that appears before the first is detected 
is 

1 

P = l-u(x0)’ 
(30) 

Typically, a single new mutant will enter the (discrete) population. Setting 
x0 = (2N)-“3 and using the approximation (23) we see that the average number 
of new mutants is given approximately by 

/Z=(2N)yf(l+~)32y/r(l-~), r=&-~). (31) 

A sample compounding argument now shows that the mean length of time until 
the process ends by forming any recessive homozygotes is given by 

For small values of x0 the estimates of (27) and (28) can be used to evaluate this 
expression. 

We remark that many other functionals of this quasi-fixation process (for example, 
the average aggregate number of carriers and the distribution of the detection 
position) can be analyzed using methods similar to those developed here. 
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