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Sojourn times for conditioned Markov chains in genetics i 
S. TAVARl?, University of Shefield 

' We consider a Markov chain {Xm, n 2 0)  with state space {0,1, - * ,  M}, with 
absorbing barriers at 0 and M. Following the notation of Kemeny and Snell 
(1960), we let Tj  be the number of times the chain is in state j ,  given X o =  i, 
before absorption at 0 or M. We write the one-step transition matrix of the chain 
in the form 

Then N = (n,,) = (ET, )  = ( I  - Q)-'. 
Let .ni be the probability of absorption at 0, given Xo = i, and consider the 

chain {Xz} conditioned to be absorbed at 0. For the conditioned chain, we have a 
one-step transition matrix P * ,  and 

N *  = (nf,) = (E'Tf,) = D-"D 

where D = diag {r,, * . * ,  .nM-'). 
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The class of chains we consider will be assumed to have the following 
properties: 

(A) (0 {Xn} is a martingale; 

(ii) e,] = pM-,.M-,. 

Two chains satisfying (A) are the pure-drift genetic model of Wright, for which 

and Moran, for which 

= = i ( M  - i ) / M 2  = p,  

(2) p,, = 1 - 2p, 

pe =O, l i - j l 2 2 .  

For details of the Wright and Moran models see Moran (1962). We can also 
modify these transition probabilities slightly by setting 

(3) p,  = i(M - i ) /MC 

where C is a function of M chosen to ensure 0 < p,  5 1, Vi,  M. Condition (ii) of 
(A) is a consequence of the 'exchangeability' of this type of genetic model. See 
Cannings (1974). 

Ewens (1973) has considered diffusion approximations to this type of chain. 
After appropriate scaling of the time and state spaces of {X"}, we obtain a 
process X ( t )  diffusing over [0,1], with drift and diffusion coefficients given by 

(B) .(X) = 0, 

p ( x )  = x(1- x), respectively. 

He shows that for processes satisfying (B) which are conditioned to hit 0, the 
mean time spent in any interval (a, b)  is given by 

t * (u,  b ) =  /:t*(x)dx, 

where 

(4) t * (x)=2,  O l x S p  

= 2p(l -  x) /x( l -  p ) ,  p 5 x 5 1. 

Translated back to the underlying conditioned Markov chains, we see that (4) 
is equivalent to requiring that N* satisfy 

(C) n:i=C for 1SjS iSM-1 .  
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We now want to know which models satisfying (A), whose diffusion coeffi- 
cients (after suitable scaling) satisfy (B), also satisfy (C). It turns out that {X.} 
must be a symmetric random walk, whose transition probabilities satisfy (3). It is, 
of course, possible to construct transition matrices P *  which also satisfy (C). In 
this case, they must be skip-free downwards, but we cannot in general find 
absorption probabilities, and so reconstruct a P which is the transition matrix of 
a chain with two absorbing barriers. This gives a reason for Assumption (A). In 
particular, the Wright model (1) does not satisfy (C). Some discussion of the 
errors involved in the diffusion approximation in this case is given by Pollak and 
Arnold (1975). Further, if we let 4t,(s) be the probability generating function of 
Tf,, and suppose i 2 j, then 4f,(s)  is independent of i and j iff P satisfies (3). In 
this case, all higher moments of Tf,  will be independent of i and j also. 

Our diffusion approximation processes have turned out to be limits (in an 
exact sense) of Moran-type random walks satisfying (3). This is reasonable- 
nicely-behaved diffusions usually arise as limits of absorbing chains which have 
only local changes of state. The errors in using this diffusion approximation for 
Wright’s model may be attributed to the early behaviour of the chain, where 
there is a higher probability of hitting an absorbing barrier. So the application of 
diffusion approximation methods to processes like Wright’s model are not really 
appropriate. However, we can approximately reproduce Wright’s model by 
looking at Moran’s model at time points 0, [M/2], M, - * instead of 0, 1,2, - . . 
The transition matrix of this new chain is given by where P is as in (2). For 
large values of M, the eigenvalues of Wright’s model and those of are close 
(see e.g. Cannings (1974)) and this provides an explanation of why the diffusion 
approximation appears insensitive to the type of Markov chain to which it is 
applied. 
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