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 vide one useful approach to the difficult problem of assessing the sta-
 tistical behavior of genetic parameters estimated from such pedigrees.

 This book is well written and carefully produced. The authors should
 be congratulated on providing mathematicians and statisticians with an
 excellent introduction to the difficult and challenging problems of ge-
 nealogy.

 SIMON TAVARf
 Colorado State University

 REFERENCES

 FELSENSTEIN, J. (1983), "Statistical Inference of Phylogenies," Journal of the Royal Sta-
 tistical Society, Ser. A, 146, 246-272.

 KINGMAN, J.F.C. (1982), "On the Genealogy of Large Populations," Journal of Applied

 Probability, 19A, 27-43.

 Cryptography: A Primer.

 Alan G. Konheim. New York: John Wiley, 1981. xiv + 432 pp.
 $34.95.

 I am certainly not an expert on the subject of cryptography. In fact,
 until the recent revolution in cryptography brought the subject into the
 open literature, I knew very little about the workings of real or proposed
 cryptographic systems. Even now, having followed much of the dis-
 cussions on one-way functions, public key systems, NP-complete prob-
 lems and other facets of the new cryptography, I still wonder if I really
 know anything about real cryptography.

 I was therefore fascinated with the thought of reading Cryptography:
 A Primer by Alan Konheim. Though I knew that the current crypto-
 graphic systems used by the National Security Agency and the other
 classified agencies would remain inaccessible, I felt that the principles
 and practices of real cryptography would become apparent.

 Konheim has tried hard to present the foundations of cryptography.
 He begins with simple substitution ciphers and progresses through the
 complexity of the famous Enigma system and sophisticated classical
 cryptographic techniques. Recent results from the new cryptography,
 such as public key systems, are also included. In Part 1, which deals
 with the presentation of classical concepts, the emphasis is on code
 breaking-an attack on a cryptographic system. The mathematical tools
 specific to each system are presented with detailed examples of their
 use. The probabilistic and information theoretic measures of crypto-
 graphic systems' resistance to attack are developed and discussed in
 the context of natural English language redundancy. Part 2, devoted to
 the new cryptography, presents techniques and their mathematical foun-
 dations that have been developed within the last seven or eight years.
 Since this is an active field, much of this section will need revision in
 later editions. Konheim also includes a chapter at the end of Part 2 on
 a specific IBM cryptographic system, Information Protection System
 (IPS). I feel that this is the weakest section in the book and adds little
 to the presentation.

 It is difficult to determine the audience to which the book is directed.
 As a book that covers the basic elements of the subject of cryptography,
 it is indeed a primer. It is not, however, elementary in the sense of being
 accessible to anyone with a curious interest in cryptography. It is a
 mathematics book, and anyone used to the definition-theorem-proof
 style of mathematics will be comfortable with it. Those not at ease with
 this style will find the book difficult to read. Unfortunately I believe
 that many computer science students and engineers are uncomfortable
 with this form. When used as a textbook with the benefit of an instructor
 to introduce the various topics and to control the pace, the mathematical
 presentation should be satisfactory. On its own, however, the book has
 a definite lack of structure. For independent use by those who are nei-
 ther cryptographers nor research mathematicians, the presentation
 would benefit greatly by a clearer separation of definitions, concepts,
 and results from the theorems, proofs, and symbology of the mathe-
 matical foundations.

 The book is nearly self-contained. Although the subject matter uses
 results and techniques from many areas of mathematics, the necessary
 background material is always included. Specifically, the required def-
 initions and results from probability, linear algebra, information theory,
 and number theory are presented as needed in the exposition. There is
 a separate appendix devoted to concepts of probability theory, and the
 results from the other areas are interwoven into the discussion. This
 makes for a slight unevenness in the presentation-for example, linear

 algebra (including an example of Gaussian elimination) is introduced
 and summarized in the course of discussing substitution ciphers. This
 is a trade-off an author has to make, and Konheim has chosen com-
 pleteness at the risk of unevenness.

 To some extent this book satisfied my expectations, but not com-
 pletely. In part the fact that I am not entirely satisfied by this book is
 my responsibility. The author can certainly not be faulted for not writing
 the book I wanted to read. In other ways, however, I feel that the book
 could have been improved within its own scope and objectives. I would
 have preferred, perhaps, less detail and more insight. Although the
 mathematical foundations of cryptography are presented clearly, there
 is still a feeling that there are general principles and intuitive concepts
 that have been neglected.

 Cryptography: A Primer is well edited. There are few typographical
 errors, and none of any serious consequence. This is typical of Wiley
 publications, but it must also represent a considerable devotion to detail
 by the author.

 In summary, I feel that Cryptography: A Primer is a very ambitious
 book in which the author tried to include all of his favorite topics in
 cryptography. The result is a complete presentation that unfortunately
 lacks a clear direction and level. I believe that with diligent attention
 to the details of the examples, and perhaps several readings of the math-
 ematics, a newcomer can learn much of the substance of cryptography.
 If the reader is not comfortable with the style of mathematical expo-
 sition, however, he will be left with little intuitive understanding.

 WILLIAM J. ROSENBERG
 Lockheed Palo Alto Research Laboratories

 Contributions to the Sample Survey Theory.

 V. termak, J. Henzler, and E. Olle. Prague: State Pedagogical
 Publishing House, 1982. 104 pp. 15.50 Kcs.

 This book consists of four papers in classical sampling theory. They
 are summarized briefly, since the book may not be widely available in
 North America.

 1. "Another Way of Deriving the Expectations of Sample Central
 Moments" (termak)

 Expectations of sample central moments of orders 2, 3, and 4 under
 simple random sampling with and without replacement are derived. The
 derivation is based on generalizations of the difference form of the sam-
 ple second moment, namely

 -n n

 E E (yi - Y0)2] 2n2.

 The result for order 2 is discussed in relation to difference forms (e.g.,
 Yates, Grundy, and Sen) for the estimates of variance of the mean es-
 timator under unequal probability sampling.

 2. "The Use of the Difference Estimator in Repeated Sample Sur-
 veys" (termak)

 It is shown that for sampling on successive occasions, the difference
 estimator (for the current time mean, using the previous time estimate
 and previous and current sample values) has almost as small a variance
 as the regression estimator under the optimal replacement policy.

 3. "On Some Modifications of Systematic Sampling" (Henzler)

 The main modifications considered are multistep systematic sampling
 (the sizes of successive intervals in the sample are k1, k2. . . . kr, k1,
 k2, . . . kr, .. .), multiple systematic sampling (several random starts
 are employed), and two-part systematic sampling (circular systematic
 sampling is used with the sampling interval changing partway through).
 The performances of these designs are compared in the presence of
 linear trend, in the presence of periodicity, and for some natural pop-
 ulations.

 4. "Theoretical and Empirical Comparisons of Some Unbiased and
 Almost Unbiased Ratio Estimators" (termAk and Oll6)

 The paper begins with a review of the literature up to 1974 on ratio
 estimators (including the estimators of Hartley-Ross, Mickey, Sastry,
 Cochran, Pascual, Murthy-Nanjamma, Quenouille, Beale, and Tin) and
 their estimates of MSE under simple random sampling. In the remainder
 of the paper, some empirical studies with sample size 3 from artificial
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