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#### Abstract

The paper is concerned with methods for the estimation of the coalescence time (time since the most recent common ancestor) of a sample of intraspecies DNA sequences. The methods take advantage of prior knowledge of population demography, in addition to the molecular data. While some theoretical results are presented, a central focus is on computational methods. These methods are easy to implement, and, since explicit formulae tend to be either unavailable or unilluminating, they are also more useful and more informative in most applications. Extensions are presented that allow for the effects of uncertainty in our knowledge of population size and mutation rates, for variability in population sizes, for regions of different mutation rate, and for inference concerning the coalescence time of the entire population. The methods are illustrated using recent data from the human $Y$ chromosome.


WITH the abundance of molecular genetic data that is now becoming available, and the interest in assessing current levels of human genetic diversity, attention has recently turned toward the question of what these data can tell us about human prehistory. More specifically, several recent papers have addressed the problem of inferring times since the most recent common ancestor of a sample of homologous DNA sequences drawn from a diverse range of contemporary humans.

Haploid sequences are convenient for such studies because the need to distinguish an individual's two haplotypes at an autosomal locus is then avoided. Studies have therefore tended to favor either the maternally inherited mitochondrial DNA (mtDNA) (e.g., WALlace 1995; Wills 1995) or the male-specific part of the $Y$ chromosome (Hammer 1995; Jobling and TylerSmith 1995; Whitfield et al. 1995). These two sources of DNA represent, in effect, only two loci, one or both of which may be subject to selection, so that data from autosomal loci (Ayala 1995; Harding et al. 1997) are also needed to obtain a reasonably good picture of recent human evolutionary history.
Extracting information about human history from these data requires careful modeling of the complex underlying processes such as mutation, demography and genealogical structure (DONNELLY 1996), by which

[^0]we mean the ancestral relationships among the sequences. In recent years, a convenient mathematical framework has emerged for describing these processes, known as coalescent theory.

In Section 2, we give a brief outline of standard coalescent theory. This theory describes, in terms of probabilities, the ancestral relationships we would expect to find in a sample of sequences before any of the sequences are observed. Once the data have been examined, these probabilities can be revised in the light of the data. The correct method for revising the initial coalescent probabilities on the basis of the observed data is given by the usual rules of probability. The relevant calculations are, however, difficult, and a range of ad hoc alternative approaches have been developed in the literature. Some of these approaches are discussed in Section 4. Many of them make inefficient use of the data and some are fundamentally incorrect.

In this paper, we describe the correct approach for drawing inferences about coalescence times from sequence data, within the framework of infinitely-manysites coalescent theory. Exact solutions to the inference problem in this setting have been obtained for samples of size two (Tajima 1983) (Section 3) and samples of any size that display no diversity (Section 5.2). In other cases, the theory and computational implementation of an exact solution are complex (Griffiths and Tavaré 1994a). We describe in Section 5.1 a very simple and fast approximate simulation method based on replacing the full data set with only the number of segregating sites in the sample. Extensions are presented that allow for the effects of uncertainty in our knowledge of population size and mutation rates, for variability in population sizes, for regions of different mutation rate, and


Figure 1.-Coalescent tree for a sample of five individuals.
for inference concerning the coalescence time of the entire population.

Our focus here is on methods that use population genetics modeling in inferring coalescence times from molecular genetic data. Another class of methods does not use population modeling (see Section 7.2 for an example). In principle, such approaches are inefficient, in not using all of the available information (see Section 3 for a comparison in the simplest case). They also suffer from various practical drawbacks. In particular, most implementations seriously underrepresent the uncertainty in the resulting estimates. For a critique of some of these difficulties in the context of human mtDNA data see Templeton (1993).
2. The coalescent: Kingman's coalescent (Kingman 1982a) is a probability model for the genealogical tree of a random sample of $n$ genes drawn from a large population. For recent reviews see Hudson (1991), Donnelly and Tavaré (1995). In the simplest formulation, the population size is a constant, $N$ chromosomes, although this constraint is relaxed below. An example of a genealogical tree for a sample of size $n=5$ is illustrated in Figure 1. Each branch tip represents a sequence in the current sample, and moving up the tree corresponds to going backward in time. Branches merge at a node when the associated sequences first share a common ancestor, so that the root of the tree occurs at the most recent common ancestor of the entire sample.

Time is measured continuously in the coalescent. In fact, the time $W_{j}$ during which the sample has $j$ distinct ancestors, $2 \leq j \leq n$, has the exponential distribution with parameter $j(j-1) / 2$, the times for different $j$ being independent. This description provides a close approximation to a range of population genetics models in which time is expressed in generations, provided that one unit of coalescent time is interpreted as $N$ generations. An even larger class of models is approximated if a unit of coalescence time is interpreted as $N / \sigma^{2}$ generations, in which $\sigma^{2}$ is the variance in an individual's number of offspring (Kingman 1982a). Here, we shall assume $\sigma=1$, but note that converting
estimates of coalescence times into years requires a knowledge of $\sigma$.

There are two important quantities associated with a genealogical tree: the height of the tree, $T_{n}$, which is the time to the most recent common ancestor, and the length of the tree, $L_{n}$, which is the total of all the branch lengths. These are defined by

$$
\begin{equation*}
T_{n}=\sum_{j=2}^{n} W_{j}, \quad L_{n}=\sum_{j=2}^{n} j W_{j} \tag{1}
\end{equation*}
$$

The expectation of $W_{j}$ is $\mathbb{E}\left(W_{j}\right)=2 / j(j-1)$, and so the expectations of $T_{n}$ and $L_{n}$ are given by

$$
\begin{equation*}
\mathbb{E}\left(T_{n}\right)=2\left(1-\frac{1}{n}\right), \quad \mathbb{E}\left(L_{n}\right)=2 \sum_{j=1}^{n-1} \frac{1}{j} \tag{2}
\end{equation*}
$$

Notice that as the sample size, $n$, gets large, $\mathbb{E}\left(T_{n}\right)$ approaches 2 units of coalescent time, equivalent to $2 N$ generations, while $\mathbb{E}\left(L_{n}\right)$ increases without bound, growing like $2 \log (n)$. The variances of $T_{n}$ and $L_{n}$ are also readily obtained:

$$
\begin{gather*}
\operatorname{Var}\left(T_{n}\right)=8 \sum_{j=2}^{n} \frac{1}{j^{2}}-4\left(1-\frac{1}{n}\right)^{2} \\
\operatorname{Var}\left(L_{n}\right)=4 \sum_{j=1}^{n-1} \frac{1}{j^{2}} \tag{3}
\end{gather*}
$$

For $n$ large, $\operatorname{Var}\left(T_{n}\right)$ approaches $4 \pi^{2} / 3-12 \approx 1.16$, whereas $\operatorname{Var}\left(L_{n}\right)$ converges to $2 \pi^{2} / 3 \approx 6.58$. Notice that $T_{n}$, the height of the tree, has a high variance relative to its mean and that this ratio is not reduced by increasing the sample size. On the other hand, the length $L_{n}$ has variance that becomes negligible relative to its mean as $n$ increases. This is because $L_{n}$ becomes dominated by the large number of very short branches that occur near the tips of the tree, whereas $T_{n}$ is mainly affected by the two long branches that emanate from the root of the tree.

The times at which mutations occur are modeled in the coalescent by assuming that these times form a Poisson process of constant rate $\theta / 2$. This means that if a branch of the tree has length $w$, then the number of mutations on that branch has a Poisson distribution with mean $w \theta / 2$, independently of the mutations on the other branches. Here

$$
\begin{equation*}
\theta=2 N \mu, \tag{4}
\end{equation*}
$$

in which $\mu$ is the mutation rate per gene per generation. If the data are DNA sequences, then $\mu$ is equal to the sequence length times the mutation rate per site per generation.

As well as describing the locations of mutations on the genealogical tree, a description of mutation types is also needed. A wide variety of different models for the mutation process can be incorporated into the coalescent. When the data are DNA sequences, the infinitely-manysites model may be appropriate (Watterson 1975). In
this model, each gene is considered to be a sequence of completely linked sites, so that no recombination occurs within the sequence. Further, every mutation occurs at a site different from the sites of the previous mutations, so that a new segregating site arises.

It follows from the infinitely-many-sites assumption that, given the length of the tree $L_{n}$, the number $S_{n}$ of segregating sites in the sample has a Poisson distribution with mean $\theta L_{n} / 2$. Formally,

$$
\begin{equation*}
\mathbb{P}\left(S_{n}=k \mid L_{n}=l\right)=\operatorname{Po}(k, \theta l / 2) \tag{5}
\end{equation*}
$$

in which we introduce $\operatorname{Po}(k, \lambda)$ to denote the probabilities of the Poisson distribution,

$$
\begin{equation*}
\operatorname{Po}(k, \lambda)=\frac{e^{-\lambda} \lambda^{k}}{k!} \tag{6}
\end{equation*}
$$

for $k=0,1, \ldots$, and $\lambda \geq 0$. The unconditional distribution of $S_{n}$ is then obtained by integrating the conditional distribution (5) with respect to the distribution of $L_{n}$.
3. Samples of size two: It is helpful to consider initially this simplest case because both the principles underlying the correct approach to inference and the deficiencies of some alternative approaches are readily highlighted.

Under the infinitely-many-sites assumption, all of the information in the two sequences is captured in $S_{2}$, the number of segregating sites. Our goal, then, is to describe $T_{2}$, the time to the most recent common ancestor of the sample, or coalescence time, as fully as possible under the assumptions of the model and in the light of the data, which is the observed value of $S_{2}$.

One approach is to treat the realized value of $T_{2}$ as an unknown parameter that is then naturally estimated by $\tilde{T}_{2}=S_{2} / \theta$, since $\mathbb{E}\left(S_{2} \mid T_{2}\right)=\theta T_{2}$. Such an approach, however, does not use all of the available information. In particular, the information available about $T_{2}$ due to the effects of genealogy and demography are ignored.

Under the coalescent model, when $n=2$ the coalescence time $T_{2}$ has an exponential distribution with mean 1 before the data are observed. As Tajima (1983) noted, it follows from Bayes Theorem that, after observing $S_{2}=k$, the distribution of $T_{2}$ is gamma with parameters $1+k$ and $1+\theta$, which has probability density function (pdf)

$$
\begin{equation*}
f_{T_{2}}\left(t \mid S_{2}=k\right)=\frac{(1+\theta)^{1+k}}{k!} t^{k} e^{-(1+\theta) \iota}, \quad t \geq 0 \tag{7}
\end{equation*}
$$

In particular,

$$
\begin{gather*}
\mathbb{E}\left(T_{2} \mid S_{2}=k\right)=\frac{1+k}{1+\theta},  \tag{8}\\
\operatorname{Var}\left(T_{2} \mid S_{2}=k\right)=\frac{1+k}{(1+\theta)^{2}} \tag{9}
\end{gather*}
$$

The pdf (7) conveys all of the information available
about $T_{2}$ in the light of both the data and the coalescent model. It represents a complete solution to the inference problem for coalescence time in the case $n=$ 2. In some contexts it may be helpful to give interval estimates of $T_{2}$. For example, intervals that contain $T_{2}$ with probability $95 \%$ are readily obtained for particular data sets.

When, as here, the post-data distribution of $T_{2}$ is available, merely reporting a point estimate would usually be inappropriate. Nevertheless, if a point estimate were required, (8) suggests the choice $\hat{T}_{2}=\left(1+S_{2}\right) /(1+$ $\theta)$. Perhaps not surprisingly, the estimator $\hat{T}_{2}$, which is based on all of the available information, is superior to $\tilde{T}_{2}$ that ignores the pre-data information. For example, writing MSE for the mean square error of an estimator, straightforward calculations show that

$$
\begin{equation*}
\operatorname{MSE}\left(\hat{T}_{2}\right)=\frac{1}{1+\theta}<\frac{1}{\theta}=\operatorname{MSE}\left(\tilde{T}_{2}\right) \tag{10}
\end{equation*}
$$

The difference in mean square errors could be substantial for small $\theta$. In addition, the estimator $\tilde{T}_{2}$ is clearly inappropriate when $S_{2}=0$.
4. Previous approaches: In general terms, our problem is to describe the coalescence time $T_{n}$ as fully as possible in the light both of the observed sequences and appropriate modeling assumptions. A complete solution is given by $f_{T_{n}}(t \mid D), t>0$, the pdf of $T_{n}$ given the sequence data $D$. Within the infinitely-many-sites modeling framework, this solution is available in terms both of exact expressions and convenient simulation methodologies, described in Section 5. Here, we briefly discuss a number of alternative approaches that have been employed in the literature and point out some of their flaws and inefficiencies.

To distinguish clearly the distribution of $T_{n}$ based on the genealogical model only and that based on both model and observed data, we will use the phrases "predata" and "post-data."

Templeton (1993) considered the time since mitochondrial "Eve", that is the coalescence time of extant human mtDNA. For a particular reconstruction of the genealogical tree of the sampled sequences, he calculated the number of differences between each pair of sequences whose common ancestor is the root of the tree and then averaged this pairwise difference across all such pairs. He observed that the value, $\bar{k}$, of the average varied little over plausible reconstructed trees. He then substituted the value of $\bar{k}$ in place of $k$ in (8) and (9), claiming that this represented the post-data mean and variance, respectively, of $T$, the coalescence time of the sampled sequences. He then referred to a result of Kimura (1970) to the effect that the distribution of $T$ is approximately gamma and obtained "confidence limits" for Tusing the gamma distribution with the mean and variance he had calculated.

There are several problems with this method. The results (8) and (9) give post-data moments for the
coalescence time of a sample of two randomly chosen sequences. Templeton chose pairs of sequences that were on different "sides" of the reconstructed genealogical tree. A pair of such sequences is not randomly chosen: they are chosen to have the longest coalescence time among all pairs of sequences in the tree and will thus tend to be more different than a typical pair. The discussion of the previous section, and in particular (8) and (9), do not apply for a pair of sequences chosen from different sides of a reconstructed tree. It is not clear what the correct expressions are for such sequences. Second, even if (8) and (9) had obtained for each of the pairs of sequences Templeton considered, it does not follow that they remain correct on substituting $\bar{k}$ for $k$.

DORIT et al. (1995) reported no variation in 38 human $Y$ chromosome sequences of length 729 bp . They used a coalescent model of population genetics to infer confidence intervals for the coalescence time. Their analysis also contained serious errors. For a discussion see Donnelly et al. (1996) and accompanying papers.

A different study of $Y$-chromosome variation was reported in Hammer (1995). A 2.6-kb fragment of the male-specific portion of the $Y$ chromosome was sequenced from 16 humans and four chimpanzees. The author presented estimates of the coalescence time for the human sequences. The largest value of $k$ among all pairs was substituted into (8) and (9) to obtain an estimate of $T$ and confidence intervals based on an approximating gamma distribution, as in (Templeton 1993). This method is invalid for effectively the same reasons as Templeton's. In particular, (8) and (9) do not apply to a pair of sequences chosen because they are maximally different. In fact, Donnelly and Kurtz (1997) have shown that the number of mutations between the two maximally different sequences in a sample of size $n$ goes to infinity as $n$ increases. This holds even though the coalescence time for the sample remains bounded. Use of the maximally different pair of sequences might thus be very misleading, particularly when the sample size is large.
5. Simulation methods for valid inferences: As stated above in Section 4, a complete solution to the problem of inferring $T_{n}$, the time to the most recent common ancestor of a random sample of $n$ sequences, is given by $f_{T_{n}}(t \mid D), t>0$, the conditional pdf of $T_{n}$ given the complete data $D$. In this section we describe methods for obtaining this solution within the infinitely-many-sites mutation model.

From the definition of conditional probability we have

$$
\begin{equation*}
f_{T_{n}}(t \mid D)=f_{T_{n}}(t) \frac{\mathbb{P}\left(D \mid T_{n}=t\right)}{\mathbb{P}(D)} \tag{11}
\end{equation*}
$$

In words, the post-data pdf of $T_{n}$ is given by the predata pdf times a factor that is the ratio of the probability of observing the data if $T_{n}=t$ to the unconditional
probability of the data. Notice that (11) accords well with intuition in that, if the data are relatively more likely when $T_{n}=t$, then the post-data pdf will be larger than the pre-data pdf at that value of $t$, and vice versa.

Since $f_{T_{n}}(t \mid D)$ is a probability density function, there is no need to evaluate $\mathbb{P}(D)$ directly: it is a constant (with respect to $t$ ) and its value is determined by the constraint that $f_{T_{n}}(t \mid D)$ must integrate to one. In view of this simplification, we can write

$$
\begin{equation*}
f_{T_{n}}(t \mid D) \propto f_{T_{n}}(t) \mathbb{P}\left(D \mid T_{n}=t\right) \tag{12}
\end{equation*}
$$

Equation 12 is not directly useful in general, because an explicit expression for $\mathbb{P}\left(D \mid T_{n}=t\right)$ is only available in simple cases, such as $n=2$ (Section 3) or $S_{n}=0$ (Section 5.2). A computer-intensive approach is described in Section 5.6. First we describe a simple and fast approximate simulation method, based on replacing the complete data $D$ with the summary statistic $S_{n}$.
5.1. Conditioning on $S_{n}$ : An important simplification to (12) is obtained by replacing $D$ with $S_{n}$, the number of segregating sites in the sample. The simplification arises because the distribution of $S_{n}$, described near (5), depends on the coalescent tree only through $L_{n}$, the length of the tree. The finer details of branch lengths and topological structure are irrelevant. Moreover, the distribution of $L_{n}$ is completely specified in a form convenient for simulation by its definition (1) as a weighted sum of independent, exponential random variables.

Substituting $S_{n}=k$ for $D$ in (12) and rearranging, we derive

$$
\begin{align*}
& f_{T_{n}}\left(t \mid S_{n}=k\right) \propto f_{T_{n}}(t) \mathbb{P}\left(S_{n}=k \mid T_{n}=t\right) \\
&=\int_{0}^{\infty} f_{T_{n} L_{n}}(t, l) \\
& \quad \times \mathbb{P}\left(S_{n}=k \mid T_{n}=t, L_{n}=l\right) d l \\
&=\int_{0}^{\infty} f_{T_{n} L_{n}}(t, l) \mathbb{P}\left(S_{n}=k \mid L_{n}=l\right) d l \\
&=\int_{0}^{\infty} f_{T_{n}, L_{n}}(t, l) \operatorname{Po}(k, l \theta / 2) d l \tag{13}
\end{align*}
$$

in which $f_{T_{n} I_{n}}(t, l)$ denotes the joint pdf, under the coalescent model, of $T_{n}$ and $L_{n}$. Evaluation of (13) by stochastic simulation is now straightforward, using the following algorithm:

Algorithm 1 Rejection algorithm for $f_{T_{n}}\left(t \mid S_{n}=k\right)$.

1. simulate the $W_{j}$ (independent, exponential random variables with parameter $j(j-1) / 2, j=2, \ldots, n)$;
2. evaluate $T_{n}$ and $L_{n}$ according to the definition (1);
3. keep $T_{n}$ with probability $u$, defined by

$$
\begin{equation*}
u=\frac{\operatorname{Po}\left(k, L_{n} \theta / 2\right)}{\operatorname{Po}(k, k)} \tag{14}
\end{equation*}
$$

otherwise discard $T_{n}$ and go to 1.


Figure 2.-Pre- and post-data density curves for $T_{10}$ with $\theta$ $=1$. - , pre-data density; $\cdots, S_{10}=1 ;--, S_{10}=3 ;---, S_{10}$ $=5$.

The resulting value of $T_{n}$ is a sample of size one from the required distribution. The algorithm can be repeated arbitrarily often, to estimate quantities of interest as accurately as desired. Let $t_{1}, \ldots, t_{m}$ be the times returned from $m$ iterations of Algorithm 1. The density $f_{T_{n}}\left(t \mid S_{n}=k\right)$ may be estimated from a histogram of the observations $t_{1}, \ldots, t_{m}$, or by using more sophisticated density estimation methods. Moments of the distribution can be estimated from the corresponding sample moments. For example, $\left(t_{1}+\cdots+t_{m}\right) /$ $m$ approximates the post-data mean of the coalescence time.

Notice that the denominator of (14) satisfies

$$
\operatorname{Po}(k, k)=\max _{\lambda \geq 0} \operatorname{Po}(k, \lambda)
$$

This constant can be replaced with any larger value, for example, 1 . The resulting algorithm will be valid, but less efficient, since smaller values of $u$ increase the chance that $T_{n}$ is rejected. Algorithm 1 belongs to a class of simulation methods known as acceptance-rejection sampling (Ripley 1987). When the acceptance probability $u$ is small, these algorithms can be time consuming. One might then use a Markov chain Monte Carlo method. A natural choice is the independence sampler with the pre-data distribution as the proposal (cf. Gilks et al. 1996, Chapter 1).

Figure 2 illustrates results from Algorithm 1 with $n$ $=10$ and $\theta=1$. The solid curve indicates $f_{T_{n}}(t)$, the
pre-data pdf of the coalescence time $T_{10}$. The other curves in the figure show the post-data density curves for $T_{10}$ given three different observed values for $S_{10}$. Moments of each of the distributions for $T_{10}$ are given in the first two columns of Table 1. From (2) and (3), the pre-data distribution of the length of the tree $L_{10}$ has mean 5.66 and variance 6.16 . Given the value of $L_{10}$, the number of segregating sites $S_{10}$ has the Poisson distribution with mean $L_{10} / 2$. It follows that $S_{10}$ has mean 2.83 and variance 4.12. A feature of Algorithm 1 is that it is usually very fast: the simulations underlying Figure 2 and Table 1 require only a few seconds on a desktop workstation.
5.2. The case $S_{n}=0$ : A set of sequences displaying no variation was presented in Dorit et al. (1995) and discussed further in Donnelly et al. (1996) (see also the accompanying discussion and authors' response). In this case, the data are fully summarized by the event $S_{n}=0$. Although the simulation algorithms described earlier can be used, there is no need; exact results have been available for some time (Tavaré 1984). No segregating sites occur in the sample if and only if there are no mutations in the coalescent tree of the sample. Conditional on $D=\left\{S_{n}=0\right\}$, it follows that the time $\tilde{W}_{j}$ during which the sample has $j$ distinct ancestors has probability density proportional to

$$
1 / 2 j(j-1) \exp (-j(j-1) w / 2) \cdot(\exp (-\theta w / 2))^{j}
$$

Hence $\tilde{W}_{j}$ has an exponential distribution with parameter $j(j+\theta-1) / 2$, and (since mutations are independent in different branches of the tree) the $\tilde{W}_{j}$ are independent random variables. Thus the post-data distribution of $T_{n}$ is that of $\tilde{T}_{n}$ defined by

$$
\begin{equation*}
\tilde{T}_{n}=\tilde{W}_{n}+\cdots+\tilde{W}_{2} \tag{15}
\end{equation*}
$$

which has probability density function

$$
\begin{align*}
& f_{T_{n}}\left(t \mid S_{n}=0\right)=\sum_{j=2}^{n}(-1)^{j} \\
& \quad \times \frac{(2 j+\theta-1) n_{[j]}(\theta+1)_{(j)}}{2(j-2)!(\theta+n)_{(j)}} e^{-j(\theta+j-1) t / 2} \tag{16}
\end{align*}
$$

where $x_{(j)}=x(x+1) \cdots(x+j-1)$ and $x_{[j]}=x(x$ $-1) \cdots(x-j+1)$. This follows directly from equation 5.2 of Tavaré (1984).

It is clear that the mean time to the most recent common ancestor, given $S_{n}=0$, is smaller than its predata mean, since

$$
\mathbb{E}\left(T_{n} \mid D\right)=\sum_{j=2}^{n} \frac{2}{j(j+\theta-1)}
$$

Furthermore, given that the sample has no variability, the time to the most recent common ancestor of the sample is, as expected, stochastically smaller than the unconditional distribution.
5.3. The case $S_{n}=k>0$ : When $\theta$ is assumed known and the population size is assumed constant, some ex-

TABLE 1
Effect of uncertainty about $\theta$

|  | $\theta=1$ |  |  | $\theta$ random, $\mathbb{E}(\theta)=1$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Data | Mean of $T_{10}$ | Variance of $T_{10}$ |  | Mean of $T_{10}$ |  |

Pre-data and post-data moments of $T_{10}$ for three values of $S_{10}$, for $\theta$ known and $\theta$ random. The pre-data values are exact, from (2) and (3), whereas the post-data values are estimated from 10,000 iterations of Algorithm 1 or Algorithm 2. For $\theta$ random, its value is $2 N \mu$, where $N$ is $\operatorname{lognormal}(9,1)$ and $\mu$ is gamma with shape parameter 2 and mean $1 / 26,719$. It follows that $\theta$ has mean 1 , median 0.48 and SD 1.75.
plicit results are available for the distributions of interest. In view of the independence structure, generating functions provide a useful tool. It follows from (5) and the independence of the waiting times $W_{j}$ that

$$
\begin{aligned}
\phi_{n}(u, z) & \equiv \mathbb{E}\left(e^{-u T_{n} z_{n}}\right) \\
& =\mathbb{E} \mathbb{E}\left(e^{-u T_{n} z_{n}} \mid T_{n}, L_{n}\right) \\
& =\mathbb{E}\left(e^{-u T_{n}} e^{-\theta(1-z) L_{n} / 2}\right) \\
& =\mathbb{E}\left(e^{-\sum_{j=2}^{n} W_{j}(u+\theta j(1-z) / 2)}\right) \\
& =\prod_{j=2}^{n} \mathbb{E} e^{-\left(u+\theta(1-z) j W_{j} / 2\right)} \\
& =\prod_{j=2}^{n} \frac{j(j-1)}{j(j-1+\theta(1-z))+2 u} .
\end{aligned}
$$

The bivariate generating function $\phi_{n}(u, z)$ has the property that

$$
\mathbb{E}\left(T_{n} z^{S_{n}}\right)=-\left.\frac{\partial}{\partial u} \phi_{n}(u, z)\right|_{u=0}
$$

( cf. Feller 1968, Chapter XI) . Differentiating and simplifying, we have

$$
\mathbb{E}\left(T_{n} z^{S_{n}}\right)=\sum_{j=2}^{n} \frac{2}{j(j-1)} \frac{(j-1)}{j-1+\theta-\theta z} \mathbb{E}\left(z^{s_{n}}\right)
$$

so that, by equating coefficients of $z^{k}$, we have

$$
\begin{align*}
& \mathbb{E}\left(T_{n} \mid S_{n}=k\right)=\frac{1}{\mathbb{P}\left(S_{n}=k\right)} \sum_{l=2}^{n} \frac{2}{l(l-1)} \\
& \times \sum_{m=0}^{k} \mathbb{P}\left(S_{n}=m\right)\left(\frac{\theta}{l+\theta-1}\right)^{k-m} \frac{l-1}{l+\theta-1} . \tag{17}
\end{align*}
$$

An explicit expression for $\mathbb{P}\left(S_{n}=m\right)$ appears in equation 9.5 of Tavaré (1984).

A similar analysis establishes that the conditional density $f_{T_{n}}\left(t \mid S_{n}=k\right)$ has the form

$$
\begin{align*}
& f_{T_{n}}\left(t \mid S_{n}=k\right) \\
& \quad=\frac{1}{\mathbb{P}\left(S_{n}=k\right)}\left[z^{k}\right] \phi_{n}(0, z) g_{n}(t, \theta(1-z)), \tag{18}
\end{align*}
$$

where $g_{n}(t, \theta)$ is the density in (16), and $\left[z^{k}\right] f(z)$ is the coefficient of $z^{k}$ in $f(z)$.
5.4. Incorporating uncertainty about $N$ and $\mu$ : The analyses of Section 5.1 are conditional on the value of the scaled mutation parameter $\theta$ and thus are directly useful only when $\theta$ is known, which usually requires knowledge both of the (haploid) population size $N$ and of the mutation rate $\mu$. In practice, there will be substantial uncertainty about $\theta$. Often, the value of $\mu$ can be estimated by comparisons with homologous sequences in related species, but there will always be some uncertainty in such estimates. Further, there is typically little information available about the (variance effective) population size.

The sequence data will be informative about both the quantity of direct interest, $T_{n}$, and the other unknowns such as $N$ and $\mu$. For example, an observation of little variation in the sample, compared with expectations under the model, is evidence for a relatively small value of $T_{n}$. However, such an observation may be due in part to the value of either $N$ or $\mu$, or both, being smaller than had been thought. An analysis that ignores uncertainty in $N$ and $\mu$ may give misleading results since the effect of a small value of $N$ or $\mu$ may wrongly be attributed to $T_{n}$.

Fortunately, Algorithm 1 is readily modified to allow for uncertainty about $N$ and $\mu$. We assume that, before observing the data, $N$ and $\mu$ are mutually independent random quantities, and independent of $T_{n}$ and $L_{n}$. Equation 13 can then be rewritten

$$
\begin{align*}
f_{T_{n}}\left(t \mid S_{n}=k\right) & \propto \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_{T_{n, L_{n}}}(t, l) \\
& \times \pi_{N}(u) \pi_{\mu}(v) \operatorname{Po}(k, l u v) d l d u d v \tag{19}
\end{align*}
$$

in which we introduce $\pi_{N}$ and $\pi_{\mu}$ for the pre-data densities of $N$ and $\mu$. Although $N$ is, strictly speaking, a discrete variable, it is convenient, and leads in practice to negligible error, to describe it mathematically as a continuous variable.

The pre-data distributions $\pi_{N}$ and $\pi_{\mu}$ should be chosen so as to summarize the information available about $N$ and $\mu$, for example from relevant genetic and anthro-
pological studies. Typically, such information will not uniquely specify $\pi_{N}$ and $\pi_{\mu}$. In practice, therefore, it is prudent to consider several different plausible choices and to investigate the sensitivity of conclusions to different formulations of the pre-data information.

Equation 19 suggests the following modification to Algorithm 1:

$$
\begin{align*}
& \text { Algorithm } 2 \text { Modified rejection algorithm for } f_{T_{n}}\left(t \mid S_{n}=k\right) \text {. } \\
& \text { 1. simulate } N \text { from } \pi_{N} ; \\
& \text { 2. simulate } \mu \text { from } \pi_{\mu} ; \\
& \text { 3. simulate the } W_{j} \text { (independent, exponential random vari- } \\
& \text { ables with parameter } j(j-1) / 2, j=2, \ldots, n) ; \\
& \text { 4. evaluate } T_{n} \text { a and } L_{n} \text { according to the definition }(1) ; \\
& \text { 5. keep } T_{n}, N \text {, and } \mu \text { with probability } u \text {, defined by } \\
& \qquad u=\frac{\operatorname{Po}\left(k, N \mu L_{n}\right)}{\operatorname{Po}(k, k)}, \tag{20}
\end{align*}
$$

otherwise discard them and go to 1 .
Accepted values have the joint post-data distribution of ( $T_{n}, N, \mu$ ). These observations can be used as before to study properties of this post-data distribution. For example, it is often useful to give ancestral times in years rather than coalescent units. Denoting the time in years by $T_{n}^{n}$, we have

$$
T_{n}^{y}=N \times G \times T_{n},
$$

where $G$ denotes the number of years per generation, and we continue to assume that $\sigma=1$. The post-data distribution of $T_{n}^{y}$ can be found by returning values of $N G T_{n}$ from each set of ( $T_{n}, N, \mu$ ) values accepted in step 5 of Algorithm 2. The post-data distribution of $N$ and $\theta=2 N \mu$ can be studied similarly.

Some results from use of Algorithm 2 are displayed in the final two columns of Table 1. Notice that allowing for uncertainty in $\theta$ draws the expected value of $T_{10}$ closer to the pre-data value, compared with the $\theta$ known case, while also increasing its post-data variance.

We remark that the rejection methods exploited here can be used to study a variety of other problems. For example, one might be interested in inferring times to the common ancestor of a sample given that the segregating sites arose in specified positions in the coalescent tree. All the method requires is that we be able to calculate the analogues of the rejection probabilities (14) and (20). It is also clear that the methods generate observations on the post-data distributions of the coalescence times $W_{j}$ themselves; merely return the full vector ( $W_{2}, \ldots, W_{n}$ ) rather than the summary statistic $T_{n}$. Computer implementations of these algorithms are available from the authors.
5.5. Mean pairwise differences: Instead of simplifying the complete data set by reporting only the number of segregating sites in the sample, which leads to the inferential method described above, other approaches to data reduction sometimes employed are based on
$\Pi_{n}$, the average of the nucleotide differences over all pairs of sequences in the sample. Unlike $S_{n}$, the distribution of $\Pi_{n}$ does depend on the details of the genealogy and so a detailed simulation method, such as that described in Section 5.6, is required. However, since this approach is not simpler than the exact method, there seems no advantage in pursuing it.
5.6. Exact simulation methods: Under the infinitely-many-sites model, the full data $D$ are equivalent to an unrooted tree (Griffiths and Tavaré 1995). The probability distribution of such trees can be determined recursively (Griffiths 1989), though direct recursive computation is feasible only for small sample sizes. In practice, Markov chain simulation techniques can be used to approximate any required probabilities to arbitrary accuracy. Further details and examples are given in Griffiths and Tavaré (1994a, 1995). The same com-puter-intensive approach may be used to find the postdata distribution of $T_{n}$ given $D$; see Griffiths and TAvaré (1994a). In practice these methods can be quite time consuming, especially for large sample sizes $n$. The approximate methods based on replacing the full data $D$ by the summary statistic $S_{n}$, and using Algorithms 1 and 2 , are much quicker and hence allow a wider range of modeling assumptions to be investigated. An assessment of how this data summary affects the post-data distribution of $T_{n}$ is given in Grffeiths and Tavaré (1996). We return to this issue in Section 8.
5.7. Variable population size: The effect of variable population size is to change the joint distribution of the times $W_{j}$ (Kingman 1982b) ; see also Griffiths and Tavaré (1994b), Slatkin and Hudson (1991), Tajima (1989) , and Donnelly and Tavaré (1995). In particular, these times are no longer independent. Suppose that the population size at the time of sampling is $N$, and measure time in units of $N$ generations. We write $N p(t)$ for the population size a time $t$ ago, and define $\lambda(t)=1 / p(t)$. Under a wide class of demographic models, the conditional distribution of the time $W_{j}$ for which there are exactly $j$ ancestors of the sample, given that the time in which there are more than $j$ ancestors is $s$, is

$$
\begin{align*}
\mathbb{P}\left(W_{j}>t \mid W_{n}+\right. & \left.\cdots+W_{j+1}=s\right) \\
& =\exp \left(-\binom{j}{2} \int_{s}^{s+t} \lambda(u) d u\right) \tag{21}
\end{align*}
$$

This provides a direct way to simulate times $W_{n}, W_{n-1}$, $\ldots, W_{2}$ having the required distribution; see Griffiths and Tavaré (1994a), for example, for conditions under which (21) is valid.

A very useful way to think of the process $A^{\nu}(\cdot)$ that counts the number of distinct ancestors of a sample is to write

$$
\begin{equation*}
A^{v}(t)=A(\Lambda(t)), \quad t \geq 0, \tag{22}
\end{equation*}
$$

where $A(\cdot)$ is the corresponding process for the constant population size case, and

$$
\Lambda(t)=\int_{0}^{t} \lambda(s) d s
$$

Thus the variable population size model is just a deterministic time change of the constant size model. Despite this fact, it is often difficult to provide useful explicit results for many quantities of interest. We remark that Algorithms 1 and 2 may be employed directly as long as the $W_{j}$ are simulated with the distribution determined by (21).
5.8. Other demographic scenarios: The coalescent approximation described in Section 2 applies to populations that are panmictic, and whose size is constant through time. The methods described in Sections 5.15.7 aim to use background knowledge of population genetics, together with the information in the data, to infer coalescence times. For these methods to be appropriate, it is necessary that the assumptions underlying the population genetics models apply (at least approximately) to the population from which the data are obtained.

The previous section explained how to relax the assumption of constant population size. Recall that the only alteration to the simulation Algorithms 1 and 2 was that the times $W_{j}$ between coalescences were simulated from the distribution appropriate for the model with variable population sizes.

There are other situations in which the version of the coalescent described in Section 2 does not adequately describe the sample genealogy. In some such situations, the appropriate genealogical structure, and in particular the pre-data distribution of the times $W_{j}$, is known. These include models for populations with certain forms of geographical structure, genealogy at a neutral locus that is tightly linked to one at which a selective sweep has recently occurred, and a neutral locus that is tightly linked to a locus at which balancing selection is operating. For further details, see, for example, Hudson (1991) and references therein.

Inferences about coalescence times on the basis of DNA sequence data can be undertaken for any of these situations, along the lines of the algorithms described above. The only change that is needed is that in step 1 of Algorithm 1 and step 3 of Algorithm 2, the times $W_{j}$ between coalescences should be simulated from the version of the coalescent that is appropriate for the particular genetic or demographic scenario under consideration.

If limited information is available about the demographic scenario that actually pertained during the relevant period of the population's history, it would be prudent to undertake an analysis under several different assumptions to assess the sensitivity of the conclusions to the initial assumptions.
5.9. Variable mutation rates: These rejection methods
can be employed directly to study the behavior of the infinitely-many-sites model that allows for several regions with different mutation rates. Suppose then that there are $r$ regions, with mutation rates $\mu_{1}, \ldots, \mu_{r}$. The analysis also applies, for example, to $r$ different types of mutations within a given region. We sample $n$ individuals, and observe $k_{1}$ segregating sites in the first region, $k_{2}$ in the second, ... and $k_{r}$ in the $r$ th. The problem is to find the conditional distribution of $T_{n}$, given the vector $\left(k_{1}, \ldots, k_{r}\right)$.

When $N$ and the $\mu_{i}$ are assumed known, this can be handled by a modification of Algorithm 1. Conditional on $L_{n}$, the probability of $\left(k_{1}, \ldots, k_{r}\right)$ is

$$
h\left(L_{n}\right)=\operatorname{Po}\left(k_{1}, L_{n} \theta_{1} / 2\right) \times \cdots \times \operatorname{Po}\left(k_{r}, L_{n} \theta_{r} / 2\right)
$$

where $\theta_{i}=2 N \mu_{i}, i=1,2, \ldots, r$. It is easy to check that $h\left(L_{n}\right) \leq h(k / \theta)$, where

$$
k=k_{1}+\cdots+k_{r}, \quad \theta=\theta_{1}+\cdots+\theta_{r}
$$

Therefore in the rejection algorithm we may take $u=$ $h\left(L_{n}\right) / h(k / \theta)$, which simplifies to

$$
\begin{equation*}
u=h\left(L_{n}\right) / h(k / \theta)=\frac{\operatorname{Po}\left(k, L_{n} \theta / 2\right)}{\operatorname{Po}(k, k)} \tag{23}
\end{equation*}
$$

Equation 23 establishes the perhaps surprising fact that the conditional distribution of $T_{n}$ given $\left(k_{1}, \ldots, k_{r}\right)$ and $\left(\theta_{1}, \ldots, \theta_{r}\right)$ depends on these values only through their respective totals: the total number of segregating sites $k$ and the total mutation rate $\theta$. Thus Algorithm 1 can be employed directly with the appropriate values of $k$ and $\theta$. This result justifies the common practice of analyzing segregating sites data through the total number of segregating sites, even though these sites may occur in regions of differing mutation rate.

If allowance is to be made for uncertainty about the $\mu_{i}$, then this simplification no longer holds. However, Algorithm 2 can be employed with the rejection step (20) replaced by (24):

$$
\begin{equation*}
u=\frac{\operatorname{Po}\left(k_{1}, L_{n} \theta_{1} / 2\right)}{\operatorname{Po}\left(k_{1}, k_{1}\right)} \cdots \frac{\operatorname{Po}\left(k_{r}, L_{n} \theta_{r} / 2\right)}{\operatorname{Po}\left(k_{r}, k_{r}\right)} \tag{24}
\end{equation*}
$$

In this case, step 2 requires generation of a vector of rates $\mu=\left(\mu_{1}, \ldots, \mu_{r}\right)$ from the joint prior $\pi_{\mu}$. Furthermore, the algorithm immediately extends to the case of variable population size.
6. The time to the MRCA of a population given data from a sample: In this section, we show how the rejection technique can be used to study the time $T_{m}$ to the MRCA of a sample of $m$ individuals, conditional on the number of segregating sites in a subsample of size $n$. In many applications of ancestral inference, the real interest is on the time to the MRCA of the population, given data on a sample. This can be obtained by setting $m=N$ below.

The quantities of interest here are $A_{m}$ (the number of distinct ancestors of the sample), $A_{n}$ (the number
of distinct ancestors of the subsample), and $T_{n}$ (the time to the MRCA of the subsample). The results of SAUNDERS et al. (1984) justify the following algorithm.

```
Algorithm 3 Rejection algorithm for \(f_{T_{m}}\left(t \mid S_{n}=k\right)\).
    1. Set \(A_{m}=m, A_{n}=n, T_{n}=0, L_{n}=0\).
    2. Generate \(W\), exponential of rate \(A_{m}\left(A_{m}-1\right) / 2\). Set
        \(T_{n}=T_{n}+W, L_{n}=L_{n}+A_{n} \cdot W\).
    3. Set \(p=A_{n}\left(A_{n}-1\right) / A_{m}\left(A_{m}-1\right)\). Set \(A_{m}=A_{m}-\)
        1. With probability \(p\) set \(A_{n}=A_{n}-1\). If \(A_{n}>1\) go
        to 2.
    4. Set \(u=P o\left(k, \theta L_{n} / 2\right) / P o(k, k)\). Accept \(\left(A_{m}, T_{n}\right)\)
        with probability \(u\), else go to 1 .
    5. If \(A_{m}=1\), set \(T_{n m}=0\), and return \(T_{m}=T_{n}\). Else,
        generate independent exponentials \(W_{j}\) with parameter
        \(j(j-1) / 2\), for \(j=2,3, \ldots, A_{m}\), and set \(T_{n m}=W_{2}\)
        \(+\cdots+W_{A_{m}}\). Return \(T_{m}=T_{n}+T_{n m}\).
```

Many aspects of the joint behavior of the sample and a subsample can be studied using this method. In particular, values of ( $A_{m}, T_{n}$ ) accepted at step 5 have the joint conditional distribution of the number of ancestors of the sample at the time the subsample reaches its common ancestor and the time of the MRCA of the subsample, conditional on the number of segregating sites in the subsample. In addition, values of $T_{n m}$ produced at step 5 have the conditional distribution of the time between the two most recent common ancestors. It is straightforward to modify the method to cover the case of variable population size, and the case where uncertainty in $N$ and $\mu$ is modeled. With high probability, the sample and the subsample share a common ancestor and therefore a common time to the MRCA. However, if the two common ancestors differ, then the times to the MRCA can differ substantially. This is explored further in the examples below.
7. Examples: In this section we illustrate the methods described above by applying them to two recently published data sets on DNA variation on the human $Y$ chromosome. One of the original papers aimed to use coales-cent-based methods in estimating coalescence times, the other used methods that do not make use of population modeling. We concentrate on methods that assume a constant-sized, panmictic, population, and focus on the effects on the conclusions of various levels of uncertainty about the parameters involved. Use of such data in making inferences about early human evolution should involve a more detailed analysis of the extent to which the conclusions depend also on the underlying demographic assumptions. These can be investigated using the methods described in Sections 5.7 and 5.8.
7.1. Hammer data: Hammer ( 1995 ) sequenced a 2.6 kb fragment containing a polymorphic Alu insertion for a sample of $n=16$ human $Y$ chromosomes. Having observed three segregating sites, he estimated the time to the common ancestral human $Y$ chromosome to be 188,000 years, with a $95 \%$ confidence interval of $51,000-411,000$ years.

The results of several reanalyses of the data are summarized in Table 2. The analyses differ in the aspects of the data they utilize and the amount of uncertainty associated with underlying parameters.

Line a of Table 2 summarizes the inference in HAMMER (1995). As mentioned above, there are several flaws in the methodology of the paper. Lines $b$ and $c$ present reanalyses of the data Hammer used. In each case we have used the same values as Hammer for the other parameters: a value of 4900 for $N$, the variance effective population size, and a value for $\mu_{S}$, the rate per generation of point mutations in the region considered, of $9.88 \times 10^{-5}$, corresponding to $2600 \times 1.9 \times$ $10^{-9}=4.94 \times 10^{-6}$ substitutions per sequence per year, with a generation time of 20 years.

The three polymorphic nucleotides in the data are consistent with the infinitely-many-sites assumption (Griffiths and Tavaré 1994a). Analysis b is based on the number of segregating sites (here $S_{16}=3$ ) as a summary of the data, and uses Algorithm 1. In contrast, analysis $c$ uses the full data set and the method of Griffiths and Tavare ( 1994a). We note that, in this example, the analysis based on the full data gives similar results to that that uses only the summary statistic $S_{n}$, although the former has a smaller range of uncertainty. Both analyses also lead to similar conclusions to those originally reported by Hammer.

The data also show presence or absence of a YAP element, which can have either a long or short poly (A) tail. This does not appear to have been utilized in HAmMER (1995) for estimating coalescence times. It seems plausible that the YAP element was inserted just once and we assume here that there was a single insertion event. Little information is available about the insertion rate, but it seems likely to be substantially smaller than the nucleotide substitution rate. We will not attempt to model the mutation mechanism that resulted in the lengthening or shortening of the YAP element, and so do not distinguish between the long and short version of the insert.

Analyses $d$ and $e$ use the YAP insertion in addition to the three polymorphic nucleotide sites. They use the values for $N$ and $\mu_{S}$ given above, and in addition assume the rate of insertions, per generation, in the region examined, to be $\mu_{I}=9.88 \times 10^{-8}$. Analysis d is based on segregating sites, three of which pertain to point mutations and one to the insertion. Since there are two different types of mutation we use the methods discussed in Section 5.9. Recall that the analysis based on segregating sites only depends on the total number (here four) of segregating sites and the sum of the mutation rates (here $9.89 \times 10^{-5}$ ). It follows that the analysis will not depend sensitively on the value of $\mu_{I}$ (about which little is known) provided this is small relative to $\mu_{s}$. Analysis e is based on the full data for both the polymorphic nucleotides and the YAP insertion (although without distinguishing short from long

TABLE 2
Reanalyses of data of Hammer

|  | Data | Model | Mean of $T_{16}\left(\times 10^{3}\right)$ |  | 95\% Interval ( $\times 10^{3}$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Pre-data | Post-data | Pre-data | Post-data |
| (a) | $S_{16}=3$ | Hammer (11) |  | 188 |  | 51-411 |
| (b) | $S_{16}=3$ | $N=4900$ | 184 | 173 | 56-460 | 62-377 |
| (c) | Full data (not insert) | $\begin{aligned} & \mu_{S}=9.88 \times 10^{-5} \\ & N=4900 \\ & \mu_{S}=9.88 \times 10^{-5} \end{aligned}$ | 184 | 172 | 56-460 | 65-341 |
| (d) | $\begin{aligned} & S_{16}=4 \\ & (3 \text { subs, } 1 \text { insert }) \end{aligned}$ | $\begin{aligned} & N=4900 \\ & \mu_{S}=9.88 \times 10^{-5} \\ & \mu_{I}=9.88 \times 10^{-8} \end{aligned}$ | 184 | 198 | 56-460 | 71-426 |
| (e) | Full data | $\begin{aligned} & N=4900 \\ & \mu_{S}=9.88 \times 10^{-5} \\ & \mu_{I}=9.88 \times 10^{-8} \end{aligned}$ | 184 | 193 | 56-460 | 86-343 |
| (f) | $S_{16}=4$ | $N=4900$ <br> $\mu_{S}$ gamma <br> $\mu_{I}$ lognormal <br> $N$ gamma | 184 | 210 | 56-460 | 72-485 |
| (g) | $S_{16}=4$ | $\begin{aligned} & \mu_{S}=9.88 \times 10^{-5} \\ & \mu_{I}=9.88 \times 10^{-8} \\ & N \text { gamma } \end{aligned}$ | 186 | 200 | 34-560 | 65-455 |
| (h) | $S_{16}=4$ | $\mu_{s}$ gamma <br> $\mu_{I}$ lognormal <br> $N$ lognormal | 186 | 239 | 34-560 | 61-606 |
| (i) | $S_{16}=4$ | $\mu_{s}$ gamma <br> $\mu_{I}$ lognormal | 492 | 484 | 27-2,320 | 74-1,738 |

Line a gives the results reported by the author. Reanalyses are given both without a-c and with d-i taking the YAP insert into account. Mean and $95 \%$ interval are estimated from samples of size 10,000 generated by Algorithm 1 for $b$ and d, and Algorithm 2 for $\mathrm{f}-\mathrm{i}$, while c and e make use of the exact simulation methods described in Griffiths and Tavaré (1994a). Details of the gamma and lognormal distributions used to model uncertainty about $N, \mu_{S}$ and $\mu_{I}$ are given in the text.
inserts). It uses an extension of the algorithm in GrifFITHS and Tavare (1994a). The effect of including the YAP insert in the analysis is to increase both the mean of the post-data distribution of the coalescence time, and the uncertainty surrounding this time.

In practice, of course, we do not know the values of the parameters $N, \mu_{S}$, and $\mu_{r}$. There is uncertainty about each of these, perhaps rather more so for $N$ and $\mu_{I}$. Any analysis that treats these parameters as known will underrepresent the uncertainty in inferences about the coalescence time. The methods of Section 5.4, and in particular Algorithm 2, can be used to incorporate uncertainty about these parameters. Each of the analyses $\mathrm{f}-\mathrm{i}$ is based on the number of segregating sites of each of the two types (three polymorphic sites, one insertion) in the data.

The analysis described at line fof Table 2 treats $N$ as known (using the same value, 4900, used in analyses a-e) but incorporates uncertainty about the mutation rates $\mu_{S}$ and $\mu_{r}$. We used a gamma distribution with mean $9.88 \times 10^{-5}$ and shape parameter 2 to encapsulate uncertainty about the polymorphic site rate $\mu_{S}$ (Figure 3A). For the insertion rate $\mu_{I}$ we used a lognormal prior with parameters $(-17.5,1.5)$. This distribution has mean $5.3 \times 10^{-8}$, fifth percentile $2.1 \times 10^{-9}$ and 95 th percentile $3.0 \times 10^{-7}$. There are no compelling
reasons for the particular choices of gamma and lognormal here. These distributions both have the desirable properties of being smooth, unimodal and excluding negative values. In addition, the lognormal has heavier tails, reflecting greater uncertainty about the value of $\mu_{I}$. Having adopted these functional forms, the parameter values were chosen to give desired means and variances.

Analysis $g$ incorporates uncertainty about the value of $N$, while assuming that both $\mu_{S}$ and $\mu_{I}$ are known exactly. We modeled uncertainty about $N$ in the form of a gamma random variable with mean 5000 and shape parameter 5 (Figure 3B, solid curve). This distribution has fifth percentile 1970; mode 4000; median 4671; mean 5000 ; and 95 th percentile 9154 . It thus concentrates largely on values between 0 and 10,000 , and is "centred" around the value 4900 used by Hammer, which, as he notes, is supported by other studies (TAKAhata 1993; FUllerton et al. 1994).

Analyses h and i incorporate the effects of uncertainty about each of $N, \mu_{S}$ and $\mu_{I}$. Analysis i differs from h in examining the effect of a larger range of prior uncertainty about the value of $N$. Specifically, it incorporates a lognormal $(9,1)$ prior (Figure 3B, dashed curve). This distribution has fifth percentile 1564; mode 2981; median 8103; mean 13,360; and 95th percentile 41,976.


Figure 3.-(A) Probability density for the gamma distribution with mean 1 and shape parameter 2. This distribution, scaled so that the mean matched the original authors' point estimates, was used to model uncertainty about the polymorphic site mutation rate, $\mu_{s}$. (B) Probability densities for the two distributions used to model uncertainty about the (variance effective) population size $N$ (number of chromosomes). Solid curve, gamma distribution with mean 5000 and shape parameter 5 ; dashed curve, lognormal distribution with parameters 9 and 1 .

As expected, each of the analyses $f$ - $i$ results in a wider range of uncertainty about the coalescence time $T$ than the analyses that treat the parameters as known. (The natural comparison is with analysis d.) In addition, the post-data distribution of $T$, and in particular its mean, is shifted toward larger values in each case. Specifically, in comparing $d$ with $f$ and $g$, we see that the failure to allow for uncertainty about first the mutation rates and second the effective population size, may result in underestimation of $T$.

Direct comparison of analysis $i$ with the other analyses in the table requires some caution. Recall that times in the coalescent analysis must be converted to generations through multiplication by $N$. Increasing the value of $N$ will affect the coalescent analysis (by increasing $\theta$ ), but it will also have a direct effect on the resulting times through this multiplication. [Even with data showing no variation, the direct effect of the multiplication by $N$ can outweigh the indirect effect of shortening the coalescence time (Donnelly et al. 1996), notwithstanding the comments of Dorit et al. (1996).]
Analysis i allows for the possibility that $N$ may be substantially larger than 4900 . It is thus not surprising that this results in rather larger post-data estimates of $T$. On the other hand, we do not have good prior information about $N$, and the beliefs encapsulated in this analysis, and the resulting conclusions, may not be unreasonable. At the very least, this analysis shows that inferences about $T$ can depend sensitively on what is known about the relevant population size. Further, uncertainty about the value of $N$ can result in considerable uncertainty about the coalescence time.
7.2. Whitfield data: Whitfield et al. (1995) describe another $Y$-chromosome data set that includes a sample of $n=5$ humans. The 15,680 -bp region has three polymorphic nucleotides that once again are consistent with the infinitely-many-sites model. Whitfield et al. estimated the coalescence time of the sample to be between

37,000 and 49,000 years. Again, we present several reanalyses, each of which is based on the number of segregating sites in the data. The results are summarized in Table 3 and illustrated in Figure 4.

In estimating the coalescence time, Whitfield et al. adopt a method that does not use population genetics modeling. While the method is not systematically biased, it may be inefficient to ignore pre-data information about plausible values of the coalescence time. In addition, the method substantially underrepresents the uncertainty associated with the estimates presented (see Templeton 1993).

Here, we contrast the results of such a method with those of one that does incorporate background information. The conclusions of a coalescent analysis will depend on the assumptions about $N$, whereas the approach of Whitfield et al. (1995) does not involve this parameter. There is thus no particular value of $N$ on which to base a direct comparison of the two methods. Pre-data beliefs about the variance effective male population size should not depend on the region of the $Y$ chromosome being examined, and in particular should be the same for the analyses of the data of Sections 7.1 and 7.2. We use the same three assumptions about $N$ that we employed in our analyses of Hammer's data, for the reasons given earlier and to facilitate comparisons.

While it is natural to make the same assumptions about $N$ in each analysis, the mutation rate per site may differ between the two regions investigated. We use the average figure of $1.123 \times 10^{-9}$ substitutions per nucleotide position per year given in Whitfield et al. (1995), and a generation time of 20 years, to give $\mu=15,680$ $\times 1.123 \times 10^{-9} \times 20=3.52 \times 10^{-4}$ substitutions per generation. For these parameter values, the post-data mean of $T_{5}$ is 87,000 years, which is much less than any of the post-data means of $T_{16}$ for the Hammer et al. data, but much greater than the upper estimate given by Whitfield et al. (1995).

TABLE 3
Renalyses of data of Whitrield et al.

|  | Model | Mean of $T_{5}\left(\times 10^{3}\right)$ |  | $95 \%$ interval ( $\times 10^{3}$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Pre-data | Post-data | Pre-data | Post-data |
| (a) | Whitfield et al. | 157 | 87 | 31-429 | 37-49 |
| (b) | $N=4900$ |  |  |  | 30-184 |
|  | $\mu_{S}=3.52 \times 10^{-4}$ |  |  |  |  |
| (c) | $N=4900$ | 157 | 125 | 31-429 | 32-321 |
|  | $\mu_{S}$ gamma |  |  |  |  |
| (d) | $N$ gamma | 159 | 80 | 21-517 | 26-175 |
|  | $\mu_{S}=3.52 \times 10^{-4}$ |  |  |  |  |
| (e) | $N$ gamma | 159 | 117 | 21-517 | 25-344 |
|  | $\mu_{s}$ gamma |  |  |  |  |
| (f) | $N$ lognormal $\mu_{S}$ gamma | 428 | 149 | 19-2200 | 22-543 |

In each case the data are $S_{5}=3$. Line a gives the interval reported by the authors (but note that they assigned no probability to their interval). Mean and $95 \%$ interval are estimated from samples of size 10,000 generated by Algorithm 1 for b, and Algorithm 2 for $\mathbf{c - f}$. The gamma and lognormal distributions are those of Figure 3; details are given in the text.

As noted in the previous section, the appropriate values of the parameters are not known. Analysis c incorporates uncertainty about $\mu$, in the form of a gamma distribution with shape parameter 2 and mean $3.52 \times$ $10^{-4}$, while continuing to assume that $N$ is known to be 4900 . The effect is to greatly increase the post-data mean of $T$. Allowing $N$ to be uncertain while $\mu_{S}$ is known has, on the other hand, the effect of slightly reducing the post-data estimates of $T_{5}$, compared with the case that $N$ and $\mu_{S}$ are both known. This may be attributed to the data favoring values of $N$ smaller than 4900.

Analyses e and f incorporate uncertainty about both $N$ and $\mu_{S}$. They use the same prior distributions as analyses $g$ and $i$, respectively, of the previous section. Note that, as should be expected, the uncertainty about $T$ is larger than when one or both of $N$ and $\mu_{s}$ are assumed known exactly. The post-data distributions of $T$ in e and f of Table 3 are shifted toward smaller values than are the respective lines of Table 2 , although there is considerable overlap between the two distributions. (Because of the lack of recombination within the relevant region of the $Y$ chromosome, the entire population must have


Figure 4.-Probability density curves for $T_{5}$ based on the data of Whitfield et al. (1995). In each panel the three curves correspond as follows: solid, pre-data; dashed, post-data assuming $\mu_{S}$ gamma; dotted, post-data assuming $\mu_{S}=3.52 \times 10^{-4}$. The three panels correspond to (A) $N=4,900$, (B) $N$ gamma, (C) $N$ lognormal. The gamma and lognormal distributions are those of Figure 3, details are given in the text.
the same coalescence time at the different regions considered by the two studies, but note that this need not be true of the samples examined in each study.)

Whitfield et al. (1995) point to their estimated coalescence time as being substantially shorter than those published for the human mitochondrial genome. In contrast, the ranges in each of our analyses b-e overlap with recent interval estimates (see for example Templeton 1993) for the time since mitochondrial Eve. In addition, recall that the quantity $T_{5}$ being estimated in Table 3 is the coalescence time of the sample of five males sequenced in the study. As noted in Section 6, this time may be different from, and substantially shorter than, the coalescence time of all existing $Y$ chromosomes. Under the assumption that $N=4900$ and $\mu$ $=3.52 \times 10^{-4}$, Algorithm 3 can be used to show that the mean time to the common ancestor of the male population, given $S_{5}=3$, is 157,300 years, with a corresponding $95 \%$ interval of $(58,900-409,800)$ years. These figures differ markedly from the corresponding values for the sample, given at line b of Table 3. It is the population values that are likely to be of primary interest.
8. Discussion: We have described a simple simulation approach based on the acceptance-rejection method to generate observations from the post-data distribution of TMRCA. This allows us to explore this distribution in settings in which analytical expressions are either intractable or uninformative. When the acceptance probability is very small the method can be slow; alternatives based on Markov chain Monte Carlo can then be exploited (cf. Gilks et al. 1996, Chapter 1).

The rejection method is particularly useful when the data are summarized by the number of segregating sites in the sample. It is important to know how inferences based on this data reduction compare to those based on the full data. In principle it is always better to use the full data if possible, and the differences can be marked (Griffiths and Tavaré 1996). However, inferences using the method given here are often very close to those for the full data (as in the examples in Section 7), and it allows much more flexibility to explore the effects of different modeling assumptions.
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Note added in proof: For results relating to Section 5.3, see also Fu, Y-X (1996). Genetics 144: 829-838.
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