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#### Abstract

We study derangements of $\{1,2, \ldots, n\}$ under the Ewens distribution with parameter $\theta$. We give basic properties of derangements, such as the moments and marginal distributions of the cycle counts, the number of cycles, and asymptotic distributions for large $n$, and we construct, for any given $n$, a $\{0,1\}$-valued non-homogeneous Markov chain $\dot{\eta}^{-(n)}$ with the property that the counts of lengths of spacings between the 1 s have the same distribution as the cycle counts of the random derangement of size $n$. Unlike the Feller Coupling, this chain does not couple realizations for different values of $n-$ the chain must be rerun to get derangements of other sizes. To resolve this issue we construct another $\{0,1\}$-valued Markov chain $\eta$ whose law coincides with that of the Feller Coupling conditional on no consecutive 1s. The distribution of $\eta$, the so-called "Feller Coupling for random derangements", arises as the weak limit as $n \rightarrow \infty$ of the distributions of $\dot{\eta}^{(n)}$. Consequently, the asymptotic behavior of finite random derangements may be studied via this coupling. The rate of convergence of $\eta^{(n)}$ to $\eta$ is studied via an estimate of their total variation distance. We provide extensive comparisons of these methods, and show that the Markov chain methods generate derangements in time independent of $\theta$ for a given $n$ and linear in the size of the derangement.
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## 1. Introduction

The Ewens Sampling Formula [10] arose in population genetics as the joint probability distribution of the number of selectively neutral alleles $C_{j}(n)$ represented $j$ times in a sample of $n$ genes, for $j=1,2, \ldots, n$. For non-negative integers $c_{1}, c_{2}, \ldots, c_{n}$ satisfying $\sum_{j=1}^{n} j c_{j}=n$, we have

$$
\begin{equation*}
\mathbb{P}_{\theta}\left(C_{1}(n)=c_{1}, \ldots, C_{n}(n)=c_{n}\right)=\frac{n!}{\theta_{(n)}} \prod_{j=1}^{n}\left(\frac{\theta}{j}\right)^{c_{j}} \frac{1}{c_{j}!} \tag{1}
\end{equation*}
$$

for $\theta \in(0, \infty), \theta_{(n)}:=\theta(\theta+1) \ldots(\theta+n-1)=\Gamma(n+\theta) / \Gamma(\theta), n \geq 1$. We set $\theta_{(0)}=1, \theta_{(-k)}=0, k \in \mathbb{N}$. In its original formulation, $\theta$ is a parameter related to the rate at which novel alleles appear. In what follows we denote the law in (1) by $\operatorname{ESF}_{n}(\theta)$; to simplify the notation, we suppress the $\theta$ in $\mathbb{P}_{\theta}$ in what follows, where there is no cause for confusion.

The ESF has been studied extensively, and it arises in many different settings in probability and statistics. [13, Chapter 41] provides an overview, [6] describes numerous applications in combinatorics, and [9,20] provide many other examples. Of particular interest here is its appearance as the distribution of the cycle counts of a $\theta$-biased permutation. Let $\pi$ be a permutation of $\{1,2, \ldots, n\}$ decomposed as a product of cycles. If $\pi$ is chosen uniformly with probability $1 / n!$, then Cauchy's formula establishes that the cycle counts $\left(C_{1}(n), \ldots, C_{n}(n)\right)$ have the $\operatorname{ESF}_{n}(1)$ law [12], and if a permutation $\pi$ having $k$ cycles is chosen with probability proportional to $\theta^{k}$, then the cycle counts have the $\operatorname{ESF}_{n}(\theta)$ law. In this case,

$$
\begin{equation*}
\mathbb{P}(\pi)=\frac{\theta^{k}}{\theta_{(n)}} \tag{2}
\end{equation*}
$$

if the permutation $\pi$ has $k$ cycles. See [6, Chapters 1 and 2.5] for more detailed discussion and history. We note that the number $K_{n}$ of cycles has probability generating function given by

$$
\begin{equation*}
\mathbb{E}\left(s^{K_{n}}\right)=\frac{(\theta s)_{(n)}}{\theta_{(n)}}, 0 \leq s \leq 1 \tag{3}
\end{equation*}
$$

The Feller Coupling was introduced in [5] as a way to generate the cycles in a growing permutation one at a time, and it has proved very useful in the study of the asymptotics of properties of the ESF; [7] illustrates some of these. To describe the Feller Coupling, define independent Bernoulli random variables $\xi_{i}$ satisfying

$$
\mathbb{P}\left(\xi_{i}=1\right)=\frac{\theta}{\theta+i-1}, \quad \mathbb{P}\left(\xi_{i}=0\right)=\frac{i-1}{\theta+i-1}, \quad i \geq 1
$$

The cycle counts for a permutation of size $n$ are determined by the spacings between the 1 s in realizations of $\xi_{n}, \xi_{n-1}, \ldots, \xi_{1}=1$, starting from a 1 placed at position $n+1$. If we define

$$
\begin{equation*}
C_{j}(n)=\text { number of spacings of length } j \text { between the } 1 \mathrm{~s} \text { in } 1 \xi_{n} \xi_{n-1} \ldots \xi_{2} 1 \tag{4}
\end{equation*}
$$

then
(i) The law of $\left(C_{1}(n), \ldots, C_{n}(n)\right)$ is $\operatorname{ESF}_{n}(\theta)$;
(ii) $Z_{j}=C_{j}(\infty)=$ the number of spacings of length $j$ between the 1 s in $1 \xi_{2} \xi_{3} \ldots$ are independent Poisson-distributed random variables having $\mathbb{E} Z_{j}=\theta / j$.
(iii) To generate a particular permutation, we can use auxiliary randomization; cf. [6, page 95].

Further details may be found in [5] and [6, Chapter 5].
In this paper we study the behavior of the cycle counts of derangements, permutations with no fixed points, obtained from $\operatorname{ESF}_{n}(\theta)$, conditional on having no cycles of length 1, via the relation

$$
\begin{equation*}
\mathcal{L}_{\theta}\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)=\mathcal{L}_{\theta}\left(C_{2}(n), \ldots, C_{n}(n) \mid C_{1}(n)=0\right) \tag{5}
\end{equation*}
$$

where $\widetilde{C}_{j}(n)$ denotes the number of cycles of length $j$ in the derangement. After recording some basic properties of random derangements in Section 2, our focus in Section 3 is to construct a Markov chain $\overleftarrow{\eta}^{(n)}=\left(\overleftarrow{\eta}_{n}^{(n)}=0, \ldots, \grave{\eta}_{1}^{(n)}=1\right)$ that allows us to generate the cycle counts via the analog of (4):

$$
\widetilde{C}_{j}(n)=\text { number of spacings of length } j \text { between the } 1 \mathrm{~s} \text { in } 1, \grave{\eta}_{n}^{(n)}, \ldots, \eta_{1}^{(n)}=1 .
$$

We show that the law of the resulting cycle counts is indeed given by (5).
In contrast to the Feller coupling, which, as its name suggests, allows generation of the cycles sequentially for each $n$ from a single observation of $1=\xi_{1}, \xi_{2}, \xi_{3} \ldots$, the chains $\dot{\eta}^{(n)}$ have to be rerun for each $n$ to produce derangements of different sizes. The main results of this paper, in Section 4, concern the asymptotic behavior of derangements, and provide a coupling that can be used to generate derangements sequentially from a single run of a Markov chain. We analyze the behavior of this chain in some detail. In Section 5 we discuss methods for simulating derangements, and in Section 6 provide a number of examples of properties of derangements, for some of which explicit results for finite $n$ are known, for some of which asymptotics are known, and for some of which simulation seems to be the only recourse. Section 7 provides some numerical experiments, and the paper concludes with a brief discussion.

## 2. Derangements

Students of probability often meet derangements in the context of (versions of) the so-called hat-check problem [11, Chapter IV]: $n$ diners leave their hats at a restaurant before their meal and hats are returned at random after the meal. What is the probability that no diner gets back their own hat? Label the diners $1,2, \ldots, n$ and construct a permutation $\pi$ by setting $\pi_{j}$ to be the label of the diner whose hat was returned to $j$. The question asks us to evaluate the probability that $\pi$ has no singleton cycles, and inclusion-exclusion is typically used to show that the required probability is

$$
\begin{equation*}
\mathbb{P}_{1}\left(C_{1}(n)=0\right)=\frac{D_{n}}{n!}=\sum_{l=0}^{n}(-1)^{l} \frac{1}{l!} \tag{6}
\end{equation*}
$$

where $D_{n}$ is the $n$th derangement number, the number of $n$-permutations with no fixed points. The cycles of a derangement describe groups of diners who share hats among themselves, with no diner getting his own. The distribution of the cycle counts $\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)$ is given by (5) with $\theta=1$. For arbitrary $\theta$, the distribution (5) is determined by $\operatorname{ESF}_{n}(\theta)$, and (6) is replaced by

$$
\begin{equation*}
\lambda_{n}(\theta):=\mathbb{P}_{\theta}\left(C_{1}(n)=0\right)=\frac{n!}{\theta_{(n)}} \sum_{j=0}^{n}(-1)^{j} \frac{\theta^{j}}{j!} \frac{\theta_{(n-j)}}{(n-j)!}, n=2,3, \ldots \tag{7}
\end{equation*}
$$

with $\lambda_{0}(\theta)=1, \lambda_{1}(\theta)=0$; cf. [13, eqn. (41.10)] We will see later that $\lambda_{n}(\theta)$ can be represented as a confluent hypergeometric function. We can also see that, for any given $n$, the mapping
$\theta \mapsto \lambda_{n}(\theta)$ is decreasing. To show this, for $j \in \mathbb{N}$ let

$$
\Delta_{j}^{*}=\left\{\left(a_{j}, a_{j-1}, \ldots, a_{1}\right) \in\{0,1\}^{j}: a_{j}+\sum_{i=1}^{j-1} a_{i} a_{i+1}=0\right\}
$$

consisting of all ( $0, a_{j-1}, \ldots, a_{1}$ ) with no consecutive 1's, and let

$$
\Delta_{j}=\left\{\left(a_{j}, a_{j-1}, \ldots, a_{1}\right) \in \Delta_{j}^{*}: a_{1}=1\right\}
$$

Note that $\Delta_{1}=\emptyset$. In particular, $\lambda_{n}(\theta)=\mathbb{P}\left(\left(\xi_{n}, \ldots, \xi_{1}\right) \in \Delta_{n}\right)$. Now, let $0<\theta_{1} \leq \theta_{2}$, and for the moment, denote by $\xi^{\theta_{1}}=\left(\xi_{i}^{\theta_{1}}\right)_{i=1}^{\infty}, \xi^{\theta_{2}}=\left(\xi_{i}^{\theta_{2}}\right)_{i=1}^{\infty}$ the Feller couplings with parameters $\theta_{1}$ and $\theta_{2}$, respectively. Note that $\frac{\theta_{1}}{\theta_{1}+i} \leq \frac{\theta_{2}}{\theta_{2}+i}$, for $i \in \mathbb{N}$. The idea is to couple $\xi_{i}^{\theta_{1}}$ and $\xi_{i}^{\theta_{2}}$ for $i \in \mathbb{N}$ such that

$$
\begin{aligned}
& \mathbb{P}\left(\xi_{i}^{\theta_{1}}=1, \xi_{i}^{\theta_{2}}=1\right)=\frac{\theta_{1}}{\theta_{1}+i} \\
& \mathbb{P}\left(\xi_{i}^{\theta_{1}}=0, \xi_{i}^{\theta_{2}}=1\right)=\frac{\theta_{2}}{\theta_{2}+i}-\frac{\theta_{1}}{\theta_{1}+i} \\
& \mathbb{P}\left(\xi_{i}^{\theta_{1}}=0, \xi_{i}^{\theta_{2}}=0\right)=\frac{i}{\theta_{2}+i}
\end{aligned}
$$

Thus, it is clear that $\xi^{\theta_{1}}$ and $\xi^{\theta_{2}}$ are Feller couplings with parameters $\theta_{1}$ and $\theta_{2}$ such that whenever $\xi_{i}^{\theta_{2}}=0$, we have $\xi_{i}^{\theta_{1}}=0$, but not vice versa, that is if $\left(\xi_{n}^{\theta_{2}}, \ldots, \xi_{1}^{\theta_{2}}\right) \in \Delta_{n}$, then $\left(\xi_{n}^{\theta_{1}}, \ldots, \xi_{1}^{\theta_{1}}\right) \in \Delta_{n}$. Hence $\lambda_{n}\left(\theta_{2}\right) \leq \lambda_{n}\left(\theta_{1}\right)$, from the definition of $\lambda_{n}$.

### 2.1. Properties of derangements

In the following sections we collect some results for derangements obtainable directly from (5).

### 2.1.1. Factorial moments of the cycle counts

The falling factorial moments are straightforward to compute. For $x \in \mathbb{R}$ and $r \in \mathbb{Z}_{+}$, define $x^{[r]}=x(x-1) \ldots(x-r+1), r \geq 1$ with $x^{[0]}=1$. For $r_{2}, r_{3}, \ldots, r_{b} \geq 0$ with $2 r_{2}+\cdots+b r_{b}=m \leq n$,

$$
\lambda_{n}(\theta) \mathbb{E}\left(\widetilde{C}_{2}^{\left[r_{2}\right]} \cdots \widetilde{C}_{b}^{\left[r_{b}\right]}\right)=\sum^{\prime} c_{2}^{\left[r_{2}\right]} \cdots c_{b}^{\left[r_{b}\right]} \frac{n!}{\theta_{(n)}} \prod_{j=2}^{n}\left(\frac{\theta}{j}\right)^{c_{j}} \frac{1}{c_{j}!}
$$

where the sum in $\sum^{\prime}$ is over $2 c_{2}+\cdots+n c_{n}=n, c_{2} \geq r_{2}, \ldots, c_{b} \geq r_{b}, c_{b+1}, \ldots, c_{n} \geq 0$. Letting $c_{j}^{\prime}=c_{j}-r_{j}$, for $j \leq b$, and noting that $1 / c_{j}^{\prime}!=c_{j}^{\left[r_{j}\right]} / c_{j}!$, the r.h.s. of the last equality equals to

$$
\begin{aligned}
& \frac{n!}{\theta_{(n)}} \prod_{j=2}^{b}\left(\frac{\theta}{j}\right)^{r_{j}} \frac{\theta_{(n-m)}}{(n-m)!} \sum^{\prime \prime} \frac{(n-m)!}{\theta_{(n-m)}} \prod_{j=2}^{b}\left(\frac{\theta}{j}\right)^{c_{j}^{\prime}} \frac{1}{c_{j}^{\prime}!} \prod_{j=b+1}^{n}\left(\frac{\theta}{j}\right)^{c_{j}} \frac{1}{c_{j}!} \\
& =\frac{n!}{\theta_{(n)}} \prod_{j=2}^{b}\left(\frac{\theta}{j}\right)^{r_{j}} \frac{\theta_{(n-m)}}{(n-m)!} \lambda_{n-m}(\theta),
\end{aligned}
$$

since the last sum is just the probability that a random permutation of ( $n-m$ ) objects is a derangement; the sum $\sum^{\prime \prime}$ is over $c_{2}^{\prime}, \ldots, c_{b}^{\prime}, c_{b+1}, \ldots, c_{n} \geq 0$ satisfying $2 c_{2}^{\prime}+\cdots+b c_{b}^{\prime}+$

$$
\begin{align*}
(b+1) c_{b+1}+\cdots+n c_{n} & =n-m . \text { Hence } \\
\mathbb{E}\left(\widetilde{C}_{2}^{\left[r_{2}\right]} \cdots \widetilde{C}_{b}^{\left[r_{b}\right]}\right) & =\mathbb{1}(m \leq n) \frac{n!}{\lambda_{n}(\theta) \theta_{(n)}} \frac{\lambda_{n-m}(\theta) \theta_{(n-m)}}{(n-m)!} \prod_{j=2}^{b}\left(\frac{\theta}{j}\right)^{r_{j}} . \tag{8}
\end{align*}
$$

In particular, for $j=2, \ldots, n$,

$$
\begin{equation*}
\mathbb{E} \widetilde{C}_{j}(n)=\frac{n!}{\lambda_{n}(\theta) \theta_{(n)}} \frac{\lambda_{n-j}(\theta) \theta_{(n-j)}}{(n-j)!} \frac{\theta}{j} . \tag{9}
\end{equation*}
$$

Note that $\mathbb{P}\left(\widetilde{C}_{n-1}(n)=0\right)=1$, and indeed $\mathbb{E} \widetilde{C}_{n-1}(n)=0$.

### 2.1.2. Distribution of the cycle counts

To compute the distribution of the cycle counts, suppose that $X$ is a discrete random variable taking values in $\{0,1,2, \ldots, n\}$, with distribution $p_{l}=\mathbb{P}(X=l), 0 \leq l \leq n$. Define

$$
u_{j}=\mathbb{E} X^{[j]}=\sum_{l=j}^{n} l^{[j]} p_{l}, \quad j=1,2, \ldots, n,
$$

where $u_{0}=1$. Inverting this relationship gives

$$
p_{r}=\frac{1}{r!} \sum_{l=0}^{n-r}(-1)^{l} \frac{1}{l!} u_{r+l}=\frac{1}{r!} \sum_{i=r}^{n}(-1)^{i-r} \frac{1}{(i-r)!} u_{i}
$$

Using the result in (8), choose $j \in\{2, \ldots, n\}, i \leq\lfloor n / j\rfloor$ and set

$$
u_{i}=\mathbb{E} \widetilde{C}_{j}(n)^{[i]}=\frac{n!}{\lambda_{n}(\theta) \theta_{(n)}} \frac{\lambda_{n-j i}(\theta) \theta_{(n-j i)}}{(n-j i)!}\left(\frac{\theta}{j}\right)^{i}
$$

Then for $0 \leq r \leq\lfloor n / j\rfloor$,

$$
\begin{aligned}
& \mathbb{P}\left(\widetilde{C}_{j}(n)=r\right)=\left(\frac{\theta}{j}\right)^{r} \frac{1}{r!} \frac{n!}{\lambda_{n}(\theta) \theta_{(n)}} \\
& \times \sum_{i=r}^{\lfloor n / j\rfloor}(-1)^{i-r} \frac{1}{(i-r)!} \frac{\lambda_{n-j i}(\theta) \theta_{(n-j i)}}{(n-j i)!}\left(\frac{\theta}{j}\right)^{i-r} .
\end{aligned}
$$

The special case $j=n, r=1$ is used in Section 6.1.
Remark 1. Many of these results are well known in the case of random derangements, for which $\theta=1$. For example,

$$
\mathbb{P}_{1}\left(\widetilde{C}_{2}(n)=0\right)=\frac{n!}{D_{n}} \sum_{i=0}^{\lfloor n / 2\rfloor}(-1)^{i} \frac{1}{i!}\left(\frac{1}{2}\right)^{i} \frac{D_{(n-2 i)}}{(n-2 i)!}
$$

The integers

$$
a(n)=D_{n} \mathbb{P}_{1}\left(\widetilde{C}_{2}(n)=0\right), \quad n=1,2,3, \ldots
$$

give the number of derangements of $n$ objects that have all cycles of length at least 3 ; computing the first few values gives

$$
a(2)=0, a(3)=2, a(4)=6, a(5)=24, a(6)=160, a(7)=1140, a(8)=8988, \ldots
$$

It is readily checked that this is (the start of) sequence A038205 in the Online Encyclopedia of Integer Sequences [18], where other formulae are provided.

### 2.1.3. The number of cycles

The distribution of the number of cycles, $\widetilde{K}_{n}$, may be found from the fact that the number $D(n, k)$ of derangements of size $n$ having $k$ cycles is

$$
D(n, k)=\sum_{l=0}^{k}(-1)^{l}\binom{n}{l}\left[\begin{array}{l}
n-l \\
k-l
\end{array}\right]
$$

where $\left[\begin{array}{l}n \\ k\end{array}\right]$ is the unsigned Stirling number of the first kind. Letting $|\pi|$ denote the number of cycles in $\pi$, it follows that

$$
\begin{aligned}
\mathbb{P}\left(\widetilde{K}_{n}=k\right) & =\frac{1}{\lambda_{n}(\theta)} \sum_{\substack{\pi:|\pi|=k \\
\pi \text { a derangement }}} \mathbb{P}(\pi) \\
& =\frac{1}{\lambda_{n}(\theta)} \sum_{\substack{\pi \text { a derangement }}} \frac{\theta^{k}}{\theta_{(n)}} \quad(\text { from (2)) } \\
& =\frac{\theta^{k} D(n, k)}{\lambda_{n}(\theta) \theta_{(n)}}, k=1,2, \ldots,\lfloor n / 2\rfloor
\end{aligned}
$$

The probability generating function of $\widetilde{K}_{n}$ satisfies

$$
\begin{equation*}
\mathbb{E} s^{\tilde{K}_{n}}=\frac{\lambda_{n}(\theta s)}{\lambda_{n}(\theta)} \mathbb{E} s^{K_{n}} \tag{10}
\end{equation*}
$$

which follows from the fact that

$$
\begin{aligned}
\mathbb{E} s^{\widetilde{K}_{n}} & =\sum_{k=1}^{n} \mathbb{P}_{\theta}\left(\widetilde{K}_{n}=k\right) s^{k}=\sum_{k=1}^{n} \frac{(\theta s)^{k} D(n, k)}{\lambda_{n}(\theta) \theta_{(n)}} \\
& =\frac{1}{\lambda_{n}(\theta) \theta_{(n)}} \sum_{k=1}^{n} \sum_{\ell=0}^{k}(-1)^{\ell}\binom{n}{\ell}\left[\begin{array}{l}
n-\ell \\
k-\ell
\end{array}\right](\theta s)^{k} \\
& =\frac{1}{\lambda_{n}(\theta) \theta_{(n)}} \sum_{\ell=0}^{n}(-1)^{\ell}\binom{n}{\ell}(\theta s)^{\ell} \sum_{k=\ell}^{n}\left[\begin{array}{l}
n-\ell \\
k-\ell
\end{array}\right](\theta s)^{k-\ell} \\
& =\frac{1}{\lambda_{n}(\theta) \theta_{(n)}} \sum_{\ell=0}^{n}(-1)^{\ell}\binom{n}{\ell}(\theta s)^{\ell}(\theta s)_{(n-\ell)} \\
& =\frac{1}{\lambda_{n}(\theta) \theta_{(n)}}(\theta s)_{(n)} \lambda_{n}(\theta s), \quad \text { from (7) } \\
& =\frac{\lambda_{n}(\theta s)}{\lambda_{n}(\theta)} \mathbb{E} s^{K_{n}}, \quad \text { from (3). }
\end{aligned}
$$

The mean of $\widetilde{K}_{n}$ is given by

$$
\mathbb{E} \widetilde{K}_{n}=\mathbb{E}\left(\widetilde{C}_{2}(n)+\cdots+\widetilde{C}_{n}(n)\right)=\frac{1}{\lambda_{n}(\theta)} \frac{n!}{\theta_{(n)}} \sum_{j=2}^{n} \lambda_{n-j}(\theta) \frac{\theta_{(n-j)}}{(n-j)!} \frac{\theta}{j}
$$

It follows from (10) that

$$
\mathbb{E} K_{n}-\mathbb{E} \widetilde{K}_{n}=-\frac{\theta \lambda_{n}^{\prime}(\theta)}{\lambda_{n}(\theta)}>0
$$

since $\lambda_{n}(\theta)$ is a decreasing function of $\theta$ for fixed $n$, in agreement with one's intuition.

### 2.1.4. Properties derived from the conditioning relation

$\operatorname{ESF}_{n}(\theta)$ may be represented as the law of independent Poisson random variables $Z_{1}, Z_{2}$, $\ldots, Z_{n}$ with

$$
\begin{equation*}
\mathbb{E} Z_{j}=x^{j} \theta / j \text { for any } x>0, \tag{11}
\end{equation*}
$$

conditioned on $T_{n}:=Z_{1}+2 Z_{2}+\cdots+n Z_{n}=n$. This is known as the Conditioning Relation, and is exploited in the context of combinatorial structures in [6]. The same relationship holds for derangements too: defining $T_{1 n}=2 Z_{2}+\cdots+n Z_{n}$, we have

$$
\begin{equation*}
\mathcal{L}\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)=\mathcal{L}\left(Z_{2}, \ldots, Z_{n} \mid T_{1 n}=n\right) \tag{12}
\end{equation*}
$$

To see this, note that for $c_{2} \geq 0, \ldots, c_{n} \geq 0$ satisfying $2 c_{2}+\cdots+n c_{n}=n$,

$$
\begin{aligned}
& \mathbb{P}\left(Z_{2}=c_{2}, \ldots, Z_{n}=c_{n} \mid T_{1 n}=n\right)= \\
& =\frac{\mathbb{P}\left(Z_{2}=c_{2}, \ldots, Z_{n}=c_{n}, T_{1 n}=n\right) \mathbb{P}\left(Z_{1}=0\right) / \mathbb{P}\left(T_{n}=n\right)}{\mathbb{P}\left(T_{1 n}=n\right) \mathbb{P}\left(Z_{1}=0\right) / \mathbb{P}\left(T_{n}=n\right)} \\
& =\frac{\mathbb{P}\left(Z_{1}=0, Z_{2}=c_{2}, \ldots, Z_{n}=c_{n} \mid T_{n}=n\right)}{\mathbb{P}\left(Z_{1}=0 \mid T_{n}=n\right)} \\
& =\frac{\mathbb{P}\left(C_{1}(n)=0, C_{2}(n)=c_{2}, \ldots, C_{n}(n)=c_{n}\right)}{\mathbb{P}\left(C_{1}(n)=0\right)},
\end{aligned}
$$

the last equality following from the conditioning relation for $\left(C_{1}(n), \ldots, C_{n}(n)\right)$ and $C_{1}(n)$.
The relationship in (12) means that asymptotic results can be read off from the general theory in [6]. For example, the $\widetilde{C}_{j}(n)$ are asymptotically independent Poisson random variables with mean $\theta / j$, which follows from (8) as well. We note for later use the consequence that

$$
\begin{equation*}
\lambda_{n}(\theta):=\mathbb{P}_{\theta}\left(C_{1}(n)=0\right) \rightarrow \mathbb{P}_{\theta}\left(Z_{1}=0\right)=e^{-\theta}, \quad n \rightarrow \infty \tag{13}
\end{equation*}
$$

The largest cycles, when scaled by $n$, have asymptotically the Poisson-Dirichlet law with parameter $\theta$. Total variation estimates for the Poisson result also follow from [6] and [5], and methods akin to those in [7] may be used to derive central limit results, for example. We will not pursue this aspect further in this paper.

## 3. A Markov chain for derangements of a given size

In the spirit of the Feller Coupling, we seek to construct a sequence of random variables $\hbar^{(n)}=\left(\overleftarrow{\eta}_{n}^{(n)}, \grave{\eta}_{n-1}^{(n)}, \ldots, \eta_{1}^{(n)}=1\right)$ with the property that the law of the counts of spacings between the 1 s in $1 \dot{\eta}_{n}^{(n)} \eta_{n-1}^{(n)} \ldots \stackrel{ウ}{\eta}_{2}^{(n)} 1$ is precisely that of (5). As might be anticipated, $\dot{\eta}^{(n)}$ is no longer a sequence of independent random variables, but rather a Markov chain. We identify the structure of this chain, and provide some applications of its use.

### 3.1. Constructing the Markov chain

Define $\mathcal{R}_{1}=\{(1)\}$ and for $j \geq 2, \mathcal{R}_{j}=\{0,1\}^{j-1} \times\{1\}$, including all $\left(a_{1}, \ldots, a_{j}\right) \in\{0,1\}^{j}$ with $a_{j}=1$. For $1 \leq i \leq n$ and $r=\left(r_{n}, \ldots, r_{1}\right) \in \mathcal{R}_{n}$, let $N_{i}(r)$ be the number of $i$-spacings in $1, r_{n}, \ldots, r_{1}$, i.e., the number of sub-patterns $10^{i-1} 1$ in it, and define $\rho\left(a_{1}, \ldots, a_{n}\right)=\{r \in$ $\left.\mathcal{R}_{n}: N_{1}(r)=a_{1}, \ldots, N_{n}(r)=a_{n}\right\}$. We seek to construct a random sequence of 0 s and 1 s , $\grave{\eta}^{(n)}=\left(\grave{\eta}_{n}^{(n)}, \ldots, \grave{\eta}_{2}^{(n)}, \grave{\eta}_{1}^{(n)}=1\right)$ such that if $\widetilde{C}_{i}(n):=N_{i}\left(\grave{\eta}^{(n)}\right), i=2, \ldots, n$,

$$
\begin{equation*}
\mathbb{P}\left(\widetilde{C}_{2}(n)=c_{2}, \ldots, \widetilde{C}_{n}(n)=c_{n}\right)=\mathbb{P}\left(C_{1}(n)=0, \ldots, C_{n}(n)=c_{n} \mid C_{1}(n)=0\right) . \tag{14}
\end{equation*}
$$

Simplifying the r.h.s. of (14), we have

$$
\mathbb{P}\left(\widetilde{C}_{j}(n)=c_{j}, 2 \leq j \leq n\right)=\left(\lambda_{n}(\theta)\right)^{-1} \sum_{\substack{\left(r_{n}, r_{n-1}, \ldots, r_{1}\right) \\ \epsilon \rho\left(0, c_{2}, \ldots, c_{n}\right)}} \mathbb{P}\left(\xi_{n}=r_{n}, \ldots, \xi_{1}=r_{1}\right) .
$$

Note that if $r=\left(r_{n}, r_{n-1}, \ldots, r_{1}\right) \in \rho\left(0, c_{2}, \ldots, c_{n}\right)$, then $r_{n}=r_{2}=0$. This suggests defining $\dot{\eta}_{n}^{(n)}, \ddot{\eta}_{n-1}^{(n)}, \ldots, \dot{\eta}_{2}^{(n)}, \dot{\eta}_{1}^{(n)}=1$ with law

$$
\begin{aligned}
\mathbb{P}\left(\overleftarrow{\eta}_{n}^{(n)}=r_{n}, \ldots, \grave{\eta}_{1}^{(n)}=r_{1}\right) & =\mathbb{P}\left(\xi_{n}=r_{n}, \ldots, \xi_{1}=r_{1} \mid\left(\xi_{n}, \ldots, \xi_{1}\right) \in \Delta_{n}\right) \\
& =\left\{\begin{array}{l}
\left(\lambda_{n}(\theta)\right)^{-1} \mathbb{P}\left(\xi_{n}=r_{n}, \ldots, \xi_{1}=r_{1}\right), \text { if } r \in \Delta_{n} \\
0, \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

By construction, $\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)$ has the law of $\left(C_{1}(n), \ldots, C_{n}(n)\right)$ conditioned on $C_{1}(n)=0$. Since $\xi_{j}$ are independent random variables, given $\ddot{\eta}_{i}^{(n)}$, the vectors $\left(\grave{\eta}_{n}^{(n)}, \ddot{\eta}_{n-1}^{(n)}, \ldots, \grave{\eta}_{i+1}^{(n)}\right)$ and $\left(\grave{\eta}_{i-1}^{(n)}, \ldots, \grave{\eta}_{1}^{(n)}\right)$ are independent and hence $\grave{\eta}_{n}^{(n)}, \grave{\eta}_{n-1}^{(n)}, \ldots, \grave{\eta}_{1}^{(n)}$ is a Markov chain, starting from $\eta_{n+1}^{-(n)}=1$.

More explicitly, for $3 \leq i \leq n-1,\left(r_{n}, r_{n-1}, \ldots, r_{i+2}, x\right) \in \Delta_{n-i}^{*}$ and $y \in\{0,1\}$, let

$$
\begin{aligned}
\tau_{i+1}(x, y) & :=\mathbb{P}\left(\grave{\eta}_{i}^{(n)}=y \mid \grave{\eta}_{n}^{(n)}=r_{n}, \ldots, \grave{\eta}_{i+2}^{-(n)}=r_{i+2}, \grave{\eta}_{i+1}^{(n)}=x\right) \\
& =\frac{\mathbb{P}\left(\dot{\eta}_{n}^{(n)}=r_{n}, \ldots, \grave{\eta}_{i+2}^{(n)}=r_{i+2}, \grave{\eta}_{i+1}^{(n)}=x, \grave{\eta}_{i}^{(n)}=y\right)}{\mathbb{P}\left(\overleftarrow{\eta}_{n}^{(n)}=r_{n}, \ldots, \grave{\eta}_{i+2}^{(n)}=r_{i+2}, \vdash_{i+1}^{(n)}=x\right)}
\end{aligned}
$$

We compute this for $x, y \in\{0,1\}$. Starting with the case $x=y=0$, and for $3 \leq i \leq n-1$, we write $\tau_{i+1}(0,0)=A / B$, where

$$
A=\left(\lambda_{n}(\theta)\right)^{-1} \mathbb{P}\left(\xi_{n}=r_{n}, \ldots, \xi_{i+2}=r_{i+2}, \xi_{i+1}=0\right) \mathbb{P}\left(\left(\xi_{i}, \ldots, \xi_{1}\right) \in \Delta_{i}\right)
$$

and

$$
\begin{aligned}
& B=\left(\lambda_{n}(\theta)\right)^{-1} \mathbb{P}\left(\xi_{n}=r_{n}, \ldots, \xi_{i+2}=r_{i+2}, \xi_{i+1}=0\right) \\
& \quad \times\left\{\mathbb{P}\left(\left(\xi_{i}, \ldots, \xi_{1}\right) \in \Delta_{i}\right)+\mathbb{P}\left(\xi_{i}=1\right) \mathbb{P}\left(\left(\xi_{i-1}, \ldots, \xi_{1}\right) \in \Delta_{i-1}\right)\right\}
\end{aligned}
$$

so that

$$
\tau_{i+1}(0,0)=\frac{\lambda_{i}(\theta)}{\lambda_{i}(\theta)+\frac{\theta}{\theta+i-1} \lambda_{i-1}(\theta)} .
$$

On the other hand,

$$
\mathbb{P}\left(\overleftarrow{\eta}_{i}^{(n)}=0 \mid \overleftarrow{\eta}_{i+1}^{(n)}=0\right)=\mathbb{P}\left(\overleftarrow{\eta}_{i+1}^{(n)}=0, \vdash_{i}^{(n)}=0\right) / \mathbb{P}\left(\overleftarrow{\eta}_{i+1}^{(n)}=0\right)=C / D,
$$

where

$$
C=\left(\lambda_{n}(\theta)\right)^{-1} \mathbb{P}\left(\left(\xi_{n}, \ldots, \xi_{i+2}\right) \in \Delta_{n-i-1}^{*}, \xi_{i+1}=0\right) \mathbb{P}\left(\left(\xi_{i}, \ldots, \xi_{1}\right) \in \Delta_{i}\right)
$$

and

$$
\begin{aligned}
& D=\left(\lambda_{n}(\theta)\right)^{-1} \mathbb{P}\left(\left(\xi_{n}, \ldots, \xi_{i+2}\right) \in \Delta_{n-i-1}^{*}, \xi_{i+1}=0\right) \\
& \times\left\{\mathbb{P}\left(\left(\xi_{i}, \ldots, \xi_{1}\right) \in \Delta_{i}\right)+\mathbb{P}\left(\xi_{i}=1\right) \mathbb{P}\left(\left(\xi_{i-1}, \ldots, \xi_{1}\right) \in \Delta_{i-1}\right)\right\}
\end{aligned}
$$

Hence

$$
\mathbb{P}\left(\grave{\eta}_{i}^{(n)}=0 \mid \overleftarrow{\eta}_{i+1}^{(n)}=0\right)=\frac{\lambda_{i}(\theta)}{\lambda_{i}(\theta)+\frac{\theta}{\theta+i-1} \lambda_{i-1}(\theta)} .
$$

Similarly we can deduce that

$$
\begin{gathered}
\tau_{i+1}(0,1)=\frac{\frac{\theta \lambda_{i-1}(\theta)}{\theta+i-1}}{\lambda_{i}(\theta)+\frac{\theta \lambda_{i-1}(\theta)}{\theta+i-1}}=\mathbb{P}\left(\grave{\eta}_{i}^{(n)}=1 \mid \breve{\eta}_{i+1}^{(n)}=0\right), \\
\tau_{i+1}(1,1)=0=\mathbb{P}\left(\stackrel{( }{\eta}_{i}^{(n)}=1 \mid \overleftarrow{\eta}_{i+1}^{(n)}=1\right) \text { and } \tau_{i+1}(1,0)=1=\mathbb{P}(\grave{\eta}_{i}^{(n)}=0 \mid \overbrace{i+1}^{(n)}=1) .
\end{gathered}
$$

We summarize the discussion as follows.
Theorem 1. (i) For each $n \geq 3$, the sequence of random variables $\stackrel{\eta}{\eta}_{n+1}^{(n)}=1, \vdash_{n}^{(n)}, \ldots, \stackrel{\eta}{2}_{2}^{(n)}$, $\grave{\eta}_{1}^{(n)}=1$ is a non-homogeneous Markov chain with transition matrices

$$
\stackrel{\rightharpoonup}{P}_{r}^{(n)}:=\left(\begin{array}{ll}
\mathbb{P}\left(\dot{\eta}_{r}^{(n)}=0 \mid \dot{\eta}_{r+1}^{(n)}=0\right) & \mathbb{P}\left(\dot{\eta}_{r}^{(n)}=1 \mid \dot{\eta}_{r+1}^{(n)}=0\right) \\
\mathbb{P}\left(\ddot{\eta}_{r}^{(n)}=0 \mid \dot{\eta}_{r+1}^{(n)}=1\right) & \mathbb{P}\left(\dot{\eta}_{r}^{(n)}=1 \mid \dot{\eta}_{r+1}^{(n)}=1\right)
\end{array}\right)
$$

given by

$$
\stackrel{\rightharpoonup}{P}_{r}^{(n)}=\left(\begin{array}{cc}
\frac{(\theta+r-1) \lambda_{r}(\theta)}{(\theta+r-1) \lambda_{r}(\theta)+\theta \lambda_{r-1}(\theta)} & \frac{\theta \lambda_{r-1}(\theta)}{(\theta+r-1) \lambda_{r}(\theta)+\theta \lambda_{r-1}(\theta)}  \tag{15}\\
1 & 0
\end{array}\right)
$$

for $2<r<n$,

$$
\overleftarrow{P}_{n}^{(n)}=\overleftarrow{P}_{2}^{(n)}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right), \quad \check{P}_{1}^{(n)}=\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right) .
$$

(ii) The counts $\widetilde{C}_{j}(n), j=2, \ldots, n$ of the $j$-spacings between consecutive 1 s in the sequence $1 \ddot{\eta}_{n}^{(n)} \ldots \grave{\eta}_{2}^{(n)} 1$ have joint distribution given by

$$
\begin{equation*}
\mathcal{L}\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)=\mathcal{L}\left(C_{2}(n), \ldots, C_{n}(n) \mid C_{1}(n)=0\right) . \tag{16}
\end{equation*}
$$

## 4. Coupling derangements

The chain $\dot{\eta}^{(n)}$ does not generate derangements of size $n+1$ from one of size $n$, a property satisfied by the Feller Coupling. Rather, the chain produces a derangement for a given value of $n$, and needs to be re-run to generate one of size $n+1$. This constraint raises a natural question: Is there an infinite Markov chain that somehow serves as the limit of the $\grave{\eta}^{(n)}$ process and can generate approximately $\theta$-biased random derangements of relatively large size while, on the other hand, it can use the derangements of size $n$ to generate one of size $n+1$. The ensuing discussion explores this further and explains how the reversed Markov chain for $\dot{\eta}^{(n)}$, denoted by $\eta^{(n)}$, provides an appropriate framework to achieve this goal.

### 4.1. The finite reversed Markov chain

Having an outcome of $\dot{\eta}^{(n)}$, it is impossible to construct a $\theta$-biased random derangement $\dot{\eta}^{(n+1)}$ with $\ddot{\eta}^{(n+1)}[n, \ldots, 1]=\dot{\eta}^{(n)}[n, \ldots, 1]$. (The $[\ldots]$ notation is used to describe the indices of a vector.) In fact there is an important constraint in the Markov chain $\dot{\eta}^{(n)}$ - it always starts at $\grave{\eta}_{n}^{(n)}=0$, a property that should also hold for $\overleftarrow{\eta}^{(n+1)}$. It turns out that the resulting sequence that uses a realization of the random derangement of size $n$ to construct a derangement of size $n+1$ should be the trivial 0 -sequence. A simple trick can be used to overcome this problem. Define the probability measure $v_{n}$ on $\{0,1\}$ by $v_{n}(0)=\mathbb{P}_{\theta}\left(\check{\eta}_{n}^{(n+1)}=0\right)$ and slightly modify
the Markov chain $\hbar^{(n+1)}$ to start at time $n$ with the initial distribution $v_{n}$, rather than starting at time $n+1$ with the initial distribution $\delta_{0}$. Indeed, this Markov chain can be considered the same as the original one, since we always have $\stackrel{\eta}{n+1}_{(n+1)}=0$. It is clear that

$$
\mathbb{P}_{\theta}\left(\overleftarrow{\eta}_{i}^{(n)}=0 \mid \ddot{\eta}_{i+1}^{-(n)}=0\right)=\mathbb{P}_{\theta}\left(\overleftarrow{\eta}_{i}^{(m)}=0| |_{i+1}^{(m)}=0\right)
$$

for $i+1<m \leq n$, while $v_{m} \neq v_{n}$ for $m \neq n$. This will not cause a problem since in fact $v_{n} \Rightarrow \delta_{0}$ as $n$ tends to infinity, which ensures the existence of a probability distribution on $\{0,1\}^{\mathbb{N}}$ as the limit of $\mathcal{L}\left(\eta^{(n)}\right)$.

To describe the limit distribution, we make use of the Markov chains $\eta^{(n)}=\left(\eta_{i}^{(n)}\right)_{i=1}^{n}, n \in \mathbb{N}$, which are the reversed chains for $\dot{\eta}^{-(n)}$, whose laws are the same as those of $\left(\eta_{i}^{(n)}\right)_{i=1}^{n}$, and whose transition probabilities are given via the time reversal transformations

$$
\mathbb{P}\left(\eta_{i+1}^{(n)}=y \mid \eta_{i}^{(n)}=x\right)=\frac{\mathbb{P}\left(\overleftarrow{\eta}_{i+1}^{(n)}=y\right) \mathbb{P}\left(\grave{\eta}_{i}^{(n)}=x \mid \grave{\eta}_{i+1}^{(n)}=y\right)}{\mathbb{P}\left(\grave{\eta}_{i}^{(n)}=x\right)}
$$

We emphasize that $\eta_{i}^{(n)} \sim \eta_{i}^{(n)}$, for $1 \leq i \leq n$, but we require different notation $\eta^{(n)}=\left(\eta_{i}^{(n)}\right)_{i=1}^{n}$ and $\overleftarrow{\eta}^{(n)}=\left(\grave{\eta}_{n-i+1}^{(n)}\right)_{i=1}^{n}$ to describe two different Markov chains, which are reversals of each other. Note that the chains $\eta^{(n)}$ and $\eta^{(n)}$ are not reversible, and hence have different laws; $\left(\xi_{i}\right)_{i=1}^{n} \nsim\left(\xi_{n-i+1}\right)_{i=1}^{n}$. A limit distribution arises as the law of a $\{0,1\}$-valued infinite dimensional Markov chain. To identify $\eta^{(n)}$, let

$$
\begin{aligned}
\lambda_{i, n}(\theta) & =\mathbb{P}_{\theta}\left(\xi[i \ldots n] \in \Delta_{n-i+1}^{*} \backslash \Delta_{n-i+1}\right) \\
& =\mathbb{P}_{\theta}\left(\xi_{i}=\xi_{n}=0, \sum_{j=i+1}^{n-1} \xi_{j} \xi_{j+1}=0\right),
\end{aligned}
$$

where the last term is the probability that $\xi_{i}=\xi_{n}=0$ and there are no 11 patterns (which counts the number of 1 -cycles) in $\xi[i, \ldots, n]$. Similarly to the calculations given in Section 3, one can see that $\eta_{1}^{(n)}=1, \eta_{n}^{(n)}=0$, and the transition probabilities of $\eta^{(n)}$ satisfy

$$
\mathbb{P}_{\theta}\left(\eta_{i+1}^{(n)}=0 \mid \eta_{i}^{(n)}=0\right)=\frac{\lambda_{i+1, n}(\theta)}{\lambda_{i+1, n}(\theta)+\frac{\theta}{i+\theta} \lambda_{i+2, n}(\theta)},
$$

for $i \leq n-2$. This is summarized in the following theorem.
Theorem 2. (i) For each $n \geq 3$, the sequence of random variables $\eta_{1}^{(n)}=1, \eta_{2}^{(n)}, \ldots, \eta_{n}^{(n)}=0$ is a non-homogeneous Markov chain with transition matrices

$$
P_{s}^{(n)}:=\left(\begin{array}{ll}
\mathbb{P}\left(\eta_{s+1}^{(n)}=0 \mid \eta_{s}^{(n)}=0\right) & \mathbb{P}\left(\eta_{s+1}^{(n)}=1 \mid \eta_{s}^{(n)}=0\right) \\
\mathbb{P}\left(\eta_{s+1}^{(n)}=0 \mid \eta_{s}^{(n)}=1\right) & \mathbb{P}\left(\eta_{s+1}^{(n)}=1 \mid \eta_{s}^{(n)}=1\right)
\end{array}\right)
$$

given by

$$
P_{s}^{(n)}=\left(\begin{array}{cc}
\frac{(s+\theta) \lambda_{s+1, n}(\theta)}{(s+\theta) \lambda_{s+1, n}(\theta)+\theta \lambda_{s+2, n}(\theta)} & \frac{\theta \lambda_{s+2, n}(\theta)}{(s+\theta) \lambda_{s+1, n}(\theta)+\theta \lambda_{s+2, n}(\theta)} \\
1 & 0
\end{array}\right)
$$

for $s=1, \ldots, n-2$, and

$$
P_{n-1}^{(n)}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)
$$

(ii) $\mathbb{P}_{\theta}\left(\eta_{i}^{(n)}=x_{i}, i=1, \ldots, n\right)=\mathbb{P}_{\theta}\left(\stackrel{\eta}{\eta}_{i}^{(n)}=x_{i}, i=1, \ldots, n\right)$.
(iii) The counts $\widetilde{C}_{j}(n), j=2, \ldots, n$ of the $j$-spacings between consecutive 1 s in the sequence $\eta_{1}=1, \ldots, \eta_{n}=0,1$ have joint distribution given by (16).

For $i \leq n$, we define

$$
\tilde{\lambda}_{n, i}(\theta)=\mathbb{P}_{\theta}\left(\xi[n, \ldots, i] \in \Delta_{n-i+1}\right) .
$$

which implies $\tilde{\lambda}_{n, n}(\theta)=\lambda_{1, n}(\theta)=0$ and $\tilde{\lambda}_{n, 1}(\theta)=\lambda_{2, n}(\theta)=\lambda_{n}(\theta)$, for any $n \in \mathbb{N}$.

Theorem 3. For $2 \leq i<n$,

$$
\begin{align*}
\tilde{\lambda}_{n, i}(\theta) & =\frac{\theta}{i-1+\theta} \lambda_{i+1, n}(\theta) \\
& =\frac{(n-1)!\theta_{(i-1)}}{(i-1)!\theta_{(n)}} \sum_{k=0}^{\left\lfloor\frac{n-i-1}{2}\right\rfloor} \sum_{i_{0}, \ldots, i_{k}} \frac{\theta^{k+1}}{i_{0} \ldots i_{k}}, \tag{17}
\end{align*}
$$

where the inner sum is over all $i_{0}=1, i+1 \leq i_{1}<\cdots<i_{k} \leq n-2$ and $i_{j-1}-i_{j}>1$. Moreover, for any $i \leq n$

$$
\mathbb{P}_{\theta}\left(\check{\eta}_{i}^{(n)}=1\right)=\frac{\tilde{\lambda}_{n, i}(\theta) \lambda_{i-1}(\theta)}{\lambda_{n}(\theta)}
$$

Proof. The first equality is straightforward, and follows from

$$
\mathbb{P}_{\theta}\left(\xi[n, \ldots, i] \in \Delta_{n-i+1}\right)=\mathbb{P}_{\theta}\left(\xi[i+1, \ldots, n] \in \Delta_{n-i}^{*} \backslash \Delta_{n-i}\right) \mathbb{P}_{\theta}\left(\xi_{i}=1\right)
$$

To see the second equality in (17), let $A_{j}(n)$ denote the length of the $j$ th cycle in the Feller coupling in the order of formation of its cycles. Note that for specific $a_{1}, \ldots, a_{k}>1$ with $a_{1}+\cdots+a_{k}=n-i+1$, the probability that a $\theta$-biased random permutation sampled from the Feller coupling process has $k$ cycles from time $n$ to time $i$ s.t. $\xi_{i}=1$ and $\left(A_{1}(n), \ldots, A_{k}(n)\right)=$ $\left(a_{1}, \ldots, a_{k}\right)$, and has $k^{\prime}$ cycles from time $i-1$ to time 1 is given by

$$
\frac{\theta^{k} \theta_{(i-1)}}{\theta_{(n)}} \cdot \frac{\theta^{k^{\prime}}}{\theta_{(i-1)}}
$$

On the other hand, the number of such permutations is given by

$$
\begin{aligned}
& \binom{n-1}{a_{1}-1}\left(a_{1}-1\right)!\prod_{\ell=2}^{k}\binom{n-1-a_{1}-\cdots-a_{l-1}}{a_{\ell}-1}\left(a_{\ell}-1\right)!\left[\begin{array}{c}
i-1 \\
k^{\prime}
\end{array}\right] \\
& =\frac{(n-1)!}{(i-1)!\left(n-a_{1}\right)\left(n-a_{1}-a_{2}\right) \cdots\left(n-a_{1}-\cdots-a_{k-1}\right)}\left[\begin{array}{c}
i-1 \\
k^{\prime}
\end{array}\right]
\end{aligned}
$$

Since

$$
\sum_{k^{\prime}=1}^{i-1}\left[\begin{array}{c}
i-1 \\
k^{\prime}
\end{array}\right] \theta^{k^{\prime}}=\theta_{(i-1)}
$$

summing over all possible $k, k^{\prime}$, and $\left(a_{1}, \ldots, a_{k}\right)$ with $a_{j}>1$ for $j=1, \ldots, k$ and $a_{1}+\cdots+a_{k}=n-i+1$ and letting $i_{j}=n-a_{1}-\cdots-a_{j}$ gives the second equality.

For the last equality, we have

$$
\begin{aligned}
\mathbb{P}_{\theta}(\overbrace{i}^{(n)}=1) & =\frac{\mathbb{P}_{\theta}\left(\xi_{i}=1, \xi[n, \ldots, 1] \in \Delta_{n}\right)}{\mathbb{P}_{\theta}\left(\xi[n, \ldots, 1] \in \Delta_{n}\right)} \\
& =\frac{\mathbb{P}\left(\xi[n, \ldots, i] \in \Delta_{n-i+1}\right) \mathbb{P}_{\theta}\left(\xi[i-1, \ldots, 1] \in \Delta_{i-1}\right)}{\mathbb{P}_{\theta}\left(\xi[n, \ldots, 1] \in \Delta_{n}\right)} \\
& =\frac{\tilde{\lambda}_{n, i}(\theta) \lambda_{i-1}(\theta)}{\lambda_{n}(\theta)},
\end{aligned}
$$

completing the proof.

### 4.2. The limit distribution for random derangements

To study the limit distribution of the laws of $\eta^{(n)}$, we need a better understanding of the behavior of the Feller coupling conditioned on $C_{1}(n)=0$, for large $n$. The following facts from [5] play an important role. First, we recall that $C_{j}(n)$ can be represented as

$$
C_{j}(n)=\sum_{i=1}^{n-j} \xi_{i}\left(1-\xi_{i+1}\right) \cdots\left(1-\xi_{i+j-1}\right) \xi_{i+j}+\xi_{n-j+1}\left(1-\xi_{n-j+2}\right) \cdots\left(1-\xi_{n}\right),
$$

for $j \leq n, C_{j}(n)=0$ for $j>n$, and that

$$
\left(C_{1}(n), C_{2}(n), \ldots\right) \Rightarrow\left(Z_{1}, Z_{2}, \ldots\right)
$$

as $n \rightarrow \infty$, where for $j \in \mathbb{N}$,

$$
Z_{j}=\sum_{i=1}^{\infty} \xi_{i}\left(1-\xi_{i+1}\right) \cdots\left(1-\xi_{i+j-1}\right) \xi_{i+j}
$$

are independent Poisson random variables with means $\mathbb{E} Z_{j}=\theta / j$. In particular,

$$
C_{1}(n) \Rightarrow Z_{1}=\sum_{i=1}^{\infty} \xi_{i} \xi_{i+1}
$$

so that

$$
\lim _{n \rightarrow \infty} \lambda_{n}(\theta)=\lim _{n \rightarrow \infty} \mathbb{P}_{\theta}\left(\sum_{i=1}^{n} \xi_{i} \xi_{i+1}=0\right)=\mathbb{P}_{\theta}\left(\sum_{i=1}^{\infty} \xi_{i} \xi_{i+1}=0\right)=e^{-\theta}
$$

The preceding discussion suggests that the prime candidate for the limit distribution is the law of the Feller Coupling $\xi_{1}=1, \xi_{2}, \xi_{3}, \ldots$ conditioned on $Z_{1}=\sum_{i=1}^{\infty} \xi_{i} \xi_{i+1}=0$.

The following theorem is the first step to see this more explicitly. Let $\Delta_{\infty}$ be the set of $\left(r_{1}, r_{2}, \ldots\right) \in\{0,1\}^{\mathbb{N}}$ s.t. $r_{1}=0$ and there is no $i \in \mathbb{N}$ for which $r_{i}=r_{i+1}=1$, that is

$$
\Delta_{\infty}=\left\{\left(r_{1}, r_{2}, \ldots\right) \in\{0,1\}^{\mathbb{N}}: r_{1}+\sum_{i=1}^{\infty} r_{i} r_{i+1}=0\right\}
$$

Let $\lambda_{i, \infty}(\theta)=\mathbb{P}_{\theta}\left(\left(\xi_{i}, \xi_{i+1}, \ldots\right) \in \Delta_{\infty}\right)$.
Theorem 4. For any $i \in \mathbb{N}$ and $\theta>0$,

$$
\lim _{n \rightarrow \infty} \lambda_{i, n}(\theta)=\lambda_{i, \infty}(\theta)
$$

Proof. Since $\left\{\sum_{i=n}^{\infty} \xi_{i} \xi_{i+1}=0\right\} \subset\left\{\sum_{i=n+1}^{\infty} \xi_{i} \xi_{i+1}=0\right\}$, for $n \in \mathbb{N}$ we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathbb{P}_{\theta}\left(\sum_{i=n}^{\infty} \xi_{i} \xi_{i+1}=0\right) & =\mathbb{P}_{\theta}\left(\bigcup_{n=1}^{\infty} \bigcap_{i=n}^{\infty}\left\{\xi_{i} \xi_{i+1}=0\right\}\right) \\
& =1-\mathbb{P}_{\theta}\left(\xi_{n}=1, \xi_{n+1}=1 \text { i.o. }\right)=1
\end{aligned}
$$

since

$$
\sum_{n=0}^{\infty} \mathbb{P}_{\theta}\left(\xi_{n}=1, \xi_{n+1}=1\right)=\sum_{i=0}^{\infty} \frac{\theta^{2}}{(i+\theta)(i+1+\theta)}=\theta<\infty
$$

Hence

$$
\lim _{n \rightarrow \infty} \lambda_{n, \infty}(\theta)=\lim _{n \rightarrow \infty} \mathbb{P}_{\theta}\left(\xi_{n}=0\right) \mathbb{P}_{\theta}\left(\sum_{i=n+1}^{\infty} \xi_{i} \xi_{i+1}=0\right)=1
$$

Therefore

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \lambda_{i, n}(\theta) & =\lim _{n \rightarrow \infty}\left\{\lambda_{i, n}(\theta) \lambda_{n+1, \infty}(\theta)+\frac{\theta}{\theta+n} \lambda_{i, n}(\theta) \lambda_{n+2, \infty}(\theta)\right\} \\
& =\lim _{n \rightarrow \infty} \lambda_{i, \infty}(\theta)=\lambda_{i, \infty}(\theta)
\end{aligned}
$$

completing the proof.
It is now more clear why the infinite Feller coupling conditional on $Z_{1}=0$ is the limit of the finite Markov chains $\eta^{(n)}$. To be more explicit, let $\eta=\left(\eta_{i}\right)_{i \geq 1}$ be a random $\{0,1\}$-valued sequence with law

$$
\begin{align*}
\mathbb{P}_{\theta}\left(\eta_{n}=r_{n} ; n \in \mathbb{N}\right) & =\mathbb{P}_{\theta}\left(\xi_{n}=r_{n} ; n \in \mathbb{N} \mid Z_{1}=0\right) \\
& = \begin{cases}e^{\theta} \mathbb{P}_{\theta}\left(\xi_{n}=r_{n} ; n \in \mathbb{N}\right), \text { if }\left(r_{1}, r_{2}, \ldots\right) \in \Delta_{\infty} \\
0, \text { otherwise }\end{cases} \tag{18}
\end{align*}
$$

It is straightforward to see that $\eta=\left(\eta_{1}, \eta_{2}, \ldots\right)$ is indeed a Markov chain, and its transition probabilities are given by

$$
\begin{aligned}
\mathbb{P}_{\theta}\left(\eta_{i+1}=0 \mid \eta_{i}=0\right) & =\frac{\mathbb{P}_{\theta}\left(\eta_{i+1}=0, \eta_{i}=0\right)}{\mathbb{P}_{\theta}\left(\eta_{i}=0\right)} \\
& =\frac{\mathbb{P}_{\theta}\left(\xi[i, \ldots, 1] \in \Delta_{i}\right) \lambda_{i+1, \infty}(\theta)}{\mathbb{P}_{\theta}\left(\xi[i, \ldots, 1] \in \Delta_{i}\right)\left(\lambda_{i+1, \infty}(\theta)+\frac{\theta}{i+\theta} \lambda_{i+2, \infty}(\theta)\right)} \\
& =\frac{\lambda_{i+1, \infty}(\theta)}{\lambda_{i+1, \infty}(\theta)+\frac{\theta}{i+\theta} \lambda_{i+2, \infty}(\theta)},
\end{aligned}
$$

which means that, for any $i \in \mathbb{N}$

$$
\mathbb{P}_{\theta}\left(\eta_{i+1}^{(n)}=0 \mid \eta_{i}^{(n)}=0\right) \rightarrow \mathbb{P}_{\theta}\left(\eta_{i+1}=0 \mid \eta_{i}=0\right),
$$

as $n \rightarrow \infty$. The following theorem follows from the above discussion.
Theorem 5. The sequence of random variables $\eta_{1}=1, \eta_{2}, \eta_{3}, \ldots$, defined by (18), is a non-homogeneous Markov chain with transition matrices

$$
P_{s}:=\left(\begin{array}{ll}
\mathbb{P}\left(\eta_{s+1}=0 \mid \eta_{s}=0\right) & \mathbb{P}\left(\eta_{s+1}=1 \mid \eta_{s}=0\right) \\
\mathbb{P}\left(\eta_{s+1}=0 \mid \eta_{s}=1\right) & \mathbb{P}\left(\eta_{s+1}=1 \mid \eta_{s}=1\right)
\end{array}\right)
$$

given by

$$
P_{s}=\left(\begin{array}{cc}
\frac{(s+\theta) \lambda_{s+1, \infty}(\theta)}{(s+\theta) \lambda_{s+1, \infty}(\theta)+\theta \lambda_{s+2, \infty}(\theta)} & \frac{\theta \lambda_{s+2, \infty}(\theta)}{(s+\theta) \lambda_{s+1, \infty}(\theta)+\theta \lambda_{s+2, \infty}(\theta)} \\
1 & 0
\end{array}\right)
$$

for $s \in \mathbb{N}$.
Note that $P_{s}^{(n)} \rightarrow P_{s}$ as $n \rightarrow \infty$. To see more, let $\mu_{n}$ be the measure on $\{0,1\}^{n}$ that determines the law of $\eta^{(n)}$ and let $\mu$ be the measure on $\{0,1\}^{\mathbb{N}}$ indicating the law of $\eta$. Let $\pi_{n}:\{0,1\}^{\mathbb{N}} \rightarrow\{0,1\}^{n}$ be the projection map on the first $n$ coordinates of an infinite $\{0,1\}$ sequence, so that $\pi_{n}\left(a_{1}, a_{2}, \ldots\right)=\left(a_{1}, \ldots, a_{n}\right)$ and denote the image of $\mu$ under $\pi_{n}$ by $\mu \pi_{n}^{-1}$. Then

Proposition 1. $d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right) \rightarrow 0$, as $n \rightarrow \infty$.
Proof. Since $\lambda_{n, \infty} \rightarrow 1$ and $\mathbb{P}_{\theta}\left(\xi_{n}=1\right) \rightarrow 0$ as $n \rightarrow \infty$, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right) & =\lim _{n \rightarrow \infty} \frac{1}{2} \sum_{r \in\{0,1\}^{n}}\left|\mathbb{P}_{\theta}\left(\eta^{(n)}=r\right)-\mathbb{P}_{\theta}(\eta[1, \ldots, n]=r)\right| \\
& =\lim _{n \rightarrow \infty} \frac{1}{2} \sum_{r \in \Delta_{n}} \mathbb{P}_{\theta}(\xi[n, \ldots, 1]=r)\left|\frac{1}{e^{-\theta}}-\frac{1}{\lambda_{n}(\theta)}\right| \\
& =\lim _{n \rightarrow \infty} \frac{1}{2}\left|\lambda_{n}(\theta) e^{\theta}-1\right|=0 .
\end{aligned}
$$

After some preliminaries in the next section, we provide an estimate for the total variation distance in Section 4.4.

### 4.3. Finding the values of $\lambda_{i, \infty}$

By conditioning on whether $\xi_{i+1}=0$ or 1 , we can derive the recursion

$$
\begin{align*}
\lambda_{i, \infty}(\theta) & =\mathbb{P}_{\theta}\left(\xi_{i}=0\right)\left(\lambda_{i+1, \infty}(\theta)+\mathbb{P}_{\theta}\left(\xi_{i+1}=1\right) \lambda_{i+2, \infty}(\theta)\right) \\
& =\frac{i-1}{i-1+\theta}\left(\lambda_{i+1, \infty}(\theta)+\frac{\theta}{i+\theta} \lambda_{i+2, \infty}(\theta)\right) . \tag{19}
\end{align*}
$$

It seems difficult to solve (19) with the initial conditions for $\lambda_{2, \infty}=e^{-\theta}$ and $\lambda_{3, \infty}$. Instead we use a Poisson representation of the Feller Coupling provided in $[3,8]$ and due originally to Svante Janson (see [3] for historical notes on this).

Consider a Poisson point process $\mathcal{N}$ on $(0,1)$ with intensity function $x \mapsto \theta / x$ for $x \in(0,1)$, and denote its points by $\left(\tau_{i}\right)_{i \geq 1}$, where $1>\tau_{1}>\tau_{2}>\cdots>0$. Let $\kappa(x)$ be a geometric random variable with probability of success $x$, and mark each point $\tau_{i}$ by a random finite sequence $R_{i}=0^{\kappa\left(\tau_{i}\right)-1} 1$. [8] shows that the law of the infinite random $\{0,1\}$-valued sequence $1 R_{1} R_{2} \ldots$ is the same as that of the Feller coupling $\xi_{1}=1, \xi_{2}, \xi_{3}, \ldots$ with parameter $\theta$. In fact, the number of Poisson points in $(0, x)$ marked by 1 (representing cycles of size 1 ), denoted by $\widetilde{N}_{1}(x)$, is a Poisson random variable with parameter

$$
\mathbb{E} \widetilde{N}_{1}(x)=\int_{0}^{x} \frac{\theta}{y} y d y=\theta x
$$

Note that, for $i \geq 2, \xi_{i}+\sum_{j=i}^{\infty} \xi_{j} \xi_{j+1}$ counts the number of " 11 " in $1, \xi_{i}, \xi_{i+1}, \ldots$.
Before stating the next result, in which the values of $\lambda_{i, \infty}$ are given, recall that the confluent hypergeometric function with parameters $a, b, z \in \mathbb{C}$ is defined by

$$
M(a, b, z)=\sum_{j=0}^{\infty} \frac{a_{(j)}}{b_{(j)}} \frac{z^{j}}{j!}
$$

cf. [1, Chapter 13]. If $\operatorname{Re} b>\operatorname{Re} a>0$, its integral representation is given by

$$
M(a, b, z)=\frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \int_{0}^{1} e^{z u} u^{a-1}(1-u)^{b-a-1} d u
$$

Theorem 6. For $i \geq 2$,

$$
\lambda_{i, \infty}(\theta)=M(1+\theta, \theta+i-1,-\theta) .
$$

Proof. First note that

$$
\lambda_{2, \infty}(\theta)=\lim _{n \rightarrow \infty} \lambda_{2, n}(\theta)=\lim _{n \rightarrow \infty} \lambda_{n}(\theta)=M(1+\theta, 1+\theta,-\theta) .
$$

For $i \geq 3$, the probability that $\mathcal{N}$ has no points in $(x, 1)$ is

$$
\exp \left(-\int_{x}^{1} \frac{\theta}{y} d y\right)=x^{\theta}
$$

Therefore the probability density that there is no point of $\mathcal{N}$ in $(x, 1), \tau_{1}=x$ marked by $0^{i-3} 1$ (i.e. $R_{1}=0^{i-3} 1$ ), and $\widetilde{N}_{1}(x)=0$ is given by

$$
x^{\theta} \frac{\theta}{x} x(1-x)^{i-3} e^{-\theta x}
$$

Thus

$$
\begin{align*}
& \mathbb{P}_{\theta}\left(\xi_{j}=0,1<j<i-1, \xi_{i-1}=1, \xi_{i}+\sum_{k=i}^{\infty} \xi_{k} \xi_{k+1}=0\right) \\
& \quad=\int_{0}^{1} \theta x^{\theta}(1-x)^{i-3} e^{-\theta x} d x \tag{20}
\end{align*}
$$

But the left hand side of (20) is

$$
\left(\prod_{j=1}^{i-3} \frac{j}{\theta+j}\right) \frac{\theta}{\theta+i-2} \lambda_{i, \infty}(\theta)=\frac{(i-3)!\theta^{2}}{\theta_{(i-1)}} \lambda_{i, \infty}(\theta)
$$

which implies that

$$
\lambda_{i, \infty}=\frac{\theta_{(i-1)}}{\theta(i-3)!} \int_{0}^{1} x^{\theta}(1-x)^{i-3} e^{-\theta x} d x=M(\theta+1, \theta+i-1,-\theta)
$$

Remark. Note that the recursion in (19) is precisely one of the standard recursions for the confluent hypergeometric function; see [1, 13.4.2, p. 506].

### 4.4. Estimating the total variation distance

Theorem 7. As $n \rightarrow \infty$,

$$
d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right)=\frac{\theta}{n}-\frac{\theta(3 \theta-1)}{n^{2}}+O\left(n^{-3}\right) .
$$

To prove this, we need the following lemmas.
Lemma 1. For $n \geq 2$,

$$
d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right)=\frac{1}{2}\left|e^{\theta} \lambda_{n}(\theta) \lambda_{n, \infty}(\theta)\left(1+\frac{\theta}{n-1}\right)-1\right|+\frac{\theta e^{\theta} \lambda_{n-1}(\theta) \lambda_{n+1, \infty}(\theta)}{2(n-1+\theta)} .
$$

## Proof.

$$
\begin{aligned}
& d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right)=\frac{1}{2} \sum_{r \in\{0,1\}^{n}}\left|\mathbb{P}(\eta[1, \ldots, n]=r)-\mathbb{P}\left(\eta^{(n)}=r\right)\right| \\
& \quad=\frac{1}{2} \sum_{r \in \Delta_{n}}\left|e^{\theta} \mathbb{P}\left(\xi[n, \ldots, 1]=r, \sum_{j=n+1}^{\infty} \xi_{j} \xi_{j+1}=0\right)-\frac{\mathbb{P}(\xi[n, \ldots, 1]=r)}{\lambda_{n}(\theta)}\right| \\
& \quad+\frac{1}{2} \sum_{r^{\prime} \in \Delta_{n-1}} e^{\theta} \mathbb{P}\left(\xi[n-1, \ldots, 1]=r^{\prime}, \xi_{n}=1, \xi_{n+1}+\sum_{j=n+1}^{\infty} \xi_{j} \xi_{j+1}=0\right) \\
& =\frac{1}{2}\left|\frac{e^{\theta} \lambda_{n, \infty}(\theta)}{\mathbb{P}\left(\xi_{n}=0\right)}-\frac{1}{\lambda_{n}(\theta)}\right| \sum_{r \in \Delta_{n}} \mathbb{P}(\xi[n, \ldots, 1]=r) \\
& \quad+\frac{1}{2} e^{\theta} \lambda_{n+1, \infty}(\theta) \mathbb{P}\left(\xi_{n}=1\right) \sum_{r^{\prime} \in \Delta_{n-1}} \mathbb{P}\left(\xi[n-1, \ldots, 1]=r^{\prime}\right) \\
& =\frac{1}{2}\left|\frac{e^{\theta} \lambda_{n}(\theta) \lambda_{n, \infty}(\theta)(n-1+\theta)}{n-1}-1\right|+\frac{\theta e^{\theta} \lambda_{n-1}(\theta) \lambda_{n+1, \infty}(\theta)}{2(n-1+\theta)},
\end{aligned}
$$

as required.
The following lemma estimates $\lambda_{n}(\theta)$ and $\lambda_{n, \infty}(\theta)$.
Lemma 2. As $n \rightarrow \infty$,

$$
\begin{align*}
& \lambda_{n}(\theta)=e^{-\theta}\left(1+\frac{\theta(\theta-1)}{n}+\frac{\theta(\theta-1)(\theta-2-\sqrt{2})(\theta-2+\sqrt{2})}{2 n^{2}}\right)+O\left(n^{-3}\right) .  \tag{21}\\
& \lambda_{n, \infty}(\theta)=1-\frac{\theta(\theta+1)}{n}+\frac{\theta(\theta+1)(\theta+2+\sqrt{6})(\theta+2-\sqrt{6})}{2 n^{2}}+O\left(n^{-3}\right) .
\end{align*}
$$

Proof. Noting that $a^{[r]}=(-1)^{r}(-a)_{(r)}$, we can write

$$
\begin{aligned}
\lambda_{n}(\theta) & =\sum_{j=0}^{n}(-1)^{)^{\frac{\theta^{j}}{}}} \frac{n^{[j]}}{j!}(n+\theta-1)^{[j]} \\
& =\sum_{j=0}^{n} \frac{(-\theta)^{j}}{j!} \frac{(-n)_{(j)}}{(1-n-\theta)_{(j)}}
\end{aligned}
$$

$$
\begin{align*}
& =M(-n,-n-\theta+1,-\theta) \\
& =e^{-\theta} M(1-\theta,-n-\theta+1, \theta) \tag{22}
\end{align*}
$$

the last equality derived from Kummer's transformation. Making use of Kummer's series expansion for the last line of (22), we can represent $\lambda_{n}(\theta)$ by the infinite sum

$$
\lambda_{n}(\theta)=e^{-\theta} \sum_{j=0}^{\infty} \frac{\theta^{j}}{j!} \frac{(1-\theta)_{(j)}}{(-n-\theta+1)_{(j)}}=e^{-\theta} \sum_{j=0}^{\infty}\binom{\theta-1}{j} \frac{\theta^{j}}{(n+\theta-1)^{[j]}}
$$

for $\theta \notin \mathbb{N}$. For $\theta \in \mathbb{N}$, since $(\theta-1)_{(\theta)}=0$, we notice that all but the first $\theta$ terms vanish in the above representation. Let $v_{j}(n, \theta)=(n+\theta-1)^{[j]}-n^{j}$, for $j \in \mathbb{Z}_{+}$. Then

$$
\frac{1}{(n+\theta-1)^{[j]}}=\frac{1}{n^{j}\left(1+\frac{v_{j}(n, \theta)}{n^{j}}\right)}=\frac{1}{n^{j}} \sum_{i=0}^{\infty}(-1)^{i}\left(\frac{v_{j}(n, \theta)}{n^{j}}\right)^{i}
$$

which implies

$$
\begin{equation*}
\lambda_{n}(\theta)=e^{-\theta} \sum_{j=0}^{\infty}\binom{\theta-1}{j} \frac{\theta^{j}}{n^{j}} \sum_{i=0}^{\infty}(-1)^{i}\left(\frac{v_{j}(n, \theta)}{n^{j}}\right)^{i} \tag{23}
\end{equation*}
$$

Similarly, letting $\tilde{v}_{j}(n, \theta)=(n+\theta-1)_{(j)}-n^{j}$, for $j \in \mathbb{Z}_{+}$, we have

$$
\frac{1}{(n+\theta-1)_{(j)}}=\frac{1}{n^{j}} \sum_{i=0}^{\infty}(-1)^{i}\left(\frac{\tilde{v}_{j}(n, \theta)}{n^{j}}\right)^{i}
$$

and therefore

$$
\begin{align*}
\lambda_{n, \infty}(\theta) & =M(\theta+1, n+\theta-1,-\theta) \\
& =\sum_{j=0}^{\infty} \frac{(-\theta)^{j}(\theta+1)_{(j)}}{j!(n+\theta-1)_{(j)}}  \tag{24}\\
& =\sum_{j=0}^{\infty} \frac{(-\theta)^{j}(\theta+1)_{(j)}}{n^{j} j!} \sum_{i=0}^{\infty}(-1)^{i}\left(\frac{\tilde{v}_{j}(n, \theta)}{n^{j}}\right)^{i} .
\end{align*}
$$

To find the contribution of $n^{-k}$ in $\lambda_{n}(\theta)$ and $\lambda_{n, \infty}(\theta)$, it suffices to find its contribution in the first $k+1$ terms in the right of (23) and (24), so that evaluating $v_{0}(n, \theta)=\tilde{v}_{0}(n, \theta)=0$, $v_{1}(n, \theta)=\tilde{v}_{1}(n, \theta)=\theta-1$, for $k=1,2$, we obtain

$$
\begin{aligned}
\lambda_{n}(\theta)= & e^{-\theta}+\frac{e^{-\theta}}{n}\binom{\theta-1}{1} \theta\left(1-\frac{\theta-1}{n}+O\left(n^{-2}\right)\right) \\
& +\frac{e^{-\theta}}{n^{2}}\binom{\theta-1}{2} \theta^{2}\left(1-O\left(n^{-1}\right)\right)+O\left(n^{-3}\right) \\
= & e^{-\theta}+\frac{\theta(\theta-1) e^{-\theta}}{n}+\frac{e^{-\theta} \theta(\theta-1)\left(\frac{\theta^{2}}{2}-2 \theta+1\right)}{n^{2}}+O\left(n^{-3}\right),
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
\lambda_{n, \infty}(\theta)= & 1+\frac{-\theta(\theta+1)}{n}\left(1-\frac{\theta-1}{n}+O\left(n^{-2}\right)\right) \\
& +\frac{(-\theta)^{2}(\theta+1)(\theta+2)}{2!n^{2}}\left(1-O\left(n^{-1}\right)\right)+O\left(n^{-3}\right) \\
= & 1-\frac{\theta(\theta+1)}{n}+\frac{\theta(\theta+1)\left(\frac{\theta^{2}}{2}+2 \theta-1\right)}{n^{2}}+O\left(n^{-3}\right) .
\end{aligned}
$$

Remark 2. For $\theta=1$, the second and third terms in the right hand side of (21), for $\lambda_{n}(\theta)$, vanish. In fact, we can see much more in this case, using the power series of the exponential function. More precisely,

$$
\lambda_{n}(1)=\sum_{j=0}^{n} \frac{(-1)^{j}}{j!}=e^{-1}-\sum_{j=n+1}^{\infty} \frac{(-1)^{j}}{j!}=e^{-1}+O\left(\frac{1}{(n+1)!}\right)
$$

We are now ready to prove Theorem 7 .
Proof of Theorem 7. It follows from Lemma 2 that, as $n \rightarrow \infty$,

$$
\begin{aligned}
&\left(1+\frac{\theta}{n-1}\right) e^{\theta} \lambda_{n}(\theta) \lambda_{n, \infty}(\theta)=\left(1+\frac{\theta}{n}+\frac{\theta}{n^{2}}+O\left(n^{-3}\right)\right) \\
& \times\left(1+\frac{\theta(\theta-1)}{n}+\frac{\theta(\theta-1)\left(\theta^{2} / 2-2 \theta+1\right)}{n^{2}}+O\left(n^{-3}\right)\right) \\
& \times\left(1-\frac{\theta(\theta+1)}{n}+\frac{\theta(\theta+1)\left(\theta^{2} / 2+2 \theta-1\right)}{n^{2}}+O\left(n^{-3}\right)\right) \\
&=1-\frac{\theta}{n}+\frac{\theta(3 \theta-1)}{n^{2}}+O\left(n^{-3}\right), \\
& \frac{\theta e^{\theta} \lambda_{n-1}(\theta) \lambda_{n+1, \infty}(\theta)}{n-1+\theta}= \theta\left(1+\frac{\theta(\theta-1)}{n}+O\left(n^{-2}\right)\right) \\
& \times\left(1-\frac{\theta(\theta+1)}{n}+O\left(n^{-2}\right)\right)\left(\frac{1}{n}+\frac{1-\theta}{n^{2}}+O\left(n^{-3}\right)\right) \\
&= \frac{\theta}{n}-\frac{\theta(3 \theta-1)}{n^{2}}+O\left(n^{-3}\right) .
\end{aligned}
$$

Therefore, from Lemma 1, as $n \rightarrow \infty$,

$$
\begin{aligned}
d_{T V}\left(\mu_{n}, \mu \pi_{n}^{-1}\right) & =\frac{1}{2}\left(\frac{\theta}{n}-\frac{\theta(3 \theta-1)}{n^{2}}\right)+\frac{1}{2}\left(\frac{\theta}{n}-\frac{\theta(3 \theta-1)}{n^{2}}\right)+O\left(n^{-3}\right) \\
& =\frac{\theta}{n}-\frac{\theta(3 \theta-1)}{n^{2}}+O\left(n^{-3}\right)
\end{aligned}
$$

as was to be shown.

In the following sections, we exploit the limiting process to produce coupled simulations of derangements.

## 5. Simulating derangements

While we have a good understanding of the asymptotics of the distribution of cycle counts, for small values of $n$ simulation may be a useful approach to answer more detailed questions where explicit results are hard to find. Simulating derangements for the uniform case $(\theta=1)$ is a classical problem, and there have been many suggested methods, including [2,14] and [16] which use a modification of the Fisher-Yates algorithm for random permutations and a rejection step, and improved in [17]. [15] exploits two different techniques, one based on random restricted transpositions and one on sequential importance sampling. We are not aware of explicit methods for the case of arbitrary $\theta$, but the Markov chain approach provides an efficient way to do this.

In this section we discuss methods for simulating derangements for particular values of $n$ and $\theta$, and a coupling approach that can be used for a collection of $n$-values. Here we focus on the relative speed of the methods. In the following section, we compare the methods for computing properties of derangements via a collection of numerical experiments.

### 5.1. Rejection methods

There are at least two such methods. For example, we can use the Feller Coupling to simulate $\left(C_{1}(n), C_{2}(n), \ldots, C_{n}(n)\right)$ from $\operatorname{ESF}_{n}(\theta)$ and set

$$
\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)=\left(C_{2}(n), \ldots, C_{n}(n)\right) \text { if } C_{1}(n)=0
$$

producing an observation from (5). The acceptance probability is just $\lambda_{n}(\theta)$, which is $\approx e^{-\theta}$, so this strategy is slow if $\theta$ is large. Indicative results are shown in Table 1.

The Conditioning Relation (12) provides another approach: the naive implementation takes $x=1$ in (11), and simulates independent Poisson random variables $Z_{2}, \ldots, Z_{n}$ with $\mathbb{E} Z_{j}=$ $\theta / j$ and accepts $\left(Z_{2}, \ldots, Z_{n}\right)$ as an observation of the counts $\left(\widetilde{C}_{2}(n), \ldots, \widetilde{C}_{n}(n)\right)$ if $T_{1 n}=$ $2 Z_{2}+\cdots+n Z_{n}=n$. The acceptance probability is $\mathbb{P}\left(T_{1 n}=n\right)$; for large $n$, [6, Theorem 4.13] shows that $n \mathbb{P}\left(T_{1 n}=n\right) \sim e^{-\gamma \theta} / \Gamma(\theta)$, where $\gamma$ is Euler's constant. We can do much better by adapting the argument in [4, Section 5] by choosing $x=x(n)$ more carefully: choose $c$ as the solution of the equation $\theta\left(1-e^{-c}\right)=c$, and set $x=e^{-c / n}$. We then have

$$
\begin{equation*}
n \mathbb{P}\left(T_{1 n}=n\right) \sim e^{-\gamma \theta} e^{u(c)} / \Gamma(\theta), \quad n \rightarrow \infty, \tag{25}
\end{equation*}
$$

where $u(c)=-c+\theta \int_{0}^{1} v^{-1}\left(1-e^{-c v}\right) d v$. The quantity $e^{u(c)}$ is the asymptotic factor by which the acceptance rate increases compared to the naive rate when $x=1, c=0$. For example, when $\theta=5$, this is 379.6 , indicating a dramatic speed up over the naive version. Indicative results are shown in Table 2.

Thus one of these methods is slow for large $n$, the other for large $\theta$. In contrast, the Markov chain approaches provide methods that are acceptable for any values of $n$ and $\theta$.

### 5.2. Simulating derangements via the Markov chain $\dot{\eta}^{(n)}$

It is straightforward to use the transition mechanism from Theorem 1 to generate a derangement from the spacings between the 1 s in the Markovian sequence $\check{\eta}^{(n)}=\left(1, \overleftarrow{\eta}_{n}, \overleftarrow{\eta}_{n-1}, \ldots \overleftarrow{\eta}_{2}, 1\right)$. Indicative results are shown in Table 3. As anticipated, the run time of the Markov chain method is essentially constant as a function of $\theta$ for a fixed value of $n$, a property obviously not shared by the rejection methods. Comparing timings of these methods (which were implemented in

Table 1
Rejection method. Derangements of size $n$, estimates based on 10,000 accepted runs.

| $n$ | $\theta=0.5$ |  |  | $\theta=1.0$ |  |  | $\theta=5.0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) | Accept rate | Theory (7) | Time (s) | Accept rate | Theory (7) | Time (s) | Accept rate | Theory (7) |
| 10 | 0.38 | 0.590 | 0.591 | 0.62 | 0.372 | 0.368 | 9.58 | 0.024 | 0.023 |
| 50 | 1.40 | 0.607 | 0.604 | 2.17 | 0.372 | 0.368 | 86.19 | 0.010 | 0.010 |
| 250 | 6.89 | 0.600 | 0.606 | 10.71 | 0.367 | 0.368 | 532.1 | 0.007 | 0.007 |

Table 2
Conditioning relation method. Derangements of size $n$, estimates based on 10,000 accepted runs. Values of $c$ : $-1.256(\theta=0.5), 0(\theta=1), 4.965(\theta=5)$.

| $n$ | $\theta=0.5$ |  |  | $\theta=1.0$ |  |  | $\theta=5.0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) | Accept rate | Theory (25) | Time (s) | Accept rate | Theory (25) | Time (s) | Accept rate | Theory (25) |
| 10 | 2.46 | 0.059 | 0.061 | 2.59 | 0.055 | 0.056 | 4.41 | 0.032 | 0.088 |
| 50 | 62.84 | 0.012 | 0.012 | 68.04 | 0.011 | 0.011 | 51.23 | 0.015 | 0.018 |
| 250 | 1730 | 0.002 | 0.002 | 1884 | 0.002 | 0.002 | 1223 | 0.003 | 0.004 |

R) depends of course on the details of the code and the computer they are run on (in this case, a 3 GHz iMac Pro with 10 cores, 128 Gb RAM, running OS 10.15 .7 on a single core) so they should only be viewed as relative. It is interesting to note that the acceptance rate of the Conditioning Relation method is not monotone in $\theta$, because of the nature of the conditioning event.

### 5.3. Coupling derangements via the infinite Markov chain $\eta$

One application of the infinite chain $\eta$ is the coupled generation of derangements with asymptotically the correct distribution, as guaranteed by Proposition 1 and Theorem 7. For a single value of $n$, we generate the $\eta$ chain for $n-1$ steps, and then set $\eta_{n}=0, \eta_{n+1}=1$ (this is the analog of the artificial boundary at $n+1$ for the Feller Coupling). The ordered cycle lengths of the derangement are then read of as the spacings between the 1 s in the sequence $1,0, \eta_{n-1}, \ldots, \eta_{1}=1$. For coupled simulations of derangements of length $n_{1}<$ $n_{2}<\cdots<n_{k}$, generate an $\eta$ chain of length at least $n_{k}$, and for each $j$, use the subsequence $1,0, \eta_{n_{j}-1}, \ldots, \eta_{1}=1$ as above to construct the cycle counts for the derangement of size $n_{j}$. The efficacy of this strategy is discussed in the next section.

### 5.4. Relative timing information

Here we report the time behavior of the algorithms, beginning with the rejection and conditioning relation methods illustrated in Tables 1 and 2.

Implementation of the chain $\hbar^{(n)}$ in Theorem 1 requires computation of the quantities $\lambda_{n}(\theta)$ in (7). The explicit formula there is subject to computational errors for large values of $n$ and $\theta$ and might require high precision arithmetic (as available in the $R$ package Rmpfr for example). An alternative, numerically stable approach is via recursion. A conditioning argument shows that for $n \geq 3$,

$$
\begin{equation*}
\lambda_{n}(\theta)=\frac{n-1}{\theta+n-1}\left(\frac{\theta}{\theta+n-2} \lambda_{n-2}(\theta)+\lambda_{n-1}(\theta)\right), \tag{26}
\end{equation*}
$$

Table 3
Markov chain method using chains in Theorems 1 and 5. Derangements of size $n$, estimates based on 10,000 accepted runs. The runs for the infinite chain are separate for each $n$.

| $n$ | Run time (s) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta=0.5$ |  | $\theta=1.0$ |  | $\theta=5.0$ |  |
|  | Finite MC | Infinite MC | Finite MC | Infinite MC | Finite MC | Infinite MC |
| 10 | 0.273 | 0.231 | 0.213 | 0.233 | 0.210 | 0.224 |
| 50 | 0.918 | 0.972 | 0.947 | 0.919 | 0.875 | 0.879 |
| 250 | 4.358 | 4.445 | 4.369 | 4.558 | 4.249 | 4.262 |

Table 4
Finite and approximate infinite Markov chain methods. The total run time for derangements of sizes $50,100,150,200,250$ and 300 . Estimates based on 10,000 accepted runs. The finite Markov chain method was run separately for each $n$ and the total time for that is the sum of the run times for different $n$. The runs were coupled for the approximate infinite Markov chain method, i.e., the simulation is for 299 steps and " 01 " is added to steps $49,99,149,199,249,299$.

|  | Total run time (s) |  |  |
| :--- | :--- | :--- | :--- |
|  | $\theta=0.5$ | $\theta=1.0$ | $\theta=5.0$ |
| Finite MC | 19.190 | 18.787 | 17.955 |
| Infinite MC | 6.263 | 6.124 | 6.332 |

with initial conditions $\lambda_{1}(\theta)=0, \lambda_{2}(\theta)=1 /(\theta+1)$. The results below used this method.
Implementation of the infinite chain method in Theorem 5 requires evaluation of the quantities $\lambda_{i, \infty}$ in Theorem 6. The recursion (19) can be unstable due to the alternating signs, and instead we employed the kummerM function from the R package fAsianOptions.

For an example of coupled simulation from the infinite chain, we computed the run time for derangements of size $n=50,100,150,200,250$ and 300 , first by summing the times for each derangement size separately, and comparing this to the time for a coupled run based on 300 steps. For a coupled run of length 300 , we computed the derangement of size $m \leq 300$ by using $\eta_{1}, \ldots, \eta_{m-1}$, appending 01 to the end and computing the cycle sizes by calculating the spacings between the 1 s . The comparison is given in Table 4.

We conclude this section by reporting the behavior of the exact simulation via $\vdash^{(n)}$ and the infinite chain $\eta$ for simulating very large derangements. Implementing the finite chain using (7), (26) or even the kummerM function, although in principle exact, proved difficult due to the time taken to compute $\lambda_{n}(\theta)$. On the other hand the Feller Coupling via the $\eta$ chain was feasible via the integral representation for $\lambda_{n, \infty}(\theta)$. Table 5 supports the view that the Feller Coupling is the only feasible method for generating the cycle counts of very large derangements.

## 6. Probabilistic examples

In this section we study some further properties of the cycle structure of derangements. In some of the examples explicit formulae are available for a given value of $n$; such examples provide a way to test the adequacy of the approximate coupling method of simulation. For some quantities explicit results are not known; for these, simulation is the only option. In some cases, asymptotic behavior is known as well. Numerical results for the following examples are given in Section 7.

Table 5
Markov chain method using chain in Theorem 5. Derangements of size $n$, estimates based on 10,000 accepted runs. The runs are separate for each $n$.

|  | Run time (s) |  |  |
| :--- | :--- | :--- | :--- |
| $n$ | $\theta=0.5$ | $\theta=1.0$ | $\theta=5.0$ |
| 10,000 | 212.7 | 207.1 | 215.5 |
| 20,000 | 426.6 | 410.4 | 390.2 |
| 30,000 | 597.8 | 608.3 | 616.2 |
| 40,000 | 801.1 | 809.8 | 807.8 |

### 6.1. The probability of a single cycle

Since

$$
\mathbb{P}\left(\widetilde{C}_{n}(n)=1\right)=\mathbb{P}\left(C_{n}(n)=1 \mid C_{1}(n)=0\right)=\mathbb{P}\left(C_{n}(n)=1\right) / \mathbb{P}\left(C_{1}(n)=0\right),
$$

we obtain

$$
\begin{equation*}
\mathbb{P}\left(\widetilde{C}_{n}(n)=1\right)=\frac{n!}{\theta_{(n)}} \frac{\theta}{n} \frac{1}{\lambda_{n}(\theta)}, \tag{27}
\end{equation*}
$$

which also follows from (9) because $\mathbb{P}\left(\widetilde{C}_{n}(n)=1\right)=\mathbb{E} \widetilde{C}_{n}(n)$.
The asymptotics of (27) follow readily, using the fact that $n^{-\alpha} \Gamma(n+\alpha) / \Gamma(n) \rightarrow \quad 1$ as $n \rightarrow \infty$ to obtain

$$
\begin{equation*}
\mathbb{P}\left(\widetilde{C}_{n}(n)=1\right) \sim \Gamma(\theta+1)\left(\frac{e}{n}\right)^{\theta}, \quad n \rightarrow \infty \tag{28}
\end{equation*}
$$

### 6.2. The probability that all cycle lengths are distinct

This is a variant of the problem discussed in [4], for which there is no easy analytical answer. The difference between the number of cycles and the number of distinct cycle lengths is

$$
\widetilde{D}_{n}=\sum_{j=2}^{n}\left(\widetilde{C}_{j}(n)-1\right)_{+},
$$

where $(x)_{+}=\max (0, x)$. We want $\mathbb{P}\left(\widetilde{D}_{n}=0\right)$, which can be estimated by simulation.
In [4, Eq. (10)] it is shown that for a permutation having the $\operatorname{ESF}_{n}(\theta)$ distribution, the asymptotic probability that it has no repeated cycle lengths is $e^{-\gamma \theta} / \Gamma(\theta+1)$. A modification of that argument shows that for derangements,

$$
\widetilde{D}_{n} \Rightarrow \widetilde{D}=\sum_{j \geq 2}\left(Z_{j}-1\right)_{+},
$$

where the $Z_{j}$ are the familiar independent Poisson random variables with $\mathbb{E} Z_{j}=\theta / j$, so that

$$
\begin{align*}
\mathbb{P}\left(\widetilde{D}_{n}=0\right) & \rightarrow \mathbb{P}\left(Z_{j} \leq 1, j \geq 2\right)=\prod_{j \geq 2} e^{-\theta / j}(1+\theta / j) \\
& =\frac{1}{e^{-\theta}(1+\theta)} \frac{e^{-\gamma \theta}}{\Gamma(\theta+1)}=\frac{e^{-\theta(\gamma-1)}}{\Gamma(\theta+2)} \tag{29}
\end{align*}
$$

### 6.3. The ordered cycle lengths

The $\dot{\eta}^{(n)}$ process generates the lengths of cycles in an $n$-derangement in order, starting from the artificial boundary at $\bar{\eta}_{n+1}=1$. Denoting the length of the first cycle by $A_{1}(n)$, we have

$$
\begin{aligned}
\mathbb{P}\left(A_{1}(n)>l\right) & =\mathbb{P}\left(\overleftarrow{\eta}_{n+1}=1, \overleftarrow{\eta}_{n}=0, \ldots, \overleftarrow{\eta}_{n-l+1}=0\right) \\
& =\prod_{r=n-l+1}^{n-1} \frac{(\theta+r-1) \lambda_{r}(\theta)}{(\theta+r-1) \lambda_{r}(\theta)+\theta \lambda_{r-1}(\theta)}
\end{aligned}
$$

When $n$ is large, we have for $x \in(0,1)$,

$$
\begin{aligned}
\log \mathbb{P}\left(A_{1}(n)>\lfloor n x\rfloor\right) & =-\sum_{r=n-\lfloor n x\rfloor+1}^{n-1} \log \left(1+\frac{\theta}{\theta+r-1} \frac{\lambda_{r-1}(\theta)}{\lambda_{r}(\theta)}\right) \\
& \sim-\theta \sum_{r=\lfloor n(1-x)\rfloor}^{n-1} \frac{1}{\theta+r-1} \frac{\lambda_{r-1}(\theta)}{\lambda_{r}(\theta)} \\
& \sim-\theta \int_{1-x}^{1} u^{-1} d u=\theta \log (1-x),
\end{aligned}
$$

using (13). It follows that $n^{-1} A_{1}(n)$ has asymptotically a Beta distribution with density $\theta(1-x)^{\theta-1}, 0<x<1$. The joint law of the ordered spacings may be used in a similar way to show directly that $n^{-1}\left(A_{1}(n), A_{2}(n), \ldots\right)$ has asymptotically the GEM distribution with parameter $\theta$; see [6, Chapter 5.4].

## 7. Numerical experiments

In this section we assess the behavior of the exact simulation method in Theorem 1, and the coupled estimates from the approximate method in Theorem 5. ${ }^{1}$

### 7.1. Results from exact simulation using $\dot{\eta}^{(n)}$

In this section we use simulation using the finite chain $\dot{\eta}^{-(n)}$ to estimate quantities discussed in Section 6. See Tables 6-8.

## Table 6

Probability that a derangement has a single cycle. Estimates are based on 100,000 runs.

| $n$ | $\theta=0.5$ |  |  | $\theta=1.0$ |  |  | $\theta=5.0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sim | Exact (27) | Asymp (28) | Sim | Exact (27) | Asymp (28) | Sim | Exact (27) | Asymp (28) |
| 10 | 0.476 | 0.480 | 0.462 | 0.270 | 0.272 | 0.272 | 0.021 | 0.021 | 0.178 |
| 50 | 0.211 | 0.208 | 0.207 | 0.054 | 0.054 | 0.054 | $5 \times 10^{-5}$ | $3.29 \times 10^{-5}$ | $5.70 \times 10^{-5}$ |
| 250 | 0.092 | 0.093 | 0.092 | 0.011 | 0.011 | 0.011 | 0.0 | $1.62 \times 10^{-8}$ | $1.82 \times 10^{-8}$ |

[^1]Table 7
$\mathbb{P}\left(\widetilde{D}_{n}=0\right)$, the probability that a derangement has distinct cycle lengths. Estimates are based on 100,000 runs. The last row comes from (29).

| $n$ | $\theta=0.5$ | $\theta=1.0$ | $\theta=5.0$ |
| :--- | :--- | :--- | :--- |
| 10 | 0.885 | 0.774 | 0.357 |
| 50 | 0.920 | 0.776 | 0.091 |
| 250 | 0.927 | 0.765 | 0.028 |
| $\infty$ | 0.929 | 0.763 | 0.012 |

Table 8
Estimates of the probability $o_{n}$ that the largest cycle length is the first, the mean length $\mathbb{E} A_{1}(n)$ of the first cycle, and the mean length $\mathbb{E} L_{1}(n)$ of the longest cycle. Estimates are based on 100,000 runs.

| $n$ | $\theta=0.5$ |  |  | $\theta=1.0$ |  |  | $\theta=5.0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ |
| 10 | 0.847 | 7.64 | 8.16 | 0.766 | 6.45 | 7.17 | 0.604 | 3.91 | 4.79 |
| 50 | 0.775 | 34.33 | 38.43 | 0.652 | 26.51 | 32.15 | 0.356 | 10.78 | 16.99 |
| 250 | 0.761 | 167.8 | 190.2 | 0.630 | 126.70 | 157.00 | 0.311 | 44.27 | 76.58 |

Table 9
Probability that a derangement has a single cycle. Estimates are based on 100,000 runs. Compare to results in Table 6.

| $n$ | $\theta=0.5$ |  | $\theta=1.0$ |  | $\theta=5.0$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sim | Exact (27) | Sim | Exact (27) | Sim | Exact (27) |
| 10 | 0.479 | 0.480 | 0.277 | 0.272 | 0.024 | 0.021 |
| 50 | 0.206 | 0.208 | 0.056 | 0.054 | $2 \times 10^{-5}$ | $3.29 \times 10^{-5}$ |
| 250 | 0.091 | 0.093 | 0.011 | 0.011 | 0.0 | $1.62 \times 10^{-8}$ |

### 7.2. Results from approximate simulation using $\eta$

In all of the Tables $9-11$ we use the approximate infinite Markov chain method where runs are coupled. The values are very close to the corresponding ones for the finite Markov chain method illustrated in Section 7.1. The coupling generates the $\eta$ chain for 250 steps, and uses the run to generate derangements of length $10,50,250$ by appending 01 to the strings terminating at steps $9,49,249$ respectively. Given the shorter run time of the coupled method, and the suggestion from the simulations in this section that the results from the approximate coupling method are sufficiently accurate, we recommend using this approach when many runs of different lengths are required.

## 8. Discussion

The seminal paper of Shepp and Lloyd [19] - listed by Larry as one of his "top 10" - studied the behavior of random permutations (the case $\theta=1$ in our notation), focusing primarily on the $r$ th largest and smallest cycle lengths. Their model is the first appearance of a conditioning relation, which gives

$$
\operatorname{ESF}_{n}(1)=\mathcal{L}\left(Z_{1}, Z_{2}, \ldots \mid \sum_{i \geq 1} i Z_{i}=n\right)
$$

Table 10
$\mathbb{P}\left(\tilde{D}_{n}=0\right)$, the probability that a derangement has distinct cycle lengths. Estimates are based on 100,000 runs. The last row comes from (29). Compare to results in Table 7.

| $n$ | $\theta=0.5$ | $\theta=1.0$ | $\theta=5.0$ |
| :--- | :--- | :--- | :--- |
| 10 | 0.883 | 0.779 | 0.377 |
| 50 | 0.921 | 0.776 | 0.092 |
| 250 | 0.927 | 0.766 | 0.028 |
| $\infty$ | 0.929 | 0.763 | 0.012 |

Table 11
Estimates of the probability $o_{n}$ that the largest cycle length is the first, the mean length $\mathbb{E} A_{1}(n)$ of the first cycle, and the mean length $\mathbb{E} L_{1}(n)$ of the longest cycle. Estimates are based on 100,000 runs. Compare to results of Table 8.

| $n$ | $\theta=0.5$ |  |  | $\theta=1.0$ |  |  | $\theta=5.0$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ | $o_{n}$ | $\mathbb{E} A_{1}(n)$ | $\mathbb{E} L_{1}(n)$ |
| 10 | 0.851 | 7.66 | 8.16 | 0.773 | 6.49 | 7.18 | 0.653 | 4.09 | 4.85 |
| 50 | 0.774 | 34.29 | 38.43 | 0.651 | 26.55 | 32.17 | 0.356 | 10.79 | 16.97 |
| 250 | 0.761 | 167.8 | 189.9 | 0.629 | 126.27 | 156.80 | 0.311 | 44.34 | 76.71 |

where the $Z_{i}$ are independent Poisson random variables with $\mathbb{E} Z_{i}=z^{i} / i$, for $z \in(0,1)$. The random variable $\sum_{i \geq 1} i Z_{i}$ is geometric with mean $z /(1-z)$. Their paper exploits a related Poisson process construction to uncover the asymptotics of the largest and smallest cycles.

Our work also focuses on permutations, albeit derangements. Our motivation was understanding how the Feller Coupling might be adapted to simulate derangements under the Ewens Sampling Formula with arbitrary parameter $\theta$. Section 3 provides a $\{0,1\}$-valued nonhomogeneous Markov chain $\bar{\eta}^{(n)}=\bar{\eta}_{n}, \bar{\eta}_{n-1}, \ldots, \bar{\eta}_{1}=1$ for which the spacings between the 1s in $1 \bar{\eta}_{n} \overleftarrow{\eta}_{n-1} \cdots \bar{\eta}_{1}$ produce the ordered cycle sizes of a $\theta$-biased derangement of length $n$. For the uniform case $\theta=1$, the method described in [17] may also be described as a Markov chain (although it was not in that paper), and its transition matrix reduces to that in (15) when $\theta=1$; it is interesting to note that its construction differs dramatically from ours.

The chains $\stackrel{\eta}{\eta}^{(n)}$ do not generate derangements of size $n+1$ from one of size $n$, a property satisfied by the Feller Coupling (see the discussion after (5)). Rather, the chain produces a derangement for a given value of $n$, and needs to be re-run to generate one of size $n+1$. In order to rectify this, we provide in Section 4 a construction of a single Markov process $\eta=\left(\eta_{1}, \eta_{2}, \ldots\right)$ which provides a way (see Sections 5 and 6$)$ to generate coupled derangements from a single run of the chain. Proposition 1 and Theorem 7 indicate that these derangements have asymptotically the correct distribution.

While we have focused here on the behavior of counts of cycle lengths, the chains $\eta^{(n)}$ and $\eta$ may be used to construct the ordered permutation itself by a simple auxiliary randomization [6, Chapter 5]. We discuss various methods for generating derangements, and compare them by evaluating a number of functionals of the cycle counts. The coupled derangements produced by $\eta$ are shown to behave well, even for small derangement sizes.
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