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Note: This is for those who use theSECOND version of the textbook. Those who
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(Due June 26, 2003)

1. Problem Set 4.2:145, 13, 22
2. Problem Set4.3: 12
3. Problem Set4.4: 1, 12,182

4. Consider approximating the cuhjg(x) = 2 + 2x by a quadratic function
yo(x) = ¢ + cow + c32? in the interval-2 < x < 2. To do this, sample

the cubic at points = (-2, —1,0, 1, 2) to obtain corresponding values of

the functionys(x) at those points. Then perform a least squares fit of these

“data” to the quadratic functiog, to obtain(cy, ¢z, ¢3).

1Construct the projection matricéy and P, onto the lines through thes in Problem 2. Is it

true that( P, + P»)? = Py + P,? Thiswould be true if P, P, = 0.
2Find orthogonal vectord, B,C' by Gram-Schmidt froma,b,c:

a=(1,-2,0,0),b=(0,1,-1,0),¢c= (0,0,1, 1)
A,B,C anda,b,c are bases for the vectors perpendiculad to (1,1,1,1)



5. (Weighted least squar€40 pts)) Compute the least squares solutdoy

minimizing the followingcost functiorwith respect tox:
Jx)=(y - Ax)"R M (y — Ax) + (x — Xo) "W H{(x — x,)

In the aboveR andW are invertible, symmetric matrices known as the ob-
servation noise covariance matrix and the prior covariance matrix, respec-
tively. x, represents @rior guess of (i.e., our best estimate of before

any observationg become available) anw represents the uncertainty in

this guess. The matriR reprsents thaoisinesf the observations.



