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1. Problem Set 4.2: 41, 5, 13, 22

2. Problem Set 4.3: 12

3. Problem Set 4.4: 1, 12, 182, 22

4. Consider approximating the cubicy3(x) = x3 + 2x by a quadratic function

y2(x) = c1 + c2x + c3x
2 in the interval−2 ≤ x ≤ 2. To do this, sample

the cubic at pointsx = (−2,−1, 0, 1, 2) to obtain corresponding values of

the functiony3(x) at those points. Then perform a least squares fit of these

“data” to the quadratic functiony2 to obtain(c1, c2, c3).

1Construct the projection matricesP1 andP2 onto the lines through thea’s in Problem 2. Is it

true that(P1 + P2)2 = P1 + P2? Thiswould be true ifP1P2 = 0.
2Find orthogonal vectorsA,B,C by Gram-Schmidt froma,b,c:

a = (1,−2, 0, 0), b = (0, 1,−1, 0), c = (0, 0, 1,−1)

A,B,C anda,b,c are bases for the vectors perpendicular tod = (1, 1, 1, 1)



5. (Weighted least squares(10 pts)) Compute the least squares solutionx̂ by

minimizing the followingcost functionwith respect tox:

J(x) = (y −Ax)TR−1(y −Ax) + (x− xo)
TW−1(x− xo)

In the above,R andW are invertible, symmetric matrices known as the ob-

servation noise covariance matrix and the prior covariance matrix, respec-

tively. xo represents aprior guess ofx (i.e., our best estimate ofx before

any observationsy become available) andW represents the uncertainty in

this guess. The matrixR reprsents thenoisinessof the observations.


