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Recent neurophysiological studies reveal that neurons in certain brain structures carry specific signals about past and future rewards. Dopamine neurons display a short-latency, phasic reward signal indicating the difference between actual and predicted rewards. The signal is useful for enhancing neuronal processing and learning behavioral reactions. It is distinctly different from dopamine’s tonic enabling of numerous behavioral processes. Neurons in the striatum, frontal cortex, and amygdala also process reward information but provide more differentiated information for identifying and anticipating rewards and organizing goal-directed behavior. The different reward signals have complementary functions, and the optimal use of rewards in voluntary behavior would benefit from interactions between the signals. Addictive psychostimulant drugs may exert their action by amplifying the dopamine reward signal.

Introduction

The discovery of neurons synthesizing and releasing the neurotransmitter dopamine in the brain has prompted a number of interesting proposals concerning their function. Following such far-fetched suggestions as an involvement in regulating blood pressure, more recent views favor roles in movements, goal-directed behavior, cognition, attention, and reward, to name only the most pertinent ones. On the one hand, the deficits in Parkinsonian patients, in which the nigrostriatal dopamine system has degenerated, impair the planning, initiation, and control of movements, learning and memory, and motivation and emotional reactions. On the other hand, several lines of evidence suggest a dopamine role in reward and approach behavior. Behavioral studies on patients and animals with experimentally impaired dopamine transmission have demonstrated a prime motivational role of dopamine projections to the nucleus accumbens and frontal cortex (Fibiger and Phillips, 1986; Canavan et al., 1988; Wise and Hoffman, 1992; Robinson and Berridge, 1993; Knowlton et al., 1996; Robbins and Everitt, 1996). These systems appear to be crucially involved in the use of reward information for learning and maintaining approach and consummatory behavior. Electrical self-stimulation studies on animals with electrodes implanted in their brains revealed a number of component structures of the brain’s reward system (Wise, 2002).

Basic Results

Cell bodies of dopamine neurons are located in their majority in the ventroanterior midbrain (substantia nigra and ventral tegmental area), in groups numbered A8 to A10 from caudodorsal to rostromedial (Andén et al., 1966). Their axons project differentially in a general topographic order to the striatum (caudate nucleus and putamen), ventral striatum including nucleus accumbens, and most areas of neocortex including, prominently, the prefrontal cortex. (An additional, smaller dopamine cell group is located in the hypothalamus but has different functions and is not the subject of the review.) Midbrain dopamine neurons show in their majority similar, phasic activations following rewards and reward-predicting stimuli (Schultz, 1998). There is a tendency for stronger responses in medial midbrain regions, such as the ventral tegmental area (group A10) and medial substantia nigra (medial group A9), as compared to more lateral regions (group A8 and lateral group A9). Response latencies (50–110 ms) and durations (<200 ms) are similar for rewards and reward-predicting stimuli. The dopamine reward response constitutes a relatively homogeneous population signal which is graded in magnitude by the responsiveness of individual neurons and by the fraction of responding neurons.
Activation by Primary Rewarding Stimuli

About 75% of dopamine neurons show phasic activations when animals touch a small morsel of hidden food during exploratory movements in the absence of other phasic stimuli. Dopamine neurons are also activated by drops of liquid delivered to the mouth outside of any behavioral task or during the learning phase of different Pavlovian or instrumental tasks, such as visual or auditory reaction time tasks, spatial delayed response or alternation tasks, and visual discrimination (Ljungberg et al., 1991, 1992; Schultz et al., 1993; Mirenowicz and Schultz, 1994; Hollerman and Schultz, 1998). Dopamine neurons do not appear to discriminate between different food objects or different liquid rewards. However, their responses distinguish rewards from non-reward objects (Rom and Schultz, 1990). Dopamine neurons show no or only minor changes in activity prior to or during arm or eye movements (DeLong et al., 1983; Schultz et al., 1983b; Romo and Schultz, 1990), the few changes being unrelated to the spatial targets of movements (Schultz et al., 1983a).

Only 14% of dopamine neurons show the phasic activations when primary aversive stimuli are presented, such as an air puff to the hand or hypertonic saline to the mouth, and most of the activated neurons respond also to rewards (Mirenowicz and Schultz, 1996). Although being non-noxious, these stimuli are aversive in that they disrupt behavior and induce active avoidance reactions. However, dopamine neurons are not entirely insensitive to aversive stimuli, as they show depressions or activations with slower time courses following pain pinch in anesthetized monkeys (Schult and Romo, 1987). Also, dopamine release is increased in the striatum following electric shock or tail pinch in awake rats (Loulot et al., 1986; Abercrombie et al., 1989; Doherty and Gratton, 1992; Young et al., 1992).

Dopamine neurons show phasic activations followed by depressions in response to novel or intense stimuli. These stimuli have both attentional and rewarding properties, as agents show orienting responses to these stimuli which they also find rewarding. These data might suggest that phasic dopamine activations reflect attention-inducing properties of stimuli, including rewards, rather than positive reinforcing components (Schultz, 1992; Redgrave et al., 1999; Horvitz, 2000). However, dopamine neurons are depressed rather than activated by the attention-generating omission of reward (Schultz et al., 1993), and they show only few activations to strong attention-generating events such as aversive stimuli (Mirenowicz and Schultz, 1996).

Taken together these findings suggest that the phasic activations of dopamine neurons report preferentially environmental events with rewarding value, whereas aversive events may be signaled primarily with a slower time course. The dopamine activations do not seem to code primarily attention, although coding of specific forms of attention associated with rewards cannot be excluded.

Activation by Conditioned, Reward-Predicting Stimuli

About 55%–70% of dopamine neurons are activated by conditioned visual and auditory stimuli in various Pavlovian and instrumental conditioned tasks (Miller et al., 1981; Schultz, 1986; Schultz and Romo, 1990; Ljungberg et al., 1991, 1992; Mirenowicz and Schultz, 1994; Hollerman and Schultz, 1998). Dopamine responses occur close to terminal reaction time tasks, spatial delayed response or alternation tasks, and visual discrimination (Ljungberg et al., 1991, 1992; Schultz et al., 1993; Mirenowicz and Schultz, 1994; Hollerman and Schultz, 1998). Conditioned stimuli are somewhat less effective than primary rewards in terms of response magnitude and fractions of neurons activated. Dopamine neurons respond only to the onset of conditioned stimuli and not to their offset, even if stimuli are used whose offsets, rather than their onsets, are valid predictors of reward (Schultz and Romo, 1990). Dopamine neurons do not distinguish between visual and auditory modalities of conditioned, reward-predicting stimuli. However, they discriminate between rewarding and neutral stimuli that are physically sufficiently dissimilar (Ljungberg et al., 1992) but show progressively more generalizing, activation-depression responses to unrewarded stimuli with increasing resemblance to reward-predicting stimuli (Mirenowicz and Schultz, 1996; Waelti et al., 2001). Only 11% of dopamine neurons, most of them with rewarding responses, show phasic activations in response to conditioned aversive visual or auditory stimuli in active avoidance tasks using air puffs or drops of hypertonic saline (Mirenowicz and Schultz, 1996). Thus, the phasic responses of dopamine neurons preferentially report environmental stimuli with positive motivational value, without discriminating between different sensory modalities.

Responses during Learning

The dopamine activation undergoes systematic changes during the progress of learning. Primary rewards elicit neuronal activations during initial learning periods which decrease progressively and are transferred to the conditioned, reward-predicting stimuli with increasing learning, as shown in visual and auditory reaction time tasks (Ljungberg et al., 1992; Mirenowicz and Schultz, 1994) and spatial delayed response tasks (Schultz et al., 1993). During a transient learning period, both rewards and conditioned stimuli elicit an activation. After learning is complete, the activation switches instantaneously between unpredicted rewards and reward-predicting stimuli (which are tested in separate trials) (Romo and Schultz, 1990; Mirenowicz and Schultz, 1994).

One crucial difference between learning and fully acquired behavior is the degree of reward unpredictability. When monkeys learn repeatedly novel pictures in a learning task, they develop a learning habit by which they learn novel stimuli within a few trials (Harlow, 1949). These paradigms permit to study single neurons during a whole learning episode and compare the responses with familiar situations, while respecting the limited durations of neurophysiological recordings. In a well-established two-way discrimination learning habit, rewards are expected with a probability of 0.5 during the initial part of each learning episode (Figure 1A). A chance correct response leads to a reward and thus to an outcome that is better than expected (+50% prediction error). Dopamine neurons are activated by the reward in these correct learning trials (Figure 1B, top). By contrast, a chance erroneous response leads to no reward and thus to an outcome that is less than expected (~50% prediction error). Dopamine neurons show a depression at the habitual time of the reward in these error trials (Figure 1B, bottom). Thus dopamine neurons
Relationships to Learning Theory
Unpredictability of Reward
A crucial feature of dopamine responses is their dependency on event unpredictability. The activations following rewards do not occur when food or liquid rewards are preceded by phasic stimuli that have been conditioned to predict such rewards (Romo and Schultz, 1990; Ljungberg et al., 1992; Mirenowicz and Schultz, 1994). The loss of response is not due to a developing general insensitivity to rewards, as activations following rewards delivered outside of tasks do not decrement during several months of experimentation (Mirenowicz and Schultz, 1994). Importantly, the criterion of unpredictability includes the time of reward, as rewards elicit transient activations when they are delivered earlier or later than predicted, even though it is certain that the reward will eventually occur (Hollerman and Schultz, 1998).

Dopamine neurons are depressed exactly at the time of the usual occurrence of reward when a predicted reward is omitted. The depression occurs when animals fail to obtain reward because of erroneous behavior, when liquid delivery is blocked by the experimenter despite correct behavior, when a liquid valve opens audibly without delivering liquid, or when reward delivery is delayed for 0.5 or 1.0 s (Ljungberg et al., 1991; Schultz et al., 1993; Hollerman and Schultz, 1998). The depression occurs even in the absence of any stimuli at the time of the omitted reward which might trigger a response, indicating that the depression does not constitute a simple neuronal response but reflects an expectation process based on an internal clock tracking the precise time of predicted reward.

The reviewed data suggest that dopamine neurons are sensitive to the unpredictability of both the occurrence and the time of reward. They report rewards relative to their prediction, rather than signaling them unconditionally. This sensitivity can best be conceptualized and understood in the formal term of “prediction error.” The dopamine response is positive (activation) when rewards occur without being predicted, or are better than predicted. The response is nil when rewards occur as predicted. The response is negative (depression) when predicted rewards are omitted, or are worse than predicted. Thus, dopamine neurons report rewards according to the discrepancy between the occurrence and the prediction of reward, which can be termed an error in the prediction of reward (Schultz et al., 1997).

Dopamine Responses in a Formal Test for Prediction Errors
The prediction error constitutes a central term of modern theories of conditioning (Rescorla and Wagner, 1972; Mackintosh, 1975; Pearce and Hall, 1980). These theories postulate that, in addition to being paired with a stimulus, a reinforcer must not be predicted in order to contribute to learning. Only stimuli can be learned which are associated with reinforcers that are at least to some degree unpredicted. Reinforcers occurring better than predicted induce learning, fully predicted reinforcers do not contribute to learning, and reinforcers that are worse than predicted, or omitted reinforcers, lead to extinction.
of learned behavior. This description holds for a large variety of error-driven learning rules (Sutton and Barto, 1981) and complies with the intuitive concept of learning, according to which behavior changes as long as some outcome is different than predicted, whereas behavior does not change when all outcomes occur exactly as predicted.

The empirical evidence for the role of prediction errors in learning is based on the so-called blocking paradigm, in which a stimulus that is associated with a fully predicted reinforcer cannot be learned (Kamin, 1969). In this paradigm, a new stimulus is presented together with another stimulus that fully predicts the reinforcer. Thus, the reinforcer is expected and therefore generates a minimal prediction error, and the behavioral measures indicate that learning of the new stimulus is blocked. The blocking effect demonstrates that prediction errors, rather than simple stimulus-reinforcer pairings, play a crucial role in learning situations such as animal conditioning (Kamin, 1969), human conditioning (Martin and Levey, 1991), causal learning (Dickinson, 2001), and artificial network learning (Sutton and Barto, 1990).

If dopamine neurons were to code a reward prediction error, their responses should follow the basic assumptions formalized in the blocking paradigm. We investigated how dopamine neurons acquired responses to conditioned stimuli in relation to prediction errors and found considerable similarity with the acquisition of behavioral responses (Waelti et al., 2001). Monkeys failed to learn licking reactions to a novel stimulus when a liquid reward was predicted by a fully trained stimulus and failed to produce a prediction error (Figure 2). In parallel, dopamine neurons failed to acquire activations to the novel stimulus (Figure 3). Dopamine neurons also failed to be activated by the reward during this learning test (Figure 4). In control trials, we added a different novel stimulus to a non-reward-predicting stimulus and delivered a surprising reward which produced a prediction error (Figures 2–4). Monkeys learned readily to lick this novel control stimulus. Dopamine neurons acquired activations to this stimulus, and they were activated by the reward during the learning phase. These data suggest that the acquisition of dopamine responses, like behavioral reactions, is governed by prediction errors, and that both behavioral and neuronal learning is correlated with the activations of dopamine neurons by rewards.

**Matching Phasic Dopamine Responses to a Learning Theory**

The dopamine response reporting an error in the prediction of reward can be expressed as

\[
\text{Dopamine Response} = \text{Reward Occurred} - \text{Reward Predicted}.
\]

This equation resembles the signed prediction error formalized in the Rescorla-Wagner learning rule, which describes the acquisition of associations between arbitrary stimuli and primary motivating events (reinforcers) in classical conditioning paradigms (Rescorla and Wagner, 1972; Dickinson, 1980). According to this rule, stimuli gain associative strength over consecutive trials by being repeatedly paired with a primary motivating event,

\[
\Delta V = \alpha \beta (\lambda - V).
\]

\(V\) is current associative strength of the stimulus, \(\lambda\) is maximum associative strength possibly sustained by the reinforcer, \(\alpha\) and \(\beta\) are learning constants. The unit of quantitative measure is arbitrary and can be derived, for example, from the intensity of the behavioral response or the magnitude of the neuronal response. The \(\lambda - V\) term indicates the degree to which the reinforcer occurs unpredictably and represents an error in the prediction of reinforcement. It determines the rate of learning, as associative strength increases when the error term is positive and the conditioned stimulus does not fully predict the reinforcement. When \(V = \lambda\), the conditioned stimulus fully predicts the reinforcer, and \(V\) will not further increase. Thus, learning occurs only when

---

Figure 2. Blocking Paradigm Showing that Learning Depends on Prediction Error Rather than Stimulus-Reward Pairing Alone

Horizontal lines show licking behavior in the task, consecutive trials being shown from top to bottom in each panel. Stimuli were presented on a computer screen in front of the monkey. Three consecutive phases are employed. (Top) During pretraining, a stimulus is followed by a drop of liquid reward, but the control stimulus (right) goes unrewarded. (Middle) During compound learning, a stimulus is added to the established, reward-predicting stimulus without changing reward delivery (no prediction error). The control stimulus is paired with a different stimulus and followed by reward (right) (positive prediction error). (Bottom) In the learning test, the added stimuli are tested in occasional unrewarded trials in semirandom alternation. The results show that the added stimulus is not learned (failed to produce anticipatory licking), as the reward is predicted by the pretrained stimulus and produces no prediction error, although the stimulus is paired with the reward (left). By contrast, the added control stimulus is learned as the reward is not predicted and produces a prediction error (right). Reprinted by permission from Nature (Waelti et al., 2001). Copyright (2001) Macmillan Publishers Ltd.
the reinforcer is not fully predicted by a conditioned stimulus. The \( \lambda - \nu \) error term becomes negative when a predicted reinforcer fails to occur, leading to a loss of associative strength of the conditioned stimulus (extinction). Note that the Rescorla-Wagner rule uses \( \lambda \) as the maximal possible associative strength of the reinforcer, whereas the equation describing the dopamine response uses the actual occurrence of reward.

The comparison between the phasic dopamine response and the error term of a major learning theory suggests that the dopamine response constitutes an explicit prediction error signal that might be used for modifying synaptic processing. This potential use of prediction error signals has been explored in temporal difference (TD) reinforcement models which implement the Rescorla-Wagner rule and were developed on purely theoretical grounds (Sutton and Barto, 1981). The TD teaching signal resembles the dopamine reward signal in most aspects, and networks using an explicit TD teaching signal similar to dopamine neurons learn even complicated behavioral tasks, such as foraging behavior (Montague et al., 1995), decision making (Montague et al., 1996), sequential movements (Suri and Schultz, 1998), and delayed responding (Suri and Schultz, 1999).
Neural Coding of Prediction Errors in Other Systems

The cited research has demonstrated that error-driven learning advances only when prediction errors occur and that single dopamine neurons code reward prediction errors in a signed, bidirectional fashion and in compliance with major learning rules. The question arises as to which extent other neuronal learning systems may code explicitly prediction errors. Prime suspects are (1) divergently projecting, ascending systems, such as the monoamine and cholinergic systems, which are anatomically separated from the dopamine systems, (2) classical error-coding structures, such as the cerebellum, which has virtually no connection with the dopamine systems, and (3) other systems with known plasticity, such as the striatum and various cortical areas, which are to a good extent postsynaptic to dopamine neurons. It should be emphasized that the term "prediction error" is a formalism that refers only to the discrepancy between the outcome and its prediction and does not indicate whether the prediction concerns rewards, stimuli, or movements. The following paragraphs evaluate candidate systems in terms of both formalism and content of prediction errors (Figure 5).

Norepinephrine neurons in locus coeruleus show bi-phasic activating-depressant responses following a wide range of events which elicit attentional orienting reactions. These events include visual, auditory, and somatosensory stimuli (Foote et al., 1980; Aston-Jones and Bloom, 1981; Rasmussen et al., 1986), food objects and liquids delivered outside of behavioral tasks (Foote et al., 1980; Vankov et al., 1995), conditioned rewarding, or aversive stimuli (Rasmussen et al., 1986; Sara and Segal, 1991; Aston-Jones et al., 1994), and infrequent visual stimuli (Aston-Jones et al., 1994). The responses are transient and occur only for a few trials until behavioral situations become stable. They may reflect changes in stimulus occurrence or meaning during learning, reversal, and extinction (Sara and Segal, 1991; Aston-Jones et al., 1997). Thus norepinephrine neurons are driven primarily by the arousing and attention-grabbing components of large varieties of stimuli. The responses are undoubtedly related to event unpredictability, but they probably do not code a full prediction error.

Cholinergic neurons of the nucleus basalis Meynert in the basal forebrain are phasically activated by unfamiliar stimuli (Wilson and Rolls, 1990a), and by rewarding and aversive stimuli (Wilson and Rolls, 1990b). Some of these neurons respond selectively during reversal (Wilson and Rolls, 1990c) or to unpredicted rewards (Richardson and DeLong, 1990). However, many cholinergic neurons respond to fully predicted rewards in well-established situations (Richardson and DeLong, 1986, 1990; Mitchell et al., 1987), and their responses to reinforcer omission have not been tested. Thus it is unclear whether they might code prediction errors.

The climbing fiber projection from the inferior olive to Purkinje cells of the cerebellar cortex constitutes probably the first known candidate for a neuronal prediction error signal in the brain (Ito, 1989; Kawato and Gomi, 1992; Llinas and Welsh, 1993; Houk et al., 1996; Kim et al., 1998). A climbing fiber, error-driven teaching signal may influence heterosynaptic plasticity by modifying the efficacy of the parallel fiber—Purkinje cell synapses (Marr, 1969). The prediction error carried by climbing fibers may concern, separately, movements and aversive events. Errors in motor performance lead to an increase in climbing fiber activity. The error signal occurs when movements adapt to changes in load or visual-motor gain and reflects magnitudes of errors in visual reaching (Gilbert and Thach, 1977; Ojakangas and Ebner, 1992; Kitazawa et al., 1998). The aversive prediction error may involve inhibitory connections from nucleus interpositus to the inferior olive and the climbing fiber projection to the cerebellar cortex. Climbing fibers are activated by unpredicted aversive events, do not respond to fully predicted aversive events, and are depressed during extinction, thus complying with a bidirectional error signal according to the formalism of the Rescorla-Wagner rule (Thompson and Gluck, 1991; Kim et al., 1998; Medina et al., 2002). Inactivation of the interpositus-inferior olive projection by lesions or GABA antagonist modifies the climbing fiber response and leads to deficits in learning and produces unblocking (Sears and Steinmetz, 1991; Thompson and Gluck, 1991; Kim et al., 1998).

The striatum (caudate nucleus, putamen, ventral striatum) is composed of slowly firing, medium size spiny neurons, which represent about 95% of the striatal neuronal population, and tonically active interneurons (TANs). TANs respond to primary rewards and conditioned stimuli, sometimes depending on event unpredictability (Apicella et al., 1997; Sardo et al., 2000). Slowly firing striatal neurons respond to primary rewards
with activations which depend occasionally on reward unpredictability, but negative prediction errors were not tested (O.K. Hassani, H.C. Cromwell, and W.S., unpublished data).

The prefrontal cortex shows a considerable spectrum of error coding in humans and animals. Changes in blood flow and brain activity occur in the anterior cingulate, dorsolateral prefrontal, and orbitofrontal parts when agents make behavioral errors or receive instructions that differ from predictions (Gemba et al., 1986; Falkenstein et al., 1991; Berns et al., 1997; Nobre et al., 1999; Fletcher et al., 2001). Some neurons in the dorsolateral prefrontal cortex are particularly activated when monkeys make errors in their behavioral reactions or when reward occurs differently than predicted (Niki and Watanabe, 1979; Watanabe, 1989). Some orbitofrontal neurons are activated when rewards occur unpredictably (Tremblay and Schultz, 2000) or when reward is omitted with incorrect behavior or during reversal (Rosenkilde et al., 1981; Thorpe et al., 1983). Some frontal eye field neurons are sensitive to the difference between current and future eye positions (Umeno and Goldberg, 1997).

### Different Dopamine Functions with Different Time Courses

Before discussing the potential functions of the phasic dopamine signal, we should relate the reward function to other functions of dopamine systems assessed in various clinical and experimental situations. Much original knowledge of the functions of the dopamine systems has been derived from pathological or experimental alterations of dopamine neurotransmission by lesions and administration of receptor antagonists.

Degeneration of the nigrostriatal dopamine system in Parkinson’s disease leads to deficits in movement (akinesia, tremor, rigidity), cognition (attention, bradyphrenia, planning, learning), and motivation (reduced emotional responses, depression). Similar deficits are induced by experimental lesions of the nigrostriatal dopamine system or blockade of striatal dopamine receptors by neuroleptics (Poirier, 1980; Burns et al., 1983). Experimental impairments of dopamine neurotransmission in the nucleus accumbens lead to motivational deficits in approach behavior, reward-directed learning, and attentional responses (Fibiger and Phillips, 1986; Wise and Hoffman, 1992; Robinson and Berridge, 1993; Robbins and Everitt, 1996). Reduced dopamine receptor stimulation following lesions of dopamine afferents and local administration of dopamine antagonists in prefrontal cortex lead to impairments in behavioral performance (Brozoski et al., 1979; Simon et al., 1980) and sustained neuronal activity in spatial delayed response tasks (Sawaguchi and Goldman-Rakic, 1991).

These alterations modify both tonic and phasic aspects of dopamine neurotransmission. Dopamine exerts a tonic influence through its sustained, low extracellular concentration in the striatum (5–10 nM) and other dopamine-innervated areas. Dopamine in these concentrations stimulates tonically the extrasynaptic, mostly D2-type dopamine receptors in their high affinity state (Richfield et al., 1989). Interestingly, increases of prefrontal dopamine turnover, rather than decreases, also induce impairments (Murphy et al., 1996; Elliott et al., 1997). Dopamine concentration is regulated locally within a narrow range by synaptic overflow, extrasynaptic release, reuptake transport, negative feedback control on synthesis, and release via autoreceptors, and presynaptic influences of other neurotransmitters (Chesselet, 1984). Apparently, the tonic stimulation of dopamine receptors should be neither too low nor too high to assure an optimal function of a dopamine-sensitive brain region. These results argue strongly in favor of a role of the ambient, sustained dopamine concentration and receptor stimulation in a large number of behavioral situations.

Many pharmacologically and lesion-induced deficits are considerably ameliorated by systemic dopamine precursor or receptor agonist drug therapy. However, some deficits are not fully restored, such as discrimination deficits (Ahlenius, 1974) and learning, appetite, and reward deficits (Camana et al., 1989; Linden et al., 1990; Vriezen and Moscovitch, 1990; Sprengelmeyer et al., 1995; Knowlton et al., 1996). Dopamine agonist treatment cannot in any simple manner substitute phasic information transmitted by neuronal impulses, and the deficits remaining after dopamine replacement therapy point to a role of phasic, impulse-related functions. On the other hand, the recovery of many deficits by dopamine agonist therapy suggests that ambient dopamine receptor stimulation has a decisive influence on postsynaptic neurons which is largely independent of phasic changes of dopamine impulse activity.

The separation of dopamine functions into phasic and tonic aspects may be too simplistic, and the available data suggest that at least a third intermediate component should be considered. Studies of dopamine release with voltammetry and microdialysis revealed a number of behavioral relationships with timescales of minutes, including the processing of reward, feeding, drinking, punishment, stress, and social behavior (Louilot et al., 1986; Abercrombie et al., 1989; Young et al., 1992).

Whereas the phasic reward responses of dopamine neurons play a rather focused role in behavior, the deficits arising from reductions in the sustained stimulation of dopamine receptors show a rather wide involvement in behavioral processes. These deficits are not explained by reductions in reward function. It thus appears that dopamine acts at several different timescales, from fast impulse responses related to reward processing via slower fluctuations resembling a local hormone in a wider range of behavioral processes to the tonic function of enabling postsynaptic neuronal systems (Figure 6). These considerations suggest that dopamine is involved in a range of functions dependent on the rate at which its concentrations fluctuate.

### Influence on Postsynaptic Structures

#### Global Reinforcement Signal

The function of the dopamine reward prediction error signal depends not only on the characteristics of the dopamine signal itself but also on the influence of this signal on postsynaptic structures. The midbrain dopamine systems consist of relatively small numbers of neurons which project in a divergent and widespread manner to much larger numbers of postsynaptic neurons in...
the striatum, including the ventral striatum with nucleus accumbens, the frontal cortex, and a few other structures. There are about 80,000–116,000 dopamine neurons in each substantia nigra in macaque monkeys (German et al., 1988; Percheron et al., 1989). Each macaque striatum contains about 31 million neurons, resulting in a nigrorostriatal divergence factor of 250–400. Each dopamine axon ramifies abundantly in a limited terminal area in the striatum and, in the rat, has about 500,000 axonal varicosities from which dopamine is released (Andén et al., 1966). The dopamine innervation reaches nearly every neuron in the striatum through the moderately topographic nigrorostriatal projection (Groves et al., 1995; Lynd-Balta and Haber, 1994) and a considerable proportion of neurons in superficial and deep layers of frontal cortex (Berger et al., 1988; Williams and Goldman-Rakic, 1993). In the striatum, every medium-sized spiny neuron receives at its dendritic spines an average of 1,000 dopaminergic synapses and about 5,000–10,000 cortical synapses. The dopamine varicosities often contact the same dendritic spines that are also contacted by cortical inputs (Freund et al., 1984; Smith et al., 1994). A similar dendritic convergence between dopamine and other afferents, including those originating from the hippocampus, is known for cortical pyramidal cells (Goldman-Rakic et al., 1989; Carr and Sesack, 1996). Thus, the rather homogeneous dopamine response, which advances as a simultaneous, parallel wave of activity, is broadcast as a kind of global reinforcement signal along divergent anatomical projections to the much larger populations of neurons in the striatum and frontal cortex (Figure 7, left).

The phasic dopamine reward activation involves 70%–80% of dopamine neurons responding with latencies of 50–100 ms and durations of <200 ms. The impulse response would lead to increases of extracellular dopamine concentrations in the striatum for 200–400 ms, rising from a baseline of 5–10 nM to peaks of 150–400 nM (see Schultz, 1998, based on data by Chergui et al., 1994; Dugast et al., 1994). These concentrations would be sufficient to transiently activate D1 receptors in their low affinity state (Richfield et al., 1989). Similar effects occur probably in the cortex, concentrations would be slightly lower and less homogeneous with fewer varicosities. Total increases of extracellular dopamine in the striatum last 200 ms after a single impulse and 500–600 ms after multiple impulses of 20–100 ms intervals during 100–200 ms (Chergui et al., 1994; Dugast et al., 1994). Concentrations are homogeneous during most of this period within a sphere of 4 μm diameter (Gonon, 1997), which is the average distance between varicosities (Doucet et al., 1986; Groves et al., 1995). The extrasynaptic dopamine reuptake transporter restricts maximal diffusion to 12 μm and subsequently brings concentrations back to their baseline of 5–10 nM (Herrera-Marschitz et al., 1996). Thus, synaptically released dopamine diffuses rapidly into the immediate extrasynaptic area and reaches short peaks of regionally homogeneous extracellular concentrations.

Some of the other neural systems carrying prediction errors may exert their influences in a similarly global, divergent way, such as the norepinephrine neurons of locus ceruleus and the cholinergic neurons of the basal forebrain carrying potential attentional prediction errors. By contrast, most of the other mentioned error-coding systems show selective relationships to particular physical aspects of stimuli or parameters of movements and may send their prediction error in an anatomically specific manner to selected, distributed groups of postsynaptic neurons. This would particularly hold for the cerebellar climbing fibers and the different areas of frontal cortex.

**Selectivity of Influence on Postsynaptic Neurons**

The question arises how a global reinforcement signal can have selective action on specific postsynaptic neurons. The potential action of the dopamine prediction error signal may be illustrated with an anatomically based model of synaptic inputs to medium-sized striatal spiny neurons (Freund et al., 1984; Goldman-Rakic et al., 1989; Smith et al., 1994) (Figure 7, right). Cortical
inputs from different origins contact different dendritic spines of striatal or cortical neurons. The same spines are also unselectively contacted by a common dopamine input. Let us assume that activity on the dopamine input signals the occurrence of a reward prediction error in the environment. At the same time, a cortical input is active that codes a specific aspect of the same reward-related event, such as its sensory modality, body side, color, texture, or position, or a specific parameter of a movement. By contrast, other cortical inputs related to events that do not occur at this moment are inactive. The occurrence of the positive or negative dopamine prediction error signal would lead to a global, spatially unselective increase or reduction of dopamine release at most varicosities. However, only those synapses that are activated by cortical inputs at the same postsynaptic spines would be influenced by the dopamine signal, whereas synapses not activated by coincident cortical inputs would remain unchanged. Synaptic transmission would change every time an error signal occurs. By contrast, synapses would not undergo further changes when the behavioral outcome is fully predicted and no neuronal error signal occurs. A directional error signal, such as is exhibited by dopamine neurons, supports not only increments in synaptic transmission under the influence of a positive error signal but may also mediate decrements when a negative error signal occurs in the form of a depression of the baseline rate of activity. Thus the heterosynaptic influence of the dopamine signal on postsynaptic structures would derive its selectivity from coincidence with activity in the cortical inputs to the same postsynaptic spines.

In the model outlined, any signal occurring on dopamine axons would lead to heterosynaptic influences, irrespective of origin and content. Our research indicates that the natural signal during behavior reflects primarily a reward prediction error, and the induced changes at postsynaptic sites would be related to rewards. However, any activity on the “labeled line” of dopamine axons induced by other means, for example by electrical currents in self-stimulation or other experiments, or by drugs acting on dopamine phasic concentrations, may produce comparable heterosynaptic influences at postsynaptic spines of striatal neurons.

The nature of the influence of the dopamine signal on postsynaptic structures is entirely dependent on the influence of dopamine on the membranes of the neurons innervated by the dopamine axonal varicosities. Recent research has shown various effects of dopamine on postsynaptic membranes in a number of in vitro and in vivo settings that may contribute to mechanisms for reward-directed approach behavior and learning sustained by a phasic dopamine signal. Dopamine has immediate effects on signal processing in postsynaptic neurons, irrespective of longer lasting changes in synaptic transmission. The immediate effects may be com-

Figure 7. Potential Influences of Phasic Dopamine Reward Signal on Postsynaptic Structures, Based on Known Morphology

(Left) The rather homogeneous population response of impulses of dopamine neurons to reward-related stimuli and its progression from the substantia nigra to the striatum can be schematically displayed as a wave of activity. A similar activity from the dorsomedial substantia nigra and adjoining group A10 to the frontal cortex is omitted for reasons of simplicity. (Right) Synaptic arrangement of inputs from cortex and dopamine neurons to medium size spiny striatal neurons. The dendritic spines are contacted at their tips by cortical axons and at their stems by a dopamine axon. In this example, cortical neurons A and B converge at the tip of dendritic spines of a single striatal neuron I. The efficacy of these connections is modifiable by increased use, e.g., by short-term dopamine-mediated enhancement or by long-term posttetanic potentiation. The modification occurs only when dopamine input X, coming indiscriminately to the stems of the same dendritic spines, is active at about the same time as the cortical input, or following it to be consistent with a reinforcement signal. In the present example, cortical input A, but not B, is active simultaneously with, or a few seconds earlier than, dopamine neuron X when a reward-related event occurs. In the case of the dopamine input arriving after the cortical input, the synapses activated by input A should be marked for later modification (eligibility trace). The mechanism leads to a modification of the A→I transmission, but leaves the B→I transmission unaltered. Anatomical data from Freund et al. (1984), drawing modified from Smith and Bolam (1990).
tain simultaneously active inputs to striatal neurons over less active inputs. With competing synaptic inputs, neuronal activities occurring simultaneously with the dopamine signal would be processed with higher priority, as certain inputs would be selected over others depending on their temporal coincidence with the error signal (Schultz, 1998). As a consequence, the dopamine signal could produce a rapid switch of attentional and behavioral processing to reward-predicting, error-generating external events (Redgrave et al., 1999). Behaviorally, the agent would show an orienting and approach response toward the error-generating event, and the attention induced by the reward prediction error could increase the associability of the stimulus. Taken together, the global error message of dopamine neurons could be used for dynamically and instantaneously selecting which external stimuli and behavioral reactions are processed within the limited channel capacity of neuronal transmission.

Immediate Dopamine Effect Coupled with Upstream or Downstream Plasticity

The enhancing and focusing effect of dopamine may be combined with neuronal plasticity to provide a mechanism for reward-driven learning, irrespective of a direct influence of dopamine on postsynaptic plasticity. According to one mechanism, the immediate influence of the dopamine prediction error signal may benefit from the demonstrated plasticity of the response of the dopamine neurons themselves. The response shift during learning from the primary reward to the stimulus predicting the reward produces a reward-predicting signal. Behavioral reactions would benefit from advance information provided by reward-predicting stimuli and become more frequent, rapid, and precise. For example, the learning of lever pressing is facilitated by pairing the behavioral reaction with a previously conditioned stimulus (Lovibond, 1983). Thus the transfer of response to conditioned reinforcers may constitute a mechanism for behavioral learning even in the absence of dopamine-mediated synaptic plasticity in target areas. In this case, only the shift to predictive coding would occur during learning, and the advance information provided by this earlier signal would have a focusing effect in the striatum and cortex and enhance neurotransmission at the time of the prediction signal.

According to another mechanism, the immediate focusing and enhancing effect of the dopamine signal may lead to Hebbian type plasticity at synapses further downstream of the dopamine terminals in the striatum and cortex. Long-term potentiation has been described for excitatory synapses in the prefrontal cortex (Hirsch and Crepel, 1990) and may operate also further downstream of dopamine influences. The synaptic effects of striatal neurons and the subsequent basal ganglia neurons are mostly inhibitory, but synaptic plasticity at inhibitory synapses have only been described rarely. Nevertheless, an enhancement followed by downstream long-term potentiation could be a way in which the dopamine error message could contribute to learning even without mediating synaptic plasticity directly.

Plasticity Effect of Dopamine Signal

The direct influences of the dopamine prediction error signal may not only concern immediate membrane reactions but could also lead to synaptic changes in immediate...
postsynaptic neurons which may provide a mechanism for reward-driven learning. Dopamine neurotransmission may play a role in postsynaptic plasticity in at least two ways. First, dopamine may have a permissive effect allowing synaptic plasticity to take place. This effect can be investigated by modifying the tonic stimulation of dopamine receptors. Second, phasic increases of dopamine activity could induce synaptic plasticity as a kind of teaching signal.

Recent experiments demonstrate that dopamine agonists augment synaptic plasticity, and dopamine-depleting lesions or dopamine receptor antagonists disrupt plasticity in the striatum and cortex. Several manipulations impair long-lasting posttetanic depression in the striatum and cortex, such as lesions of the nigrostriatal dopamine system, application of D1 or D2 dopamine receptor antagonists, and knockout of D2 receptors (Calabresi et al., 1992, 1997; Otani et al., 1998). Application of dopamine restores the posttetanic depression. Dopamine D1 receptor antagonists impair the induction of long-term potentiation induced by tetanic corticostriatal stimulation, whereas blockade of D2 receptors has no effect (Kerr and Wickens, 2001). Lesions of the nigrostriatal dopamine system impair posttetanic potentiation in the striatum, and dopamine application restores the potentiation (Kerr and Wickens, 2001). Dopamine lesions and receptor antagonists impair striatal synaptic plasticity also during development (Tang et al., 2001). In the prefrontal cortex, lesions of the mesocortical dopamine projection and D1 receptor antagonist administration impair long-term potentiation at hippocampal-prefrontal synapses, whereas D1 receptor agonist administration or adenyl cyclase activation enhance the potentiation (Gurden et al., 1999, 2000) (Figure 9A). In the hippocampus, D1 dopamine receptor agonist administration enhances long-term potentiation and reduces depotentiation (Ot-makhova and Lisman, 1996, 1998). In the amygdala, the dopamine receptor antagonist haloperidol reduces enhanced postsynaptic responses following aversive Pavlovian conditioning (Rosenkranz and Grace, 2002). In Aplysia, a dopamine receptor antagonist blocks operant conditioning of a motor pattern, in doses below those reducing synaptic transmission (Nargeot et al., 1999). These data suggest that dopamine neurotransmission influences the expression of changes in postsynaptic plasticity or may even induce such changes. This function may reflect a permissive, enabling effect of dopamine receptor stimulation induced by the tonic extracellular concentration of dopamine, or it may be due to dopamine being released phasically by impulses of dopamine neurons or via presynaptic interactions.

Recent experiments have electrically stimulated the ascending dopamine neurons with single shocks and thus induced impulses which mimic the dopamine response to unpredicted rewards. Some of these studies have followed the basic notions of behavioral reinforcement learning according to which the unconditioned stimulus (US) should follow, rather than precede, the conditioned stimulus (CS) in order to be an effective reinforcer. If the dopamine response were to act as a teaching signal in reinforcement learning and constitute a neuronal US, it should effectively occur a few seconds after the event to be conditioned, rather than before the event (no backward conditioning).

In testing these possibilities, electrical stimulation of the substantia nigra at positions supporting intracranial self-stimulation transforms corticostriatal depression into potentiation, presumably via activation of axons of dopamine neurons (Reynolds et al., 2001) (Figure 9B). The induction of potentiation is correlated with the speed of self-stimulation learning in the same animals and blocked with D1 receptor antagonist. The application of short pulses of dopamine (5–20 ms) together with depolarization of the postsynaptic striatal neuron induces similar corticostriatal potentiation (Wickens et al., 1996), and phasic application of dopamine in the prefrontal cortex facilitates long-term potentiation (Blond et al., 2002). In the auditory cortex, acoustic stimulation with a specific frequency selectively enlarges receptive fields when the stimulation is immediately followed by electrical stimulation in the area of dopamine neurons in the ventral tegmental area (Bao et al., 2001) (Figure 9C). The effect is blocked by D1 and D2 antagonists and does not occur when the electrical stimulation is applied before the sound (no backward conditioning).

Although the electrical stimulation does not necessarily reflect a behavioral situation in which reward occurs, the results demonstrate that activity on the “labeled line” of dopamine axons may induce long-lasting changes in synaptic transmission. In Aplysia, contingent, but not unpaired, brief iontophoretic puffs of dopamine induce operant conditioning in an in vitro cellular model (Brembs et al., 2002). Taken together, these data suggest that the phasic activation of dopamine neurons may induce long-term synaptic changes. Some of the effects depend on the exact timing of the dopamine activation relative to the event to be conditioned, in analogy to behavioral learning, and are thus compatible with the notion of dopamine responses acting as a neurochemical reinforcement or teaching signal.

The action of a teaching signal can be formalized by applying the Rescorla-Wagner learning rule to changes in synaptic weight (Sutton and Barto, 1981). A dopamine teaching signal could modify the weights of corticostriatal or corticocortical synapses according to the three factor Hebbian learning rule $\Delta w = \epsilon r i o$, with $\omega$ as synaptic weight, $\epsilon$ as learning constant, and the three factors $r$ (dopamine prediction error signal), $i$ (presynaptic input activation), and $o$ (activation of postsynaptic striatal neuron). The dopamine error signal would modify neuronal transmission at synapses with Hebbian type plasticity based on coincident pre- and postsynaptic activity (Figure 7, right).

The full use of a dopamine teaching signal may involve the response transfer from the primary reward to the reward-predicting stimulus. The biological mechanisms for the backward shift in time are unknown and can be modeled with eligibility traces (Suri and Schultz, 1999). Subsequently, the dopamine signal from the reward-predicting stimulus may serve as teaching signal. The response transfer may mediate the phenomenon of conditioned reinforcement, as predictors of primary reinforcers acquire reinforcing properties themselves. Synaptic weights would be selectively modified on the basis of stimulus- and behavior-related activity coincident with the occurrence of the reward-predicting stimulus and compatible with the three factor learning rule ($\Delta w = \epsilon r i o$), in the same manner as with a dopamine signal...
elicited by primary reward. Modeling studies demonstrate that conditioned reinforcement signals are more efficient for acquiring chains or sequences of predictive stimuli than signals from primary reinforcers occurring only after the behavioral reaction. The progressively earlier anticipation of the primary reward allows to assign the credit for reward more easily (Sutton and Barto, 1981; Friston et al., 1994; Suri and Schultz, 1998).

Plasticity based on three factor learning rules may also play a role with cerebellar climbing fibers which influence the efficacy of parallel fiber synapses on Purkinje cells during motor and aversive learning (Eccles et al., 1967; Marr, 1969; Ito, 1989; Kawato and Gomi, 1992). Synchronous coactivation of parallel and climbing fiber inputs leads to synaptic plasticity in the form of long-term depression at parallel fiber—Purkinje cell synapses, which otherwise undergo a mild, baseline long-term potentiation through the tonically active parallel fiber input alone or the asynchronous activation of the two input systems (Sakurai, 1987; Linden and Connor, 1993). In analogy, receptive fields of cerebellar neurons can be increased or decreased depending on the degree of coactivation of parallel and climbing fibers (Jörntell and Ekerot, 2002). The effects of norepinephrine neurons are also thought to comply with a three factor learning rule, by inducing or facilitating the induction of long-term depression and potentiation in the hippocampus (Dahl and Sarvey, 1989; Katsuki et al., 1997).

Use of Rewards for Directing Behavior

**The Dopamine Reward Alert Signal**

The main characteristics of the dopamine response may provide indications about its potential function in behavior. The response transmits a reward prediction error, has a rather short latency, fails to discriminate between different rewards, and is broadcast as a global, diverging signal to postsynaptic neurons in the striatum and frontal cortex where it may have focusing, excitation-enhancing, and plasticity-inducing effects. The reward prediction error signal indicates the appetitive value of environmental events relative to prediction but does not discriminate between different foods, liquids, and reward-predicting stimuli, nor between visual, auditory, and somatosensory modalities. The short latency of the response assures an early information about the surprising occurrence or omission of a rewarding event, but
the trade-off is a lack of time for more differentiated evaluation of the specific nature of the particular rewarding event. Thus, the dopamine signal may constitute an alert message about a reward prediction error without detailed information about the nature of the reward.

The dopamine response may constitute a bottom-up signal that rapidly informs postsynaptic structures about surprising rewards, or reward omissions, but the signal needs to be supplemented by additional information to be useful for a full appreciation of the reward. The advantage for behavior provided by such a reward alert signal may consist in allowing rapid behavioral reactions toward rewarding events, whereas the exact nature of the rewards would be evaluated by slower systems during the approach behavior to the reward. The dopamine response to reward-predicting stimuli would increase the temporal advantage further, as behavioral reactions can be initiated even before the reward itself becomes available. The evolutionary advantage of such a rapid, bottom-up, reward-detecting system becomes apparent in situations in which the speed of approach behavior determines the competition for limited food and liquid resources.

Despite the limited reward information provided by dopamine responses, their use for approach behavior and learning could be substantial, as shown by the recently developed temporal difference reinforcement models using dopamine-like teaching signals and architectures similar to the diverging dopamine projections (Sutton and Barto, 1981; Montague et al., 1996). Without additional explicit reward information, such reinforcement models replicate foraging behavior of honeybees (Montague et al., 1995), simulate human decision making (Montague et al., 1996), learn spatial delayed response tasks typical for frontal cognitive functions (Suri and Schultz, 1999), balance a pole on a cart wheel (Barto et al., 1983), learn to play world class backgammon (Tesauro, 1994), move robots about two-dimensional space and avoid obstacles (Fagg, 1993), insert pegs into holes (Guillapalli et al., 1994), and learn a number of simple behavioral reactions, such as eye movements (Friston et al., 1994), sequential movements (Suri and Schultz, 1998), and orienting reactions (Contreras-Vidal and Schultz, 1999). Although some of these tasks occur in reduced experimental situations and comprise rather basic behavioral reactions without much event discrimination, the results demonstrate the computational power of simple bottom-up reward systems in a range of behavioral tasks. All of the mentioned reinforcement models use the reward message as a straightforward teaching signal that directly influences modifiable synapses in executive structures. However, the learning mechanisms could involve a two stage process in which the dopamine reward message would first focus neuronal processing onto the events surrounding and leading to the reward, and the actual learning and plasticity mechanisms occur downstream from the incoming and enhanced reward message. Although neuronal plasticity downstream of dopamine neurons has rarely been investigated, it might be interesting to test the utility of such more differentiated learning models.

**Reward Discrimination**

Often more than one reward occurs in natural settings, and agents need to select among different alternatives. As the full detection and discrimination of rewards lies beyond the bottom-up, error-reporting capacity of dopamine neurons, additional reward processing mechanisms are necessary to employ the full potential of rewards for approach behavior and learning. Neurons in a number of brain structures discriminate between different food and liquid rewards, such as the dorsal and ventral striatum, orbitofrontal cortex, and amygdala. These structures show transient responses following the presentation of rewards and reward-predicting cues (Thorpe et al., 1983; Nishijo et al., 1988; Bowman et al., 1996; Hassani et al., 2001). Orbitofrontal neurons discriminate between rewards but not between the spatial positions or visual aspects of reward-predicting visual cues (Tremblay and Schultz, 1999). Some orbitofrontal neurons respond selectively to the taste of fat (Rolls et al., 1999). The selectivity of reward-discriminating orbitofrontal neurons can change when the agent is satiated on specific foods, demonstrating a relationship to the motivational value of the food objects rather than their physical appearance (Critchley and Rolls, 1996).

Some orbitofrontal neurons discriminate reward on the basis of relative preferences for the different rewards rather than physical properties. As an example, a reward that is more preferred than another reward may elicit a stronger neuronal response than the less preferred reward. However, the initially more preferred reward may not produce a response when an even more preferred reward becomes available, which then draws the response (Tremblay and Schultz, 1999). These orbitofrontal neurons may subserve the perception of rewards and produce signals for executive structures involved in selecting rewards according to their values. These neuronal mechanisms may underlie the well-known reward contrast effects (Flaherty, 1996) and relate to the more general way of coding information in the brain relative to other available information.

Although the properties of the dopamine response comply well with theoretical notions about learning systems, neurons in the other reward systems, with their selective relationships to specific aspects of rewards, are likely to have also the capacity for synaptic plasticity. Neuronal transmission in the frontal cortex and striatum may undergo long-term potentiation and depression (Hirsch and Crepel, 1990; Calabresi et al., 1992), and this mechanism probably also holds for the reward-processing neurons in these structures. Moreover, some neurons in these structures are sensitive to event unpredictability (see above) and may thus provide teaching signals for other neurons. Due to different anatomic architectures, these projections would not exert the global, divergent influences of dopamine neurons but affect rather selected groups of neurons in a more specific and selective manner. The different learning systems would contribute different aspects to the acquisition of reward-directed behavior, although some overlap may occur. A dysfunction of dopamine neurons would lead to a deficient prediction error and result in slower and less efficient learning, whereas dysfunctions of the other reward systems may produce deficits in learning to select appropriate rewards.
Rewards as Explicit Goals of Behavior

Besides properly identifying the available rewards, agents would benefit from anticipating rewards, evaluate the prospective gains and losses associated with each reward, make decisions about which reward to pursue, and initiate and control approach and consummatory behavior. A simple neuronal mechanism for reward prediction may consist of phasic responses to reward-predicting cues which have been associated with rewards through Pavlovian conditioning. Such reward-predicting responses are found in dopamine neurons and the other reward structures described above.

More sophisticated neuronal mechanisms of reward expectation consist of sustained activations which immediately precede an individual reward for several seconds and last until the reward is delivered. These activations may permit behavior-related neurons to access stored representations of future rewards. Sustained activations during reward expectation are found in classical reward structures, such as the striatum (Hikosaka et al., 1989; Apicella et al., 1992), subthalamic nucleus (Matsumura et al., 1992), and orbitofrontal cortex (Tremblay and Schultz, 1999), but also in more motor structures, such as the cortical supplementary eye field (Adams et al., 2000; Stuphorn et al., 2000). They discriminate between rewarded and unrewarded outcomes (Hollerman et al., 1998) and between different food and liquid rewards (Tremblay and Schultz, 1999; Hassani et al., 2001). The expectation-related activations discriminate in their temporal relationships between rewards and other predictable task events, such as movement-eliciting stimuli or instruction cues.

Expected rewards may serve as goals for voluntary behavior if information about the reward is present while behavioral reactions toward the reward are being prepared and executed (Dickinson and Balleine, 1994). Recent data suggest that neurons may integrate reward information into neuronal processes before the behavior leading to the reward occurs. Neurons in the striatum and dorsolateral and orbital frontal cortex show sustained activations during the preparation of arm or eye movements in delayed response tasks. The activations discriminate between rewarded and unrewarded outcomes (Hollerman et al., 1998; Kawagoe et al., 1998) and between different kinds and amounts of food and liquid rewards (Watanabe, 1996; Leon and Shadlen, 1999; Tremblay and Schultz, 1999; Hassani et al., 2001) (Figure 10, top). Similar reward-discriminating activations occur also during the execution of the movement. These data suggest that a predicted reward can influence neuronal activity related to the preparation and execution of the movement toward the reward and provide evidence on how neuronal mechanisms may guide behavior toward rewarding goals.

Reward expectations change systematically with experience during learning. The change can be demonstrated in tasks using rewarded and unrewarded outcomes. Behavioral reactions indicate that animals expect reward initially when new instruction stimuli are presented and later differentiate their expectations. Neurons in the striatum and orbitofrontal cortex show activity reflecting the expectation of reward during initial trials with novel stimuli, before any of them have been learned. Reward expectation activity becomes progressively restricted to rewarded trials as animals learn the significance of the instructions (Tremblay et al., 1998; Tremblay and Schultz, 2000). Similar learning-related activity changes occur also during the preparation of the movement leading to the reward (Figure 10, bottom), as well as during its execution. Thus the reward expectation activity is not directly evoked by the explicit reward prediction of a novel instruction cue, which has not yet been established as a reward predictor. Rather the activity seems to reflect an internal expectation based on a representation which is retrieved in time by the novel, unspecific instruction cue and in content by the known learning context.

Many behavioral situations involve choices between different rewards, and agents make decisions that optimize the values of the rewards they seek. Greater effort is extended to rewards with higher values. Neurons in the parietal cortex show stronger task-related activity when monkeys chose larger, or more frequent, over smaller, or less frequent, rewards (Platt and Glimcher, 1999). Some neurons in the orbitofrontal cortex code reward preferences relative to other available rewards and thus may provide information to neuronal mechanisms that direct behavior toward rewards with higher value and away from rewards with lower value (Tremblay and Schultz, 1999). Together, these cortical neurons appear to code basic parameters of motivational value contributing to choice behavior. Changes in motivational value may lead to changes in reward-seeking behavior. Such changes involve neurons in the cingulate motor area of the frontal cortex which become selectively active when monkeys switch to a different movement after the current movement has produced less reward (Shima and Tanji, 1998). These activities do not occur when movements switch after an explicit trigger nor with reward reduction without movement switch. These data suggest a role in internal decision processes for movements based on the assessment of reward value. Although these examples are only a beginning in the study of brain mechanisms underlying reward-related decisions, they show nicely how information about future rewards could be used by the brain to make decisions about behavioral reactions leading to future reward.

Interaction between Different Reward Systems

Given the central importance of rewards for survival, reproduction, and competitive gains, it may not be surprising that several specialized and only partly overlapping brain mechanisms have developed during evolution. These mechanisms may subserve the different needs for rewards in the large variety of behavioral situations in which individual agents live. The phasic dopamine reward alert signal provides only partial information about rewards but seems appropriate for inducing synaptic changes to prioritize the processing of reward information and learn even relatively complex behavioral reactions. In restricted behavioral situations, the dopamine signal alone may be sufficient for directing sequential behavior (Talwar et al., 2002) and for learning operant lever pressing for electrical brain stimulation (Wise, 1996a) and more complicated tasks in reinforcement models (Sutton and Barto, 1981).

However, many behavioral situations provide a larger variety of rewards, and the bottom-up dopamine reward signal would need to be supplemented by more specific
Figure 10. Sustained Activation in Caudate Neuron during the Preparation of Arm Movement and Its Adaptation during Learning
(Top) During familiar performance, this caudate neuron shows a sustained response in rewarded movement trials, only a transient response in nonmovement trials (not shown), and no response in unrewarded trials. The presence or absence of reward and the required movement or nonmovement reaction are indicated by the initial instruction. Typically, the hand returns later to the resting key in rewarded as compared to unrewarded movement trials. (Bottom) During learning, the sustained response occurs initially also in unrewarded movement trials, which are performed with parameters of rewarded movements. The response disappears when movement parameters become typical for unrewarded movements (arrows to the right). Rewarded movement, nonmovement, and unrewarded movement trials alternated semirandomly during the experiment and are separated for analysis. Familiar and learning trials were performed in separate blocks. The sequence of trials is plotted chronologically from top to bottom, learning rasters beginning with the first presentations of new instructions. Reprinted from Tremblay et al., 1998. Copyright (1998) American Physiological Society.

reward information from the other reward systems. The striatum, frontal cortex, and amygdala process various components of the reward event that are useful for appropriately directing complex reward-directed behavior and making informed choices. This information may enter into cognitive representations of rewards and include the specific nature of individual rewards, the motivational value relative to other rewards, the compatibility of the reward with the requirements of the agent, and explicit representations about future rewards necessary for planning goal-directed behavior. None of this information is reflected in the dopamine reward responses. The information about the reward should be processed in close association with information concerning the approach and consumption of the reward. The mentioned conjoint behavior- and reward-related activities in the striatum (Hollerman et al., 1998; Kawagoe et al., 1998; Hassani et al., 2001) and frontal cortex (Watanabe, 1996) may constitute such a mechanism.

Thus situations with limited demands may engage only some of the neuronal reward processes, whereas more challenging situations may require to combine the fast bottom-up dopamine reward alert and teaching signal with slower top-down signals processing differential informations about the expected reward and about the ways to obtain it. The distinction between bottom-up dopamine and top-down striatal, cortical, and amygdalar reward signals may be too schematic to be biologically practical, but it illustrates how reward systems with different characteristics could work together to fulfill the needs of individual agents to use rewards as reinforcers for sophisticated behavior.

Analogy to Theories of Emotion
The idea of a bottom-up dopamine reward alert signal and top-down reward discrimination and representation systems resembles to some extent one of the earlier theories on emotion, the Schachter-Singer Cognitive Arousal Theory (Schachter and Singer, 1962; see also LeDoux, 1998). According to this theory, emotion-inducing stimuli elicit states of arousal (via feedback from vegetative reactions) which do not contain specific informations about the eliciting event. It is the cognitive, well-differentiated assessment of the situation that allows agents to identify the event and generate a distinctive emotional feeling. An elaboration of this theory suggests that the arousal state should also enter into cognitive representations to be effective for generating emotions (Valins, 1966). According to this theory, emotions are generated by the combined action of unspecific arousal and specific cognitive interpretations.

Although the comparison is superficial at this stage and should not suggest a simple relationship between reward and emotional processes, it describes how the interactions of reward systems may correspond to this particular theory of emotion. The rapid dopamine reward alert signal may resemble the emotional, unspecific bottom-up arousal, although the dopamine signal does not seem to engage vegetative feedback, and the specific reward informations provided by striatal, cortical, and amygdalar systems resemble the cognitive emotional interpretations. The reward discrimination of responses in the orbitofrontal cortex, and possibly the amygdala, may correspond to the entry of arousal into cognitive representations (Valins, 1966). Although aspects of the
Schachter-Singer theory and the Valins amendment have been superseded by more recent variations (LeDoux, 1998), the general comparisons suggest that reward and emotions may share some basic underlying physiological mechanisms.

**Possible Neurophysiological Mechanisms of Psychostimulant Drugs**

The increasing knowledge about neurophysiological reward mechanisms in the brain may help to provide us with a better understanding of the mechanisms of action of addictive drugs, in particular psychostimulants (cocaine and amphetamine). Psychopharmacological studies have used local, intracerebral drug injections to identify the dopamine system and its postsynaptic targets in the ventral striatum and frontal cortex as the critical structures (Wise and Hoffman, 1992; Robinson and Berdidge, 1993; Wise, 2002 [this issue of *Neuron*]). This section describes several mechanisms by which addictive drugs may influence neuronal excitability and interact with the reward signal of dopamine neurons investigated in behaving animals. The description focuses on psychostimulants which have been most closely investigated.

**Enhancement of Existing Reward Signal**

Drugs of abuse may amplify the existing dopamine responses to natural rewards and reward-related environmental events. Cocaine and amphetamine appear to exert their addictive effects by blocking the reuptake of dopamine in the ventral striatum and frontal cortex (Giros et al., 1996). Blockade of dopamine reuptake leads to sustained increases in extracellular concentrations of dopamine. Within seconds and minutes after concentration changes, negative feedback and metabolism reduce release, synthesis, and concentration to a large extent (Church et al., 1987; Suaud-Chagny et al., 1995; Gonon, 1997).

Phasic increases in dopamine following neuronal responses to rewards would occur in fractions of seconds (see above) and thus are particularly amenable for enhancement by reuptake blockade, as they are faster and reach their peaks before most negative feedback becomes effective. This mechanism would lead to a massively enhanced chemical dopamine signal following primary rewards and reward-predicting stimuli. It would also increase dopamine concentrations after neuronal responses that for some reason are weak. The enhanced dopamine concentration could override depressant neuronal responses following stimuli resembling rewards, novel stimuli, and particularly salient stimuli that are frequent in everyday life.

Already before the dopamine message reaches the striatum and frontal cortex, addictive drugs may amplify the responses of dopamine neurons to incoming excitations. Amphetamine potentiates excitatory inputs to dopamine neurons (Tong et al., 1995) and removes long-term depression, leading to increased excitatory drive (Jones et al., 2000; Figure 11A). Cocaine increases long-term potentiation for a few days in dopamine neurons, but not in GABA neurons of the ventral midbrain (Ungless et al., 2001). Nicotine enhances glutamate-evoked long-term potentiation at dopamine neurons (Mansvelder and McGhee, 2000) and shifts dopamine neurons toward higher levels of excitability (Mansvelder et al., 2002). These results suggest that dopamine neurons react stronger and more readily to excitatory inputs under the influence of these addictive drugs. Dopamine neurons would react stronger to rewards and release more dopamine in the target areas, such as the ventral striatum and frontal cortex.

The drug effects on dopamine perikarya and terminals may combine in a two-stage process to produce a particularly enhanced reward signal. Psychostimulant addictive drugs enhance the dopamine response to excitatory inputs at the level of cell bodies and amplify the enhanced response further in the target structures by blocking dopamine reuptake. The exaggerated reward prediction error message would constitute a very powerful focusing and teaching signal and produce modifications in synaptic transmission leading to substantial behavioral changes. One of the resulting effects may be an increase of movement-related activity in the striatum, as seen with the administration of amphetamine (West et al., 1997).
**Induction of Illusionary Reward Signal**

A more hypothetical drug action may consist of producing an artificial neuronal reward signal in the absence of a real reward. It is long known that systemic injections of nicotine lead to activation of dopamine neurons (Lichtensteiger et al., 1976) and increase their burst firing (Grenhoff et al., 1986), which in turn induces a disproportionately strong dopamine release (Gonon, 1988; Figure 11B). If similar mechanisms hold for psychostimulants, the resulting artificial and illusionary reward signal may resemble a true dopamine reward prediction error message and lead to focusing and plasticity effects on postsynaptic sites.

**Activation of Reward Detection Mechanisms**

It is possible that addictive drugs constitute rewards in their own right, activate the same neuronal mechanisms that detect and process natural rewards, and engage the existing reward mechanisms for influencing behavior. Drug rewards do not exert their influence on the brain through peripheral sensory receptors, as natural rewards do, and there is no need to extract the reward information from primary sensory inputs. Rather, drugs enter the brain directly via blood vessels and may exert their influence on behavior through more direct influences on reward-processing brain structures. The magnitude of their influences on the brain is not limited by the physiology of peripheral sensory receptors, as with natural rewards, but by the toxicity of the substances. This mechanism may permit much stronger drug influences on brain mechanisms than natural rewards.

Neurons in the ventral striatum show phasic responses to the injection of drugs and display activity during the expectation of drugs, similar to natural rewards (Carelli et al., 1993; Chang et al., 1994; Bowman et al., 1996; Peoples et al., 1998). Movement-related striatal activity appears to be influenced by drugs in a similar manner as by natural rewards, and some of the striatal neurons distinguish between drugs and natural rewards (West et al., 1997). These data may suggest that drug rewards are treated by these neurons as rewards in their own right. However, it is difficult to estimate how directly these responses in the striatum are related to the crucial role of dopamine in drug action.

**Outlook on Issues of Dopamine and Reward**

**Matching between Dopamine Lesion Deficits and Neural Mechanisms**

The often close matches between lesion deficits and neuronal activity in the different areas of visual cortex do not seem to be paralleled in the basal ganglia and the dopamine system. Strikingly, Parkinsonian symptoms, which are due to degeneration of the nigrostriatal dopamine system, include movement deficits, but the activity of dopamine neurons in intact brains does not show clear covariations with movements (DeLong et al., 1983; Schultz et al., 1983a, 1983b). Although Parkinsonian patients and experimentally dopamine-depleted animals show some deficits in approach behavior and affective reactions (Canavan et al., 1989; Linden et al., 1990; Vrezen and Moscovitch, 1990; Sprengelmeyer et al., 1995; Knowlton et al., 1996), which might be due to the absence of a phasic reward signal, very few studies have used the particular stimulus characteristics that would elicit a dopamine reward response in the intact animal. Only when such studies have been done can a more precise assessment be made of the use of the dopamine reward signal for approach behavior and different forms of learning. It is possible that reward-directed learning occurs also without a dopamine teaching signal, as rewards are also processed in structures outside of the dopamine system, but dopamine lesions should produce some deficits, in particular regarding the efficacy or speed of learning that might reflect the coding of prediction errors.

Another related issue concerns the relationship between the immediate, enhancing, and focusing effects of dopamine and the dopamine-mediated synaptic plasticity. Although the last years have seen a large increase in experimental evidence for both mechanisms at the membrane level, it is unclear which mechanisms would be operational in physiological situations of approach behavior and learning, and how these mechanisms may explain the lesion deficits in behavior. The goal would be to obtain a circuit understanding of the different synaptic functions of dopamine in the striatum and frontal cortex, in analogy to the current advances in cerebellar physiology (Sakurai, 1987; Linden and Connor, 1993; Kim et al., 1998; Medina et al., 2002; Attwell et al., 2002). Dopamine research may also profit from current investigations on relationships between long-term potentiation and behavioral learning in the hippocampus.

**Relationships to Learning Theory**

The evaluation of dopamine responses within the concepts and constraints of formal learning theories has proven to be interesting by revealing striking similarities between the activity of single neurons and the behavior of a whole organism (Waelti et al., 2001). Similarly interesting results were obtained by testing cerebellar learning functions in the same context (Kim et al., 1998). However, more tests need to be done to interpret, and to explicitly investigate, dopamine activity in this direction, and the current tests provide arguments that dopamine responses comply better with the Rescorla-Wagner rule, as compared to attentional learning rules such as the Pearce-Hall and Mackintosh rules. It would be necessary to test a much wider spectrum of behavioral situations, to see how far the match with the Rescorla-Wagner rule can go, whether some of the other learning rules may apply in certain situations, in particular in those not covered by the Rescorla-Wagner rule, and whether other neuronal activities than the phasic responses occur in these situations.

Having gained experience in interpreting dopamine activity and cerebellar function with formal learning theories, it would be interesting to test other neuronal systems with these rules. A candidate system is the noradrenaline neurons, which are probably the most investigated neurons with divergent projections besides the dopamine system and show a number of similarities with dopamine responses (Foote et al., 1980; Aston-Jones and Bloom, 1981; Rasmussen et al., 1986; Sara and Segal, 1991; Aston-Jones et al., 1994, 1997; Vankov et al., 1995). Other systems in which predictions from learning theories can be used to advance their understanding include the serotonin neurons and the cholinergic neurons of the nucleus basalis Meynert. This line of experimentation could be extended to the cerebral
cortex, the striatum, and the amygdala, as these structures process predictions of future outcomes and should, in some ways, be sensitive to prediction errors (see above) and therefore be understandable in terms of learning theories. A step in this direction has already been made in human imaging, the tested prediction being between drugs and diseases (Fletcher et al., 2001).

**More Extensive Models of Reinforcement Learning**

Current reinforcement models can be used to simulate biological learning. In particular, the temporal difference model (Sutton and Barto, 1981) can be mapped onto the anatomical organization of the basal ganglia and frontal cortex (Barto, 1995; Houk et al., 1995), and the characteristics of its teaching signal correspond in the important aspects to the dopamine prediction error signal (Montague et al., 1996; Suri and Schultz, 1999). Neural networks using such teaching signals can learn quite complex tasks, including backgammon and delayed responding (Tesauro, 1994; Suri and Schultz, 1999). However, these tasks are learned in the restricted environment defined by the person designing the model, and it would be interesting to see how these models can behave in real world situations containing many irrelevant events and abrupt state transitions. It might be necessary to include other reward systems, with their different functions, to model a more realistic agent that discriminates between different rewards, shows sensitivity to outcome devaluation, and uses reward representations to approach explicit goals of behavior (Dickinson and Balleine, 1994). It would be interesting to assess the location of different forms of synaptic plasticity in these models, to understand how important a dopamine-related plasticity would be, compared to plasticity further downstream. It would be interesting also to teach robots some behavioral tasks with dopamine reinforcement signals and see how far the actions can become sophisticated and general.

**From Reward Anticipation to Choice Behavior and Decision Making**

After understanding how some brain structures react to the delivery of rewards, it would be interesting to see how the reward information can be used for organizing behavioral output and making decisions about behavioral reactions between competing future outcomes. Recent theories have delineated the requirements for considering rewards as goals for voluntary behavior (Dickinson and Balleine, 1994). Recent experiments suggested that rewards are represented in neuronal activity during behavioral acts directed at obtaining these outcomes (Hollerman et al., 1998; Kawagoe et al., 1998; Hassani et al., 2001), and it would interesting to see if neurons could actually code the contingencies between actions and outcomes and thus fulfill a basic criterion of goal-directed action. It is not surprising that rewards are coded in the cerebral cortex, and we would expect to see more reward coding in association with behavior-related activity in the different areas of frontal cortex. Only when the role of cortical reward processing has been more investigated can the question be evaluated to which extent reward systems may function in bottom-up and top-down modes similar to earlier ideas about emotions (Schachter and Singer, 1962; Valins, 1966; LeDoux, 1998), or whether the reward systems are organized in a more refined way.

**Addictive Drugs**

The neurophysiological study of drug addiction in behaving animals has largely focused on psychostimulant drugs (cocaine, amphetamine), and it would be important to understand more about the processing of other rewarding drugs, such as heroin and nicotine. Do these drugs simply activate some dopamine neurons in a tonic way, or could they change the threshold or gain for inputs to dopamine neurons and thus produce an imaginary reward signal, similar to cocaine? How do opiates act on neurons with opiate receptors? What are the behavioral relationships of these opiate receptive neurons in the first place? Only when we have such information can we make an estimate on how important the dopamine system really is in opiate addiction.
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