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any believe that the widespread implementa-
tion of computerized patient records will bring
about a revolution in health care' because it
will enable the development of technology thar
improves quality and lowers costs. The electronic medical
record (EMR) does provide health care professionals with
better access to patient records; however, to have a sweeping
impact and to improve care, automared applications must be
able to actively manage the vast clinical information re-
sources. Early attempts to use computers to improve patient
care included the computerization of applications that facili-

tated diagnosis and rreatment=? and the computerization of

vuidelines and alerts that facilitated patient management.?
These applications were and <till are substantially limiced
because they require relinble access ro clinical dara. Other
important automated clinical applications (e.g., outcome
~stidies, quality assurance, resource management, and clini-
cal research) also have the potential to substanually aftecr
healch care, but these likewise require reliable access to data.

Such access is possible mainly with structured data be-
cause textual information is too varied to be easily retriev-
T(.‘([U “
reports of patient encounters are a vast source ot clinical in-
tormation, but even when such reports are online the valu-
able information they conrain remains locked wirhin the

ible. However, coded data are nor widely avaitable

text. This is because people have very diverse ways of writd
ing notes and because the meanings of words vary dependi
on their context. Consider the different meanings of the foldg
lowing expressions that contain the word pneumonia: evis!
dence of pnewmonia, pneumonia cannot be excluded, rule o
pneumonia, pneumonia is not appreuated pneumonia in 1985 }
It a clinician wanted to know how many active pneumonla;
cases were on record and if he or she did a search using the!
keyword pneumonia, clearly too many reports would be re
trieved for patients who did not have pneumonia.

Natural language processing (NLP) systems potentially ofa
fer a solution, because they not only extract individual words.

but also represent well-defined relations imong words. If the”
clinician in the example above searched for pneumonia in an’
NLP system, the system would extract the main finding’
pneumonia for each expression and would 1l include the
appropriate madifier for each record. Modiners and their vals
ues could subsequently be accessed to determine whether or
not a patient actually had preumonta A Cotanes-tvpe mod-
ther that has the value “no” means rhat pneamonia was®
ruled out, whereas a certainty modifier with the value “evie
Jdence tor” would mean pneumonin wis a pessible dagnoesis.
Similarly, o Jare moditier with the vaiue 19537 woid mean
thar the episode of pneumonia oceurred i thar vear
Alrhough narural language is easy for humans to unaers



stand, it is difficult for computers to comprehend. Natural
language embodies an enormous amount of expressiveness,
variety, ambiguity, and vagueness. For example, the same
concept may be expressed in different ways (congestive heart
failure, heart failure, CHF); the same word may have differ-
ent meanings in different contexts (discharge from hospital
vs. discharge from wound); relations among words may be
ambiguous (no acute infiltrate may mean there is no infiltrate
or that if there is an infiltrate it is not acute); the same con-
cept may have different meanings depending on where it is
found (pneumonia in the clinical information section of a
chest radiograph may mean rule out pneumonia); and the
meanings of certain expressions lack specificity (may repre-
sent pneumonia). To enable accurate access, NLP systems
must encode the information using terminology from a well-
defined vocabulary, represent the relations among the con-
cepts in an unambiguous formal structure, represent contex-
tual information, and formally represent vague concepts.

Understanding natural language requires different kinds of
knowledge; humans are generally unaware of the extensive
amount of knowledge they use to do so. Computer processes
that extract and organize information in text do not attempt
to achieve understanding, but the task is still knowledge-in-
tensive and complex. In spite of the underlying difficulties,
NLP in the medical domain has definitely begun to show
promising results. For example, there are two NLP systems’$
that have been integrated into operational clinical informa-
tion systems. Some NLP systems have been used for deci-
sion-support purposes based on radiograph reports. Evalua-
tions showed that these systems were able to identify: (1)
abnormalities in chest x-rays™>!% (2) patients suspected of
having tuberculosis; and (3) findings suggesting breast can-
cer.!* Most important, the evaluations demonstrated that
NLP systems performed as well or almost as well as medical
experts in identifying abnormal conditions. Other NLP ap-
plications have been developed that encode admission diag-
noses,” manage patients with asthma,'* translate findings to
SNOMED codes,”” and automate severity assessment for
community-acquired pneumnonia.!'®

In this paper, we present an overview of natural language
:xtraction systems. We briefly describe their underlying
j0als, how such systems are deployed, the types of knowl-
:dge they require, and their present stages of development.
We then discuss the future of NLP in health care.

BACKGROUND

tesearch concerning NLP encompasses many applications
sther than extraction and encoding, including generation of
atural language, summarization, voice recognition, ques-
lon-answering systems, knowledge representation, knowl-
dye acquisition, literature searching and indexing, clinical
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vocabularies, domain models, computerized translation, and
grammar and spelling correction. Our focus in this article is
on systems that extract clinical information trom textual pa-
tient documents.

Understanding textual language involves several compo-
nents.!” Three of the most important are syntactic, seman-
tic, and domain-knowledge components. Understanding
natural language involves understanding (1) syntax, or the
structure of sentences (which words are subjects, verbs, ob-
jects, etc.); (2) semantics, or the meanings of words and how
they are combined to form the meaning of a sentence (e.g.,
patient complained of excruciating pain in chest means that the
patient had pain, the pain was located in the chest, and the
pain was severe); and (3) domain knowledge, or information
about the subject matter (e.g., understanding that pneumo-
nia is a lung disease). Not all NLP systems incorporate the
same types or amounts of knowledge, and the manners in
which the components are integrated into the systems can
vary considerably. A few systems offer multilingual capabili-
ties and therefore require additional knowledge components.
Some are associated with a conceptual model of a particular
domain or a controlled clinical terminology (in other words,
narrowly focused domain knowledge).

A controlled vocabulary helps to improve access to clini-
cal information because each vocabulary congept is associ-
ated with a unique well-defined meaning, reducing variety
and ambiguity. Its presence requires the NLP system to enu-
merate different ways of expressing the same concept (heart
failure, CHF, and congestive heart failure would be mapped to
the same concept). The system must use context whenever
possible to map ambiguous words to well-defined terms (dis-
charge in discharge from hospital would be mapped to a man-
agement-type concept and discharge in discharge from wound
would be mapped to a sign/symptom concept).

A domain model otganizes terminology into a hierarchy,
and delineates well-defined relations among the concepts.
This facilitates retrieval because it allows the system to make
inferences. For example, if pneumonia is defined as a lung dis-
ease, a system with an inferencing capability would be able
to automatically infer that the patient has a lung disease
when pneumonia is asserted. A domain model could also as-
sociate a finding with pneumonia (consolidation). NLP systems
that do not include inferencing presume that the applica-
tions that use the extracted information will provide that ca-
pability. In such a case, an application looking for reports as-
sociated with lung disease would have to enumerate all the
specific lung diseases as well as related findings, or use a dif-
terent knowledge source that is outside the NLP system.

Although general language processing is still elusive, there
has been definite advancement in NLP in medicine because
its domain is restricted and constitures a sub-language. The
concept ot sub-language grammar'> was st propused by
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Harris'® and subsequently incorporated in a text-processing
system by Sager.”'*! Sub-language Jomains have less variety,
ambiguity, and complexity because they are more defined
than the general language domain and involve only the spe-
cific information and relations relevant to the particular sub-
ject. In medicine it is possible to detine suitable informa-
tional categories, to identify co-occutrence patterns among
the categories, and generally to interpret the patterns unam-
biguously. For example, there is an informational category
associated with body location (e.g., chest), with symptom
(e.g., pain), and with severity (e.g., severe). The co-occur-
rence pattern of severity + body location + symptom (e-g.
severe chest pain) can be interpreted to mean the symptom
“pain” is associated with the body location “chest” and that
the severity “severe” is associated with the symptom “pain.”

After information is extracted from text, it must be saved
in a well-defined format so that subsequent processes can use
it. Some systems use a graph-like form, called a conceptual
graph (CG),2 whereas others use frames closely resembling
database tables. Recently, some researchers? % suggested
using Extensible Markup Language (XML) to represent the
processed output because XML is a standard format ideal for
Web-based applications.

THE STATE OF THE ART

There is a large body of literature concerning NLP extrac-
tion systems in the medical domain. Below we review 11 sys-
tems, which we selected because each has been described
more than once in peer-reviewed journals within the past
five years. (An overview of NLP systems in medicine pub-
lished prior to 1995 has been presented by Spyns.2®)

= Sager, who heads the Linguistic String Project (LSP), is a
pioneer both in language processing and in medical lan-
guage processing’"*’ who has greatly influenced the field.
The LSP has been involved in the development of one of
the first comprehensive NLP systems for general English.
Subsequent work involved adapting the system to medical
text and to other languages. The system has very compre-
hensive syntactic and semantic components, and has been
applied to numerous clinical domains, including discharge
summaries, progress notes, and radiology reports.
The SPRUS system’ is a special-purpose radiology-text
processor and was one of the first systems that functioned
as a module within a working clinical information system,
the HELP system. A later version, SYMTEXT, incorpo-
rated a syntactic component® and was applied to automat-
ically obtaining codes for admission diagnoses. This appli-
cation has been independently evaluated.
s+ The MedLEE system™ also operates as an independent
module of a clinical information system at New York Pres-
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byterian Hospital, and is used daily. It has been indepen-
dently evaluated several rimes 1123 and studying evalua-
tions of NLP systems is a focus of the development group.
MedLEE was the first NLP system used for actual patient
care that was shown to improve care.!! It has also been in-
tegrated with two different voice-recognition systems.*>3
An NLP system™?* developed at the Geneva Hospital was
designed as a multilingual system that could process
French, English, and German Jocuments. The developers
aimed to create a normalized language-independent repre- -
sentation of medical information. Because the domain}
modeling was laborious, the system was restricted to pa«
tient discharge summaries of patients admitted for gas
trointestinal surgery.
« MENELAS:6-38 was created by a consortium that aimed.
to provide better access to information in patient dis-
charge summaries. Two prototype applications were devel-:
oped for the domain of coronary diseases, a document-in®
dexing system (parts of which have been realized in
French, English, and Dutch) and a consulting applicatior
that provides users with access t0 the information in the,
documents via the indexing system.
» There are several NLP systems in Germany, all in early
stages of implementation. One system, MediTas,** is un-
der development in Georg August University in Gottin-
gen. Another system, developed at the University of Ham-
burg, is MeTexA,* and a third, called MEDSYNDIKATE,#
is being developed at Freiburg University Hospital. )
A group associated with the Chiba University Hospital if}
Japan®#* developed a prototype system to translate find-
ings in reports into SNOMED and ICD9 codes. It was de-
veloped based on case reports described in the New Eng
land Journal of Medicine.

Resources for NLP in Medicine

A significant amount of work in developing an NLP system
concerns extending lexical knowledge. Since the number
of words and phrases associated with clinical concepts is
very large (over 100,000), the rask of adding entries to the
lexicon is considerable. The National Library of Medicine
has undertaken a large-scale etfort to facilitate access O
biomedical information. The development of the Unified
Medical Language System (UMLS)Y and the release of
the SPECIALIST Lexicon™* will substantially benefit
NLP systems. In the UMLS each concept is given a unique
identifier, and all synonymous concepts have the same
identifier. This feature provides a substantial body of
knowledge that NLP systems need to link words in text 0
a controlled vocabulary (the UMLS or one of the other
source vocabularies). The UMLS also has a semantic
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network and assigns semantic categoties to all concepts.
For example, fever is assigned the category SIGN/SYMPTOM.
The categorization provides the semantic knowledge
needed by NLP systems to identify relevant units of intor-
mation. The SPECIALIST Lexicon, which has over 84,000
entries, assigns syntactic categories to words and phrases in
biomedical text. The lexicon is useful not only for NLP ex-
traction tasks, but also for indexing and vocabulary devel-
opment.

Other nomenclatures are also important knowledge
sources. Some work investigating the use of SNOMED* and
ICD10* as knowledge sources for lexical work has been pub-

 lished. Like the UMLS, these nomenclatures are also effec-

 tive for identifying relevant clinical terms and for semantic
categorization. Both SNOMED and ICD10 are particularly
useful to groups involved in multilingual work because they
-are available in other languages and because the codes pro-
"vide a way to link a concept in one language to a similar
concept in other languages.

Other types of knowledge sources needed by NLP systems,
such as grammars and domain models, are generally devel-
.oped by individual groups because they are more complex
‘and interrelated than nomenclatures. They are also typically
“very difficult to adapt to other systems.

FUTURE DIRECTIONS

Natural language processing is likely to become more impor-
tant shortly because of health care economics. Increasingly,
clinical information will play a very important role in deter-
mining which health care organizations make higher profits.
Reliable information about the process of care and patient
outcomes will be critical for attracting more patients and
lowering costs. It has been shown that ICD9 codes manually
assigned to patients at discharge time for billing purposes are
not clinically accurate, and that additional manual encoding
solely for clinical purposes is not practical. Therefore, NLP
"will be a very attractive way to provide the necessary clinical
information.

A second reason NLP is likely to become important con-
cerns the Web. Since Web-based technology is becoming
pervasive, it will be used more and more by administrators,

 caregivers, patients, and medical students for accessing clini-
cal information. Search engines now retrieve information by
keywords, but this method is not accurate enough. Language
processing will be a reasonable way to provide information
more accurately. When there is access to encoded clinical
data, it will be possible for a caregiver to request a patient’s
profile or summary of pertinent information, for a medical
student to retrieve similar cases for training, for a patient to
ask a question and receive an answer tailored to his or her
condition, for an administratur to investigate outcomes of a
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procedure or analyze resource utilization, or for a researcher
to find patients for a clinical study.

Because of the explosion of Web-based applications, it is
very likely that more Web-based clinical applications will
soon be deployed. Up to now, Web browsers such as
Netscape and Microsoft Explorer have read files that contain
HTML (HyperText Markup Language) tags. These tags are
added to the information in the file to tell a browser how to
present the contents of the file. XML (Extensible Markup
Language) is the latest general markup language developed
for the Web that provides more general functionality for
Web-based applications than HTML provides. NLP systems
will be very desirable to use because they will be able to en-
rich the information in clinical reports with XML tags,
thereby preparing the information in the reports for Web ap-
plications.

Another technology that will further NLP is continuous
voice recognition. Continuous voice recognition systems are
now becoming commercially viable for clinical applications.
The availability of these systems means that physicians
themselves will enter clinical data into patient records be-
cause voice recognition systems are more cost efficient and
more timely than transcription services. Integrating a voice
recognition system with an NLP system will substanrially
enhance the functionality of the voice system. [t will enable
physicians to dictate their reports in their usual fashion
while the natural language processor translates the textual
report into a structured encoded form in the background.
The coded data obtained by the NLP system could then be
stored in real time along with the original text in a clinical
repository. This would enormously increase the functionality
of the voice system.

Voice recognition systems depend on large body of text for
training because they are based on statistical methods. Be-
cause collections of clinical information are becoming avail-
able electronically, we are also likely to see the development
of statistically based language processors and processors that
combine statistical and knowledge-based methods.

Future NLP systems will likely produce standard terminol-
ogy and standard output forms. We will see the generation of
standard terminology because the large-scale vocabulary in-
regration efforts of the UMLS facilitate mapping both from
text o UMLS concepts and from one terminology to an-
other. In addition, we will see standard output forms because
NLP systems will likely generate XML, an output form suit-
able for the Web. The use of XML will allow for processing
by multiple systems because the structure of XML output is
well defined when used in conjunction with a document-
type Jdefinition. The use of XML tags should also cause an
increase in the development of text-processing systems that
are specialized or layered. For example, one specialized
processor could identity and tag vital signs, whereas another
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specialized processor could read previously tagged text and
proceed to identify and tag another type of specialized clini-
cal information.

Although medical language processing is complex, effec-
tive systems are becoming a reality. Because of the Web, cur-
rent economic factors, and the availability of commercially
viable speech technology, we believe NLP will soon become
a very important technology in health care.
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