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The course of epidemics is a central
characteristic of infectious processes,
which has been studied by three main
approaches: observational, experimental,
and mathematical or thecretieal. Espe-
cially in the third of these methods, it
15 believed that the incubation period
and a related temporal factor, the gen-
eration time, have received insufficient
attention. Most of the epidemic models
that have been construeted, for example,
do not deal with diserete time intervals
corresponding to the natural behavior
of infectious disease. The Reed-Frost
model as applied to observed epidemics
by Abbey (1) and as modified to meet
various conditions by Maia (2}, is an
exception to this statement. Bailey (3)
has developed deterministic models and
much more elaborate stochastic models
for epidemics, and has also made esti-
mates of the latent period and period of
mmfectivity,

Much of the previous work on epi-
demie theory, however, might have been
facilitated by a more clear appreciation
of the dynamies of infectious disease
and how this is influenced by the incu-
bation period. An early example of this
was afforded by Brownlee’s hypothesis
that the declining phase of an epidemie,
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whether of the propagated or common-
vehicle sort, was a result of the loss of
infectivity of the etiological agent {4).
He presented the epidemic curves of two
outbreaks of searlet fever in Wimbledon
and Glasgow, which lasted about 10 days
and were attributed to milk as a vehiele,
He wrote, “In these it will be noted that
the loss of infectivity has been especially
rapid; and though a large amount of
infection has been thrown into the milk,
vet when it is observed that the incu-
bation period of scarlet fever is from
three to five days, it can be seen that
at the time the milk supply was stopped,
the organism had in both instances run _
almost the complete cycle of its in-
fectivity.” We would today explain the
time curves in these outbreaks as due to
the variation in incubation period plus
the period over which the milk was con-
sumed and the diminishing number of
susceptibles remaining available for at-
tack after the first days.

An even more obvious error was found
in a report of a British milk-borne out-
break of 518 cases of typhoid, of which
all but 7 occurred within s span of 38
days. The investigator stated that the
incubation period of this disease was
about 12 to 14 days, the limits rarely
lying outside 7 to 17 days. He assumed
for the purpose of his inquiry an incu-
bation period of 14 days, and concluded
that the milk was infective continuously
for a period of three to four weeks {else-
where stated as a period of 31 days or
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:hereabouts), From this premise it would
be reasonzble to conelude that the cows
were actively infected and excreting
tvphoid bacilli in their milk, but it is
highly probable that the milk from only
one day’s milking was contaminated
irom & human source during or after
milking and the observed spread of cases
was due almost entirely to the natural
variation in incubation periods, with
some slight contribution from variation
in the date of ingestion and possibly a
‘ew secondary cases. Ranges in the in-
cubation period of i{yphoid of as much
as one month have repeatedly been
noted.

Thus there are a number of reasons
why a better understanding of the dy-
namics of disease can be helpfu! in un-
derstanding epidemic phenomena; and
the dynamics of disease is closely re-
Iated to incubation periods.

In two earlier reports (5, 6) it was
shown that incubation periods of many
diseases were distributed in an approxi-
mately Jogarithmic-normal fashion. A
graphic method was described for judg-
ing whether a particular set of values
conformed to this distribution and for
estimating the two parameters, the me-
dian and dispersion factor {antiloga-
rithra of logarithmic standard deviation).
The similarity in dispersion factors of in-
cubation periods of diseases with widely
varying median values was stressed.

Several workers have since made use
of these properties. It is the purpose of
this paper to summarize some of the
Uses to which a knowledge of incubation
times may be put, drawing upon these
subsequent papers and additional infor-
mation secured since publication of the
earlier studies.

A further note on the curve-fitting
technique beyond that given previously
(5) is perhaps needed. The estimation
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of the character of the curve and of the
parameters is secured by plotting cumu-
lative percentages of the grouped data
against the logarithm of time on prob-
ability paper. Each cumulative per-
centage point iz piotied to the be-
ginning of the next succeeding time
interval. Probability paper having a scale
from 1 per cent to- 99 per cent (Codex
no. 32,451) is used. A straight line is
fitted by inspection and the log- times
corresponding to the intersection of the
line with the 16 percentile, 30 percentile
and 84 percentile rulings are recorded.
The 50 percentile iz transformed back
to the original time units. This value,.
termed the estimated median, does not

-correspond  exactly to the median as

determined by arithmetic interpolation
between the two values adjacent to the
median, because it is obtained from
probability paper, and because 2 number
of points along the slope are considered
in fitting the line. The estimated median
is considered a better estimate of the
true value than the arithmetically
interpolated median. The slope of the
line is measured by taking the distance
on the log-time axis between the 16th
and 84th percentile points, which cor-
responds roughly to two standard devia-
tions, and dividing by twe. The anti-
logarithm of this quantity, termed the
dispersion factor, increases as the varia-
tion in incubation periods becomes
larger. A dispersion factor of 1 signifies
that there is no variation; a dispersion
factor of 1.5 means that a range from
0.44 times the median (median -+ 1.52)
to 2.25 times the median (median X 1.52)
encompaszes about 95 per cent of the dis-
tribution,

Exact values of these parameters can,
of course, be calculated by arithmetic
methods, as the geometric mean and
standard deviation. The graphic method,
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TapLE 1
Parameters of additional incubation period
distributions, approzimalely log-normal
in shape

| Num- o
‘ber of Esti-
cases
in
i ceries

i

Dis-
persicn
factor

mated
median
{days)

Syphilis in rabbit {(afrer: 106 17.6 | 1.12
inoculation of 306G,
treponemes) (18) |

i

(12 P

CN8 illness after smullpox © 64 10.0 5 1.46
vaceination (21 :

CNS illness after 17D vel- ¢
low fever vaccina- i |

tion (Group 3} (22)
Tetanus—from date of in-
jury i
Series of Spaeth (23) ©223 0 9.1 1.68
Series of Tateno {17) ‘
Head and face injuries ‘ 24

Mumps (13) 54| 19.5 ] 1.12
Chickenpox (200 1127 0 14.0 ] 1.14
Zmallpox by inoculation | 310 | 13.0 ] 1.13

uT]
ol
—
(]
>
y—
&
—

8.5 1.75
Lower leg injuries 95, 11.0 | 1.68
All cases, including | 157 : 10.4 | 1.67

the above and others

however, is fairly reproducible and, when
the distribution is satisfactory, vyields
parameters reasonably close to the true
values. A graphic depiction of the distri-
bution is desirable in any case, in order
to determine its character. Values at the
ends of the distribution should receive
less weight in eurve-fitting. The data are
rarely sufficiently accurste to justify
more elaborate methods of analysis.
Data have been presented (5) from 18
studies of 13 diseases in which the dis-
tributions were approximately log-nor-
mal, and the parameters were calculated.
These will not be repeated here. Study of
many distributions found in the litera-
ture since the earlier publication has
confirmed the statements made at that
time and emphasized the utility of the
method. Eight further examples, se-
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lected either to illustrate points made in
this paper or because the accuracy of the
observations is presumed to be quite
good or the number of observations is
large, are furnished in table 1. All of
the observations, both in this and the
preceding papers, are drawn from the
medical literature rather than from the
author’s experience and may be pre-
sumed to be iree of preconceptions as
to the probabie shape of the distribu-
tions.

Dispersion factors are remarkably
similar in different reported series of
cases of a specific dizsease. Thev do nor
show any consistent relationship with
length of incubation period, being low
as {requently for diseases of prolonged
incubation time as for dizseases of short
incubation time. Small dispersion factors
of less than 1.2 indicating little wvaria-
tion around the median, are found in
chickenpox, smallpox, mumps and mea-
sles; all these are virus diseases in
which Inapparent infections are infre-
quent. At the other extreme are amebic
dysentery, tetanus and some other bac-
terial and protozoal infections or intoxi-
cations, which have large dispersion
factors.

The data on serum hepatitis might
appear to be more reliably determinable
than most ineubation periods. This is
not the case for transfused persons,
since they may receive multiple trans-
fusions at different times and one then
does not know which transfusion to
blame. Some workers have dated incu-
bation periods from the earliest, some
from the latest transfusion. Also, some
patients are bound to be lost to ob-
servation over the long incubation pe-
riod and others die of the disease for
which the transfusion was administered.
who might otherwise have been destined
to come down with jaundice. Neverthe-
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TasLe 1

Parameters of additional incubation period
distributions, approzimately log-normal

‘o ahupe
- Num- | : |
t ber of i Esti- | Dis-
mated | H
cases o.q0 o | persion
ey | 1A610T

series |
!

|

Syphilis in rabbit (after 106 17.6 . 1.12
ingculation of 500 ! i :
treponemes) (19) :

Mumps (157 Coat 19,

5 1.12

Chickenpox (20) 127 1 14.0 | 1.14

Smallpox by incculation | 310 ‘ 13.0 | :.13
(12 | !

CNS illness after smallpox @ 64 | 10.0 11.46
vaceination (21) |

CNS illness after 17D vel- | 35 | 12.2 | 1.31
low fever vaccina- | i
tien {(Group 3) (22) : |
Tetanus—Irom :late of in- ‘
jury R

Series of Spaeth (23) © 2230 9.1 1.68
Series of Tateno (17) ‘ | |

Hend and face injuries | 241 8.5 1.75

Lower leg injuries © 95 .11.0 1.68

10.4 | 1.67

All cases, including , 157 ;
the above and others ! 1

nowever, is fairly reproducible and, when
the distribution is satisfactory, yields
parameters reasonably close to the true
values. A graphic depiction of the distri-
bution is desirable in any case, in order
to determine its character. Values at the
ends of the distribution should receive
less weieht inoeurve-fizving. The data are
rarely sufficiently accurate to justify
more elaborate methods of analysis.
Data have been presented {5) from 18
studies of 13 diseases in which the dis-
tributions were approximately log-nor-
mal, and the parameters were caleulated.
These will not be repeated here. Study of
many distributions found in the litera-
ture since the earlier publication has
confirmed the statements made at that
time and emphasized the utility of the
method. Eight further examples, se-

lected either to illustrate points made In
this paper or because the accuracy of the
observations is presumed to be quite
zood or the number of observations: i»
large, are furnished in table 1. Al of
the observations, both in this and the
preceding papers, are drawn from the
medical literature rather than from the
author’s experience and may be pre-
sumed to be free of preconceptions as
to the probabie shape of the distribu-
tions.

Dispersion factors are remarkably
similar in different reported series of
cases of a specific disease. They do not
ghow any consistent relationship with
length of incubation period, being low
as frequently for diseases of prolenged
incubation time as for diseazes of short
incubation time. Small dispersion factors
of less than 1.2 indicating little varia-
tion around the median, are found in
chickenpox, smallpox, mumps and mea-
sles; all these are virus diseases in
which inapparent infections are infre-
quent. At the other extreme are amebic
dysentery, tetanus and some other bae-
terial and protozoal infections or intexi-
cations, which have large dispersion
factors.

The data on serum hepatitis might
appear to be more reliably determinable
than most incubation periods. This is
not the ease for transiused person:.
since they may reeeive multiple trans-
fusions at different times and one then
does not know which transfusion to
blame. Some workers have dated incu-
bation periods from the earliest, some
from the latest transfusion. Also, some
patients are bound to be lost to ob-
servation over the long incubation pe-
riod and others die of the disease for
which the transfusion was administered.
whe might otherwise have been destined
to come down with jaundice. Neverthe-
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TaBLE 2
Incubation periods of serum hepatitis

E Sllfgjegits Med. fEiiE; | Note
| :
A. Foliowing administration of early ; _
vellow Jever vaceines which con- !
tained human serum l
Sawyer et al. (24} 5914 100 1.24
Findlay et al. (25) 707 105 1.27
Fox et al. (22) 730 128 1.23 | Lot 489 (cases through 30
weeks)
B. Following administration of blood
or hlood produets for therapeutic
purposes '
Spurling et al. (26) 77 76.6 1.30 | Limited to those with onset
within five months
Allen et al. (27) 113 63.4 1.71
Duncsan et al. (28) 23 83.2 1.20 | Controls for study of
gamme globulin
Murphy et al. (29) 23 86.3 1.41 | Irradiated plasma
Brightman et al. (30) 20 84.1 1.39 | Pooled dried plasma

jess it is of interest to examine table 2
which provides data from three series
which followed administration of early
lots of yellow fever vaccine containing
human serum as a preservative, and five
series in which blood or blood products
were administered therapeutieally. In
the former, median Incubation periods
were uniformly longer (100 to 128 days)
than the latter (63 to 86 days), and the
dispersion factors uniformly smaller
(1.23 to 1.27 as compared with 129 fo
1.71), The most reasonable explanation
appears to be that in the former situa-
tion the dosage of serum hepatitis virus
was smaller and more uniform than in
the latter. It must be admitted, how-
ever, that deaths within the first six
months after transfusion, and before
having manifested evidence of hepatitis,
would tend to bias the recorded incuba-
tion periods of patients given hlood for
“herapeutic purposes in the direction oh-
served.

Several instances have also been found
in which the distribution did net con-

form to & log-normal curve. The most
common departure was a greater skew-
ness than that which is correctible by
transformation of the times to a log
scale, i.e., a longer tail to the right-hand
end of the distribution. No attempt has
been made to find an appropriate trane-
formation for these curves. Several of
these excessively skewed distributions
were derived from experimental animal
data in which the route of inoculation
wag artificial (e.g., intravenous or intra-
cerebral}. In such cases average incu-
bation times are regularly shortened In
animal experiments by comparison with
the natural route of infection. There was
also a human experimental series In
which the distribution was far from log
normal. In the series of 82 intraurethral
inpculations of gonococel in experimental
human subjects by Mahoney and associ-
ates (7), over 80 per cent of onsets oc-
curred within 6 deve but the remainder
extended to a maximum of 31 days, re-
suliing in an excessively skewed distri-
bution,




TanLE 3

Ranges of vbservations around the median, taken
ag unity, encompassed by specified
pereentiles, for three values of the

digpersion factor

Dis- i 2577507 i 165%-847 1‘ 2.377-07.5¢%
PETSION | (G of total) | (68% of total) (655 af total)
| i
|
1.2 ! L88-1.13 I .83-1.20 60-1. 44
1.4 .79-1.28 l J71-1.40 .51-1.96
1.6 .73-1.38 .62-1.60 | .39-2.56

Oki (8) suggests that “the distribu-
tion type of the incubation periodis
more legitimately considered to be non-
central log-normal,...though a usual
log-normal distribuiion may well be
used. ...” He points out that dispersion
factors derived by the non-central
{three-parameter) log-normal model are
larger than those derived by a usual
{two-parameter) log-normal model, and
concentrate more closely around 1.5. He
lists 9 diseases in which the log-normal
distribution was appropriate, and 3 in
which his non-central model gave a bet-
ter approximation {measies, serum hep-
atitis, and typhoid fever). Although
Oki’s method may provide a better ft
in some instances, the original method
has continued to be employved because it
is simpler and is adequate for most sit-
uations.

Some uses of a knowledoe of incu-
bation period will be discussed in the
remainder of this paper, under four head-
ings: judging the dynamics of an epi-
demic; estimation of the date of a
common exposure; determination of the
time of maximum infectiousness (the
generation time); and contributing to
the understanding of pathogenesis,

1. Judging the dynamics of an epi-
demic. An epidemic of a diseasze which
can be transmitted either by a common
vehicle or from person to person (such
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as streptococcal pharyngitis and infec-
tious hepatitis) may represent three pos-
sible sliuations. It may have resulted
from nearly simultaneous exposure of
large number of persons to a commorn:
vehicle, as when a contaminated food is
gerved at a common gathering; from pro-
tracted exposure to the common ve-
hicle, as when a milk supply contains
streptococei, shed by a cow with
mastitis, over a period of weeks; or from
propagation of the infectious agent
from person to person.

The distinetion between the first and
third of these alternatives is usually
fairly easy, since in the third case the
range of onsets will be several times the
maximum range of incubation periods.
The distinetion between the first and
second may present greater difficulty.
A knowledge of the parameters dis-
cussed in this paper is helpful in de-
ciding whether or not an epidemiec can
most rationally be explained on the
basis of nearly simultaneous exposures
of a group to the mfectious agent, pro-
vided that these parameters are known
or can be roughly estimated.

In a single-exposure, common-vehicle
epidemic the range of onset dates
around the median should not exceed
certain values. Table 3 indicates the
percentile ranges encompassed by dis-
eases having different dispersion fae-
tors. To give an idea of how this could
be used, suppose that we have an out-
break of streptococeal sore throat. From
published data (5) we may estimate the
median ineubation period as 2.5 days
and the dispersion factor as 1.5. Refer-
ence to table 3 shows that with disper-
sion factor 1.6 the range of the central
6% per cent of cases (from the 16th to
the 84th percentile) should be from about
0.6 times the median (or 1.5 days} to
1.6 times the median (or 4 days), a span
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of not over 3 days. Therefore, if sub-
stantially more than 30 per cent of on-
sets {all outside the central 3-day span
it may be presumed that exposure of the
sopulailon at risk was continued over
several days. This of course requires
that onset dates be accurately known
(dates of report are no substitute} and
that unrelated or secondary streptococ-
cal infections are not included in suffi-
cient numbers to be disturbing.

2. Estimation of date of common er-
posure. It occasionally happens that a
group of subjects can be assumed to
have been exposed to infection at a
common time, but that time 1s not
known. For instance, in an institutional
outbreak it may be known that some
meal was responsible for a mass out-
break of an intestinal infection but not
which meal.

In such situations, on the assumption
that the distribution is a two-parameter
log-normal one, it is theoretically pos-
sible to estimate the time of common
exposure. There are several mathemati-
cal methods for doing this, of which
the simplest is the method of quantiles.
This assumes the relationship a
(blba —_ b22)/(b1 + b3 - sz) where a
is the date of common exposure, bz is
+he median date of onset, and b; and
b, are selected, symmetrical points on
the curve of onsets. For example, by
may be the date of the 25th percentile
case, by the date of the 50th percentile
case, and by that of the 75th percentile
case. According to Aitchison and Brown
(9), the most efficient pair of points to
take for estimation of a, are the 27th
and 73rd percentiles. In practice, the
calendar dates of the three percentiles
may have a constant added fo them so
that @ will be a positive integer. Thus
if the 25th and 75th percentiles fall on
July 2, 6 and 12 these numbers may be
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TaBLE 4
Atlempls lo eslimale time of ezposure from
percentile points of epidemic curve,
where aciual time of exposure
was known

% No. ‘
Epidemic of !

Lcasesl
|

Estimated time of exposure
in relation to actual time

Staphylococeal 144
food poisoning |

(31

Bacillary dysen- | 97
tery {32)
Streptococeal sore
throat (33)
Streptococeal sore| 98
throat (34) Co
Salmoenellosis (35) | 207"

Lo

113

One hour early, or one
hour late, depend-
ing on whether t
and b taken as 10
and 90 percentile
poinis, or 23 and 75
percentile points.

One-half day late

One-half day late
Identical
One-half or one day

iate, depending ou
whether b; and bz

|

|

l taken as 10 and 90
1 percentile  points,
i or 20 and 80 per-
Il centile points.

1

changed to 10, 14 and 20; a
(10) {20) — 14¢ /10 + 20 — 2(14) =
2 on the new scale, or June 24 on the
calendar time scale.

This method has been tried in a num-
ber of cases where the time of common
exposure was known, to see how well
this time could be estimated. As table 4
shows, the method was capable of ap-
proximating the exposure time but not
with sufficient reliability to be very use-
ful except in one of the outbreaks stud-
jed. It seems doubtful that any better
approximation can be achieved by this
method, for diseases in which the aver-
age incubation period 1s reasonably well
known, than by merely subiraciing the
mean incubation period from the mean
of the epidemic curve. However, further
work on this problem by more refined




TaABLE 5

Intervals involved in estimation of incubation
period and generation lime in mumps, afler

Mener (13 generation ime
i‘\o of;
!CESES Median | Disp.
lwhichl tdays} | factor
Iba.sed
!
Interval between a single ; 54 | 19.5 | 1.12
exposure and onset of |
disease in contacts .
Interval between anset of + 127 | 18.3 1 1.15
primary and secondary .
cases in families j |
Interval between onset of | 09 ! 18.0 § 1.13
primary and secondary 1 i
cases in schools !

statistical methods should be encour-
aged. Resultz should be bhest when the
series is large, conforms closely to a log-
normal distribution, and of course, when
the onset times have been very carefully
established. The method can give mean-
ingful results only when all the individ-
uals in the epidemic were exposed at al-
most precisely the same time. A rough
test of whether this was the situation is
to take the difference between the times
of onset of the first and last cases and
see whether this interval exceeds the
limits of incubation time as given in
such compendia as “The Control of
Communicable Diseases in Man” (10},
Hill 11) has used another. more
complex method to estimate the time
of exposure. He employs a Bayesian
analvsis based on the assumption, taken
from (5), that incubation periods are
log-normally distributed. It has the ad-
vantage of indicating the degree of ae-
curacy of the estimate. Hill applied it
to a tabulation of 310 smallpox cases
reported by Haygarth (12) resulting
from inoculation of susceptible persons
with variolous matter in the 18th cen-
tury. Hill’s estimate of the day of in-
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cculation was between one and two day-
in error, but the true value fell wejl
within the limits that he estimated tn
have 95 per cent proiability of nehn.
ing the true value.

3. Determination of time of maxi-
mum infectiousness of source case; re-
lationship to “generation time.” In stud-
les of the familiai distribution of acute
contagious disease, the time of occur-
rence of secondary cases is governed by
two factors: the time (in relation to
the onset of clinical symptoms) at
which the source case passed the in-
fection to his contacts; and the incuba-
tion pertod. Both these times ean vary.

It is sometimes tacttly assumed that
the time of greatest infectiousness of
the acute contagilous diseases corre-
sponds precisely to the end of incuba-
tion and onset of disease, or that in-
fectiousness exterds from several days
before to several davs after the onset of
symptoms, being equally great through-
out this range. Neither assumption is
necessarily correet. While microbiolog-
ical studies are capable of shedding
much light on this, we should seek di-
rect epidemiologic evidence as well.

Table 5 consists of data from a
study of mumps by Mever (13}, who
determined onset times (taken as the
day on which salivary gland swelling
was first noted) in relation fo priov
exposure. An estimate of incubation pe-
riods was secured in 54 instances where
exposure was limited to one day, and
this estimate (19.5 days} agrees well
with estimates from other sources, The
interval between onsets of primary and
secondary cases after school and family
exposures was also determined; these
two estimates {18.0 and 18.3) do not
differ significantly from each other but
are significantly shorter tharn the incu-
bation period estimate., Their dispersion
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factors are but little larger than that of
the incubation period.

These two observations, taken to-
cether, suggest that infection was usu-
allv transmitted on the day before clin-
ical onset in the source case. Since the
source case was removed from school as
soon as parotid swelling was noted, the
child could not infect his schoolmates
after that date, but in the case of house-
hold exposure this limitation often does
not apply. Were infectivity in fact
present over the comsiderable span of
time during which mumps virus has been
deteeted in saliva, one would not ex-
pect to find the secondary crop of cases
as Hmited in their period of onset as was
the case in this and other studies.

The interval between receipt of in-
fection bv a susceptible, and the time
when he is most likely to transmiv it
to others, deserves to be recognized as
an epidemiologic concept. The term sug-
gested here for it is the generation time.
Hope Simpson (14) in 1948 termed it
the serial interval.

An objection to the concept of a gen-
eration time is that it implies that the
period of transmissibility of an infec-
tious agent is very brief when, in fact, it
is not. There is great variation in the
duration of infectivity of hosts infected
with different agents. In tuberculosis,
syphilis, yaws and a number of intes-
tinal parasitic infections, for example,
there is ofien a period of months or
vears, during which the individual is
infectious either continuously or inter-
mittently. On the other hand, in most of
the aeute viral contagious dizeases—
measles, German measles, mumps and
chickenpox, in particular—the epidem-
inlogic pattern iz such as to suggest

strongly that the infectious period is
very brief, a maiter of a few days at
most. The evidence for this statement is
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found in the many instances in resi-
dentisl schools and institutions, in which
successive discrete clusters of cases can
be clearly identified over 5 or more
disease gencrations, as well as in the
composite curve of secondary house-
hold cases.

There is some diserepancy in this re-
gard between epidemiologic and micro-
bioiogic evidence. In mumps, for exam-
ple, the virus has been detected In
saliva from 5 dave before onset to 4
davs after onset. It iz noevertheless prob-
able that the titer of virus or the prob-
ability of exeretion of virus may fall off
so greatly as one moves away from the
ceniral dav of infectivity, that signifi-
cant infectivity is limited to a short pe-
riod. Even in diseases where infectivity
is of long duration it is proper to refer to
& generaiion Time as the sverage intervi:
which elapses between receipt and trane-
mission of infection, although in such
diseases successive cases in the chain
would not be clustered.

The fact that the generation time,
rather than the incubation period, is
the determinant of the dynamies of
spread, was clearly pointed out by
Hope Simpson but has perhaps been dis-
regarded because the generation time
and ineubation period are nearly iden-
tical in most of the acute contagious
diseases. There are, however, some dis-
eases in which thev do not coincide—
for instance. svphiiis, in which
generation time is longer than the n-
cubation period. Furthermore, it is only
the generation time that can be meas-
ured in the case of inapparent infec-
tions; and the precision of thinking is
greater when this distinction is made.

Figure 1. data for which were kindly
provided by Dr. George W. Comstock,
represents the flow of mumps through
Mit. Fdgecumbe High School, a residen-

the
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tial sechool on an island near Sitka,
Alaska. The course of the epidemic in
boys and in girls, who of course lived
in geparate dormitories, was closely
gimilar, so they are not distinguished
in this figure. The dates recorded are of
admission to hospital, which usually
coincided with the detection of salivary
gland swelling. Broken lines separate
the clusters oI cases believed to repre-
sent discrete generations. Generations 2
through 6, and especially 3 and 4, can
be quite clearly identified. The median
case of each generation is marked with
an arrow and the intervals between
these medians are given. From the first
caze to the median of the eluster of 3
considered to represent generation two
is 25 days, but it must be recalled that
in mumps some 30 per cent of infections
are inapparent yet presumably infec-
tious; also that recognition of cases may
have been delaved at this early stage,
Thereafter. the generations become more
reliably determinable as the numbers
of cases inerease, The most reliably de-
termined intervals are probably those
from generation 3 to 4, 4 to 5, and 5 to

6, which are 19, 18 and 18 days, re-
spectively, as measured between me-
dians of clusters. These intervals repre-
sent estimates of generation time rather
than incubation period; but since in
mumps, infectivity begins shortly before
onset and extends wuntil shortly after
onset (or is curtailed by the child’s re-
stricted activity), these two are in faer
approximately equal.

The two hypothetical examples fur-
nished in table 6 will help to clarify the
statement that the interval between
cases in a chain of cases is the genera-
tion time rather than the incubation pe-
riod. Both start from time “0” as the
time of reccipt of infection by the ini-
tial case in the chain of cases being
considered. In situation “A”, the gen-
eration time is 3 days, the incubation
period 4 days; in situation “B” the gen-
eration time is 5 days, the incubation
period again 4 days. The initial case has
its onset on day 4 in both instances, but
thereafter cases are separated by inter-
vals of 3 days in situation A, 5 days in
situation B, despite the fact that in-
cubation periods are equal.
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4. Contributing to understanding of
pathogenesis. Incubation periods in
many diseases, at least as determined
in laboratory animals and in some in-
stances in man, vary inversely with the
dosage of the infectious agents {15).
They are also influenced by the route of
administration. Agents which can pro-
duce disease when administered either
by a “peripheral” and presumably nat-
ural route such as throat, lungs or
alimentary traet, or by direet inocula-
tion into blood, peritoneal cavity or
brain, generally have shorter incuba-
tion periods by the latter routes.

The incubation period of rabies is de-
pendent on the distance from the site of
inoculation to the head. This fact tends
to support other evidence presented by
Schindler (16) that the rables virus
travels or is propagated along neural
pathways from the location of the bite
to the brain. In tetanus also, Tateno
{17) has shown that the incubation pe-
riod is somewhat longer in man after
wounds of the extremities than of the
trunk and that it is shortest for face
and head wounds. This is contrary to
what would be expected if the toxin,
produced at the site of the wound, were
then taken into the blood stream and
transported in this way to the central
nervous system; it suggests a possible
neural or perineural pathway for the
toxin, which should be further explored.
There are perhaps alternative explana-
tions for the rather small differences in
mean incubation period for different
wound sites. In any case, the incubation
period provides a eclue to pathogenetic
mechamsms.

Poliomyvelitis is another example of
this. As previously discussed (6) the in-
terval between tonmsiliectomy and onset
of bulbar or bulbospinal poliomyelitis
tends to cluster around the mnatural
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TABLE 6
Intervals in chain of transmission of fwo
hypothetical diseases with the same
incubation period but different
generation fimes

Disease A ‘ Disease B

Generation time in days 3 5
Incubation period in 4 4
days
Individuals in chain of | Day of onset (from
transmission “0" a5 day of re-
ceipt of infection
by case 1)
1 4 4
2 7 9
3 10 14
4 13 19

incubation period, although tomsillec-
tomy performed at any time in the past
is also related to type and frequency of
the disease. The interval between inocu-
lation of certain antigens and onset of
clinical poliomyelitis is likewise a curve
centering, so far as one can tell, about
the natural incubation period. This
suggests that these precipitating fac-
tors operate at the time of initiation of
infection, rather than when the infec-
tious process is already under way or
several days before infection.

There iz some, though rather meager
evidence to suggest that in some diseases
the clinieal severity is inversely related
to the incubation period; in other words,
the individuals with shortest incubation
periods are the ones with most severe
illness. Most of the data on this point
are from laboratory experiments in
which dosage of the infectious agent is
varied, and the direct relationship may
be between dosage and severity with in-
cubation period being merely an as-
sociated variable.
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The wvariation of incubation periods
in relation to immunity status has not
been thoroughly studied. Measles in-
cubation periods are somewhat bvro-
longed aiter administration of gamma
globulin, and this is also true of infee-
tious hepatitis. Since illness is less se-
vere in such partly-immune subjects,
the prolongation of incubation periods
would be expected from the relationship
with severity mentioned in the previous
paragrapi.

There are, however, situations in
which partially immune persons are
found to have a shortened ineubation
period. These are the cases in which
hypersensitivity plays a role in the host
response to the agent. Vaccinia is a case
in point. In primary vaceinia, the vac-
einal lesion develops slowly, bui in per-
sons who have previously been suecess-
fully vaccinated or have had smallpox
it develops iaster, the speed of develop-
ment being inversely related to the in-
terval since prior vaccination. One
cannot perhaps speak of a true incuba-
L1011 pu;od here, thie  pathologic
process is under direct ohservation and
the time when the vacecinal lesion begins
to develop can be determined.

In an attempt to construct & model
to explain the incubation period and the
process of infection, several workers
have postulated that infeetion is a
stochastic  “birth-death” process in
which infectious agents are multiply-
ing at a certain rate and being killed
off at a lower rate until a threshold is
reached, above which symptoms appear.
Wiiliams (18) has developed such a
model. in which there are 3 parameters.
Two of these, the “intrinsic” paranic-
ters, are characteristic of the particu-
lar disease; they are the initial dosage of
infectious units which has an even
chance of explosive growth (or ED 500,

bur
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and the population of infectious wni;.
in the host at which symptoms are pr-
duced ( symptoms threshold). The thlm
termed the extrinsic paramerer,
actual size of dose, which varies irom,
epidemic to epldemlc. Applying
equations to a number of ohserved
epidemics he arrived at predieted dis-
tributions of incubation periods which
formed smooth curves with slight g
moderate posifive skewness and whiek
in the majority of the selecied epidemic.
were quite compatible with the ob-
gerved distributions.

SUMMARY

Following the methods of an earlier
study and employing data published by
others, the median incubation periods
and dispersion factors of some essen-
tially log-normal distributions of in-
cubation periods of diseases are pre-
sented (syphilis in rabbits, mumps.
chickenpox, smallpox by inoculation.
CNS illness after smallpox vaceination.
CNS illness after yellow fever vaecina-
tion, and tetanus). The influence o
size and uniformity of dosage on these
parameters in serum hepatitis is illus-
srated. Four uses for such information
are suggested and illustrated. They are:
{a) judging whether an epidemic is &
result of essentially simultaneous ex-
nosure of a population to an agent In a
common vehicle, protracted exposure to
the common vehicle, or propagation from

person to person; (b} estimation of the

time of a common exposure on the part
of an affected group; (c} determination
of the time of maximum infectiousness
of a source case; and (di eontributing
to the understanding of the pathogenesis
of disease. The fact that it is the genera-
tion time (defined as the interval be-
tween receipt of infection and maximal
transmission of infection}, rather than
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the ineubation period, which determines
the dvnamic behavior In propagated 1in-
sections and the interval between clus-
ters of cases is stressed. The incorpora-
Jion of information on incubation periods
and generation time will be helpiul in
:he development of mathematical models
of epidemic phenomena which can be
tested against observed epidemics.
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