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Abstract

In this paper, we study the problem of differentially-private learning of low dimensional manifolds embedded
in high dimensional spaces. The problems one faces in learning in high dimensional spaces are compounded
in a differentially-private learning. We achieve the dual goals of learning the manifold while maintaining
the privacy of the dataset by constructing a differentially-private data structure that adapts to the doubling
dimension of the dataset. Our differentially-private manifold learning algorithm extends random projection
trees of Dasgupta and Freund. A naive construction of differentially-private random projection trees could
involve queries with high global sensitivity that would affect the usefulness of the trees. Instead, we present
an alternate way of constructing differentially-private random projection trees that uses low sensitivity
queries that are precise enough for learning the low dimensional manifolds. We prove that the size of the
tree depends only on the doubling dimension of the dataset and not its extrinsic dimension.

Keywords: differential-privacy, low dimensional manifolds, doubling dimension, random projection tree

1. Introduction

Many real world datasets are measured at an extremely high dimension. Analyzing datasets in the high
dimension affects learning algorithms in many ways. Most of the existing algorithms have time complexities
that are super-polynomially dependent on the dimension of the dataset. Some algorithms need enormous
amounts of data to obtain meaningful results in high-dimensional spaces. This phenomenon is referred
to as the curse of dimensionality in the machine learning literature. One way to address this is through
dimensionality reduction (Bishop [4], Cox and Cox [13]). In many cases, although a data set may have
apparent high dimensionality, the data actually might lie on a low dimensional manifold.

Non-linear dimensionality reduction techniques (Lee and Verleysen [35]) provide ways to construct map-
pings from the given high dimensional spaces into the low dimensional manifolds in which the data actually
lie. Dasgupta and Freund [14] analyzed the technique presented by Freund et al. [23], to learn the structure
of a manifold that has low dimension d but for which the data lies in R”, with d < D. This involves
the construction of a data structure called a random projection tree (RP tree), formed by hierarchically
partitioning R¥ into subregions. The height of the RP tree constructed using random projections depends
only on the doubling dimension of the dataset. Kpotufe [34] used RP tree to construct a tree based regressor
whose convergence rate depends only on the intrinsic dimension of the data.

In this paper, we study the problem of differentially-private learning of low dimensional manifolds.
Differential privacy is a privacy model introduced by Dwork et al. [20] in a quest to achieve the dual
goal of maximizing data utility and preserving data confidentiality. A differentially-private database access
mechanism preserves the privacy of any individual in the database, irrespective of the amount of auxiliary
information available to an adversarial database client. The model is described in more detail in Section 4.
The problems one faces in learning in high dimensional spaces are compounded in a differentially-private

Preprint submitted to Theoretical Computer Science May 19, 2015



learning. Differentially private data analysis usually needs more data than its non-private counterpart to
achieve a comparable amount of accuracy. It comes from the fact that introduced noise, necessary to achieve
desired level of privacy, affects the utility. The amount of data required in high dimensional space for a
differentially private learning can make the entire task of constructing a differentially-private algorithm
preserving reasonable notion of utility challenging.

2. Our contribution

In this paper, we focus on a data of low doubling dimension as was considered by Dasgupta and Freund
[14]. We give a differentially-private manifold learning algorithm that constructs a differentially-private
random projection tree that depends only on the doubling dimension of the data. Thus our algorithm
extends the random projection tree to the differentially-private setting. A naive way of constructing a
differentially-private RP tree would be to replace a non-private data access in the RP tree construction
algorithm with an interactive mechanism for differentially-private access to the dataset. However, such a
construction involves queries with high global sensitivity (i.e. queries for which there exist datasets that
differ on only one point but such that the answers to the queries are arbitrarily far in the corresponding
metric space). This results in a substantial reduction in the accuracy of the constructed RP trees. The
reason for that is that the non-differentially private algorithm for constructing random projection trees
computes the median and this query is highly sensitive. To achieve the desired level of differential privacy
in the straightforward approach, a significant noise must be added to each result. That noise dramatically
reduces the quality of the constructed random projection tree. We circumvent this issue by constructing a
RP tree using low sensitivity queries. We prove that our differentially private RP tree algorithm adapts to
the doubling dimension of its input just as the non-private algorithm of Dasgupta and Freund [14]. Our
algorithm, as well as the algorithm presented by Dasgupta and Freund [14], is exponential in the doubling
dimension d and its sample complexity scales with the square root of the extrinsic dimension D. To the best
of our knowledge, this is the first work addressing the curse of dimensionality problem in the differential
privacy model using random projection trees. Our work is theoretical and we do not optimize constants
appearing in the algorithm. However, we emphasize that with more calculations (tedious but not hard)
most of them may be significantly improved to make the algorithm applicable in the real-life scenarios.

3. Related Work

The desire to maximize data utility while preserving the confidentiality of individuals in a database has
led to the proposal of a number of privacy models including perturbation methods (Adam and Worthmann
[1], Agrawal and Srikant [2]), k-anonymity and its variants (Samarati and Sweeney [40], Sweeney [41]) and
secure multiparty computation (Goldreich [26], Lindell and Pinkas [36]). The weakness of these privacy
models have also been well studied (Ganta et al. [25], Brickell and Shmatikov [7]). The differential privacy
framework introduced by Dwork et al. [20] offers strong privacy guarantees for every individual in the
database irrespective of any auxiliary information that is available to the database client. Following the
work of Dwork et al. [20] significant amount of work has been done in this area and most of them are
surveyed by Dwork [15, 16, 17, 18].

Learning algorithms have also been studied under the differential privacy model. Various private data
mining algorithms such as PCA, k-means clustering, ID3 are presented in a privacy model called SuLQ (Blum
et al. [5]), which is a predecessor of differential privacy. Ignoring computational constraints, Kasiviswanathan
et al. [33] showed that anything which is PAC-learnable is also differentially-private PAC-learnable. Building
upon their technique, Blum et al. [6] showed a way of constructing a synthetic database useful in any concept
class with polynomial VC-dimension. Their construction is computationally inefficient. Chaudhuri et al. [9]
showed that it is possible to obtain differentially-private empirical risk minimization algorithms by perturbing
their objective functions. Feldman et al. [21] gave an algorithm for computing differentially private coresets
that could answer k-median and k-mean queries in R%. The size of the released dataset is unreasonably large
for most values of d. Jagannathan et al. [29] presented a differentially private classifier based on random
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decision trees. Their algorithm achieves good accuracy even for small datasets. Friedman and Schuster
[24] presented a differentially private ID3 algorithm that gives better accuracies than the straightforward
construction of a differentially private ID3 tree. Recently, Chaudhuri and Hsu [8] analyzed the sample
complexity bounds for differentially-private learning. To the best of our knowledge our paper is the first one
that addresses the problem of the construction of differentially-private random projection trees.

Algorithm 1: Algorithm MakeTree (RPtree)

Input: Dataset X.

Output: A decision tree.

begin

if | X| < MinSize then

| return (Leaf)

else
Rule <~ ChooseRule(X);
LeftTree <+ MakeTree({x € X : Rule(z) = true});
RightTree < MakeTree({z € X : Rule(z) = false});
return ([Rule, LeftTree, RightTree]);

end

Subroutine ChooseRule(X)
choose a random unit direction v € RP;
pick any point x € X, and let y be the farthest point from it in X;
choose s uniformly at random in [—1, 1] - 6||x — y||/V/D;
Rule(z) :=z-v < (median({z-v: 2z € X}) + s);
return (Rule);

end

However there are several papers where differentially-private constructions of other important structures
are presented. Cormode et al. [11] consider the problem of differentially private release of a sparse data.
Chaudhuri et al. [10] investigated the performance of a differentially private principal component analysis
which is used for dimensionality reduction. Finally, very recently Kapralov and Talwar [32] presented
an algorithm that outputs a differentially-private approximation to the principal eigenvector of a given
symmetric matrix. Differential privacy has also been studied in the online learning context (see for example:
[30]). Another interesting setting involves scenario, where the access to the training features is only through
a kernel function (see: [31]).

4. Preliminaries

Differential privacy is a model of privacy for database access mechanisms. It captures a notion of
individual privacy by assuring that the removal or addition of a single item (i.e., an individual’s record) in
a database does not have a substantial impact on the output produced by the mechanism. Two databases
D, and D, differ on at most one element if one is a proper subset of the other and the larger database just
contains one additional row.

Definition

4.1 (Dwork et al. [20]). A randomized algorithm M satisfies e-differential privacy if for all databases Dy and
Dy differing on at most one element, and all S € Range(M ), Pr[M(D;) = S] < exp(e) - Pr[M(D3) = S].
The probability is taken over the coin tosses of M.

Smaller values of € correspond to closer distributions, and therefore higher levels of privacy. Let f be a
function on databases with range R". A now-standard technique by which a mechanism M that computes
a noisy version of f over a database X can satisfy e-differential privacy is to add noise from a suitably chosen
distribution to the output f(X). The magnitude of the noise added to the output depends on how much
change in f, can be caused by a single change to the database, defined as follows:
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Definition
4.2 (Dwork et al. [20]). The global sensitivity of a function f is the smallest number S(f) such that for all
Dy and Dy which differ on at most one element, || f(D1) — f(Da2) 1< S(f).

Let Lap(0,\) denote the Laplace distribution with mean 0 and standard deviation A\. Throughout the
paper A denotes the differentially-private parameter.

Theorem
4.1 (Dwork et al. [20]). Let f be a function on databases with range R™. Then, the mechanism that outputs
f(X)+ (M1,....Y,,), where Y; are drawn i.i.d from Lap(0, S(f)/€), satisfies e-differential privacy.

Using this method, smaller values of ¢ imply that more noise is added when the results are returned.
The following theorem shows that differential privacy is robust under composition, but with an additional
loss of privacy for each query made.

Theorem
4.2 ((Dwork et al., 2006)). (Composition Theorem) The sequential application of mechanisms M;, each
giwing €;-differential privacy, satisfies ), €;-differential privacy.

We first introduce some notation we will be using throughout the paper. Let X C RP be the dataset
on which differentially-private RP tree is built. Let us assume that X lies within a hypercube with the
center at (0,0,...,0) and side length £. We assume ¢ is public. For any point € R” and any r > 0, let
B(z,7) = {z : ||z — || < r} denote the open ball of radius r centered at . The radius of a cell A C RP
is the smallest r > 0 such that X N A C B(z,r) for some x € A or x € X. We denote diam(A) to be the
diameter of A which is twice the radius r. Let I be an interval that is divided into n equal subintervals
Li,...,I,. Wedenote [ =11 U...UIl,as [ =1...I,.

5. Random Projection Trees: An Overview

A random projection tree (Dasgupta and Freund [14]) is a variant of a k-d tree. k-d trees partition the
space R into hyperrectangular cells by splitting along one coordinate at each node of the tree. Although
simple in construction, they suffer from the ”curse of dimensionality,” as do many nonparametric statistical
methods. The trees become less useful as the dimension, D, increases. Dasgupta and Freund [14] showed
that there is a dataset in R” for which a k-d tree requires D levels in order to halve the cell diameter.

However, there are many datasets that appear to lie in very high dimensional space, but actually lie in a
low dimensional manifold. In order to address this situation, Dasgupta and Freund [14] gave a variant of the
k-d tree named random projection tree that adapts to the low dimensional structure of the dataset without
having to explicitly learn the structure. The random projection tree is also a spatial data structure built
by recursively splitting the data space. At each node of the tree, a direction is chosen at random from a
unit square in R” and the subset of data points at each node are projected on the chosen random direction.
Instead of choosing the median of these projected points as the split, the RP tree algorithm involves adding
a small amount of “jitter” and the split point is chosen at random from the jitter centered at the median.
Algorithm 1 shows the construction of the random projection tree as given by Dasgupta and Freund [14].
They proved a bound on the rate at which the radius of cells in an RP tree decreases as one moves down
the tree.

Definition
5.1. The doubling (or Assouad) dimension of the set S C RP is the smallest integer d such that for any
ball B(z,7) C RP, the set B(x,r) NS can be covered by 2¢ balls of radius r/2.



Algorithm 2: Algorithm MakeDPRPTree (DP-RPtree)

Input: Dataset X, the height of the current node h, constants K and g < 1/2.

Output: A decision tree.

begin

if h > MaxTreeHeight then

| return (Leaf)

else
Rule +ChooseDPRule(X);
LeftTree +—MakeDPRPTeee({x € X : Rule(x) = true, h + 1});
RightTree < MakeDPRPTeee({z € X : Rule(x) = false, h + 1});
return ([Rule, LeftTree, RightTree]) ;

end

Subroutine ChooseDPRule(X)
radius < ChooseRadius(X);
R + K - radius;
choose random direction U;
M +ComputeMedian(X,U);
choose s uniformly at random in [—6.6,6.6] - 2 - R;
return (Rule(z) :=x-U < M + s);

Subroutine ChooseRadius(X)

radius < 0;

for i e {1,...,14};
choose random direction U;
M <+ ComputeMedian(S,U);
find R = min{md : [M — md, M + md] is g-good};
if radius < R then

radius <+ R;
return radius;

Subroutine ComputeMedian(X, U)
partition [—L/2, L/2] into n segments;
let I, ..., I, denote the segments and m(i) = |{z; € X : U -z € I;}|;

choose p(i) ~ Lap(0,1/A) and N «+ é(m(z) +p(7));

if N <0 then
pick a 1 < j < n uniformly at random;
else
Jj—1 1 J 1
find j such that ;(m(z) +p(i)) < §N and ;(m(z) +p(i)) > §N;
return left end point of I;;

end

The following theorem is the main ingredient of the proof that random projection tree constructed in
Dasgupta and Freund [14] is of good quality. We will obtain similar result for a differentially-private random
projection tree constructed by us in this paper.

Theorem

5.1 (Dasgupta and Freund [14]). There is a constant ¢ with the following property: Suppose an RP tree is
built using the dataset X € RP. Pick any cell C in the RP tree. Suppose X NC has doubling (or Assouad)
dimension d. Then, with probability at least 1/2, for every descendant C' which is more than clogd levels
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below C, we have radius(C") < radius(C).

6. Differentially-Private Random Projection Tree

In this section, we describe our algorithm for constructing a differentially-private RP tree. Our algorithm
(Algorithm 2) is a non-trivial modification of the RP tree algorithm given by Dasgupta and Freund [14]. We
will start from presenting some definitions that are relevant to our construction of the differentially-private
RP tree and in proving that our differentially-private RP tree adapts to the doubling dimension.

Definition
6.1. A set X of N points and diameter A is (n, W)-dense if at least (1 —n)N points of X are within a ball
of radius %.

Definition
6.2. Consider a sequence of real numbers (B, ..., Bn) where each B; is associated with an interval I; and let
N, =>"" | Bi. For a constant 0 < g < 1, we say that the interval I = Iy, I, ...I; is g-good if the following

holds: 30_, B; > (1 — g)N.
Definition

6.3. A set X of diameter A and doubling dimension d is (T, p, f)-good if there exist two balls By(c1,71) and
Bs(co, o) with radii 1,19 < ﬁ and |¢1 — ca] = w > 2 such that each of the balls contains at least f1X|

T
of all the points from X.

A

2A

Figure 1: (n, W)-dense set of points X. Most of the point lie within radius % from the center of the small ball in the picture.
However the diameter of the set A is much larger (W > 1).

Before describing our algorithm, we will first explain a naive conversion of the RP tree algorithm of Das-
gupta and Freund [14] into a differential privacy-preserving mechanism that does not yield trees that are
good representatives of the dataset. A straightforward way of constructing a differentially-private RP tree is
by replacing each database access in the non-private algorithm with a differentially private query. By apply-
ing Theorem 4.2, one can show that such a construction is differentially-private. The following computations
in the procedure ChooseRule(X) in Algorithm 1 require an access to the database:

e pick any point x € X and compute the distance between the point x to the farthest point y € X. This
distance is used to estimate the data diameter of X.

e Rule(x):=z- v < (median({z-v: z € X}) + s) where s is chosen uniformly at random.

Let us comment more on some alternative possible approaches. The straightforward way to extend the
results of Dasgupta and Freund [14] is to replace both the diameter and the median computations with the
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differentially-private diameter and median computations (Dwork et al. [20], Beimel et al. [3]). However, both
the median and the diameter have high global sensitivity. Thus the direct way of doing this: computing
the median and the diameter of the input dataset S, then adding an appropriate noise term chosen from a
Laplace distribution (with a parameter that is linearly dependent on the global sensitivity of these queries)
substantially impacts the precision of the differentially-private median and diameter computations. Hence,
the produced random projection tree is of very low utility. There are several other variants of computing
the approximate median but none of them matches well our setting. Let us list the most important of them
now. The first alternative approach we will discuss is the exponential mechanism ( McSherry and Talwar
[37]) that provides a way to compute the differentially-private median. The importance of the median
comes from the fact that it provides a good split and consequently the diameter of data stored in the node
decreases quickly along the path from the root to the leaf. This is the case for the approximated median
computation we propose in this paper. This is however not the case when the exponential mechanism is
used. The latter one provides a good split with constant probability only if the data is not skewed (Cormode
et al. [12]). We do not need this assumption in our setting and in fact in all real life applications data is
very often skewed. Another important mechanism that can be potentially applied here is the so-called
smooth sensitivity (see for instance: the Propose-Test-Release mechanism provided by Dwork and Lei [19]
). However, the differentially private median computed using smooth sensitivity (Nissim et al. [38]) offers
a weaker privacy guarantee ((e, d)-differential privacy) than the standard differential privacy model. The
guarantees we obtain are standard differential privacy guarantees. What should be also emphasized is that
it is unclear how any of these mechanisms, when used directly in the algorithm, can be proved to provide
useful upper bounds on the depth of the differentially-private random projection tree. Controlling the depth
of the tree is the key ingredient that is needed to prove any results regarding the utility of the obtained
random projection tree.

Computing median in the setting where privacy guarantees are required can be used with the use of
the cell-based methods (see for instance: Inan et al. [28]). In that methods very often the median query is
replaced with multiple count queries, one for each value within the particular range. The median is then
calculated based on the noisy counts. Even though direct median query is very sensitive, that approach
has fixed sensitivity, becaue query regions are disjoint. In this paper we present a procedure to compute
approximations to the median using only low sensitivity count queries (thus in this sense our approach is
similar to the one presented in Inan et al. [28]). We use a much weaker assumption on the density of the
data though, namely, that the data is not entirely concentrated in a very small neighborhood. Note that
even though our algorithm divides intervals into equal sized segments, the analysis makes no additional
assumptions regarding the distribution of the data. In Blum et al. [6] the authors proposed a scheme
of constructing a synthetic database useful for any concept class with polynomial VC-dimension. Their
approach is however not computationally efficient.

To sum it up, our algorithm is conceptually much simpler than most mentioned approaches, yet it out-
performs then in terms of privacy guarantees, running time or assumptions about data distribution (our
assumptions are much more general than most requirements needed in the alternative approaches). Further-
more, it can be easily implemented. Finally, this is another approach (different from all mentioned before)
that gives strong privacy guarantees and at the same time provides practically useful random projection
trees.

Let us mention some other work regarding median computation in the
differentially-private or related privacy settings. Several optimization problems regarding computing medians
in the differentially-private way were analyzed (see for istance: Gupta et al. [27]). One of the most important
problems here is the so-called k-median problem. We are given a set of points V' and a metric space on them:
dV x V' — R. The private set of demand points D C V is also given. The goal is to select a set of medians
F CV with [F| = k to minimize the quantity ¢(F) =) .pd(v, F'), where: d(v, ') = mingep d(v, f). This
problem was considered for example in Gupta et al. [27] but also independently in Feldman et al. [22]. The
two models are slightly different. The result from Gupta et al. [27] gives smaller additive errors and outputs
a k-median approximation. In the one from Feldman et al. [22] the coresets for the problem are output. The
lower bound argument for private coresets is similar to the one presented in Gupta et al. [27]. We should
notice that tree-based partitioning techniques are extremely important in the differentially-private context.
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Some methods involve private spatial decomposition. Others focus on data-dependent structures, where a
privacy mechanism is needed for choosing splitting points. This is exactly our setting, where we need a
private median construction. In several approaches a nested tree structure with consistency enforcement
and adaptive privacy budget assignment (see [39]) is built . Those results usually improve the asymptotic
error bound and query accuracy compared to the earlier methods.

In our construction, we avoid high-sensitivity queries by computing approximations to the median and the
diameter that are precise enough for our purposes of finding a low-dimensional manifold. We describe below
the two procedures that involve computing the approximate median and the approximate data diameter.
The differentially-private random projection tree construction is given in Algorithm 2. We denote this tree
as DP-RPtree. The algorithm is parametrized by scalars g and K. The appropriate way of choosing them
will be explained later in the paper.

6.1. Computing an approximate median

We assume that all data is taken from the D-dimensional box with center (0,0, ..., 0) and edges of length
£, where ¢ is public. Let C' denote the cell that needs to be partitioned. Let X NC be the set of data points
in the cell C. First, we choose a random unit vector U € R”. The projection of any data point in X NC' onto
the unit vector U lies in the segment [—% L] where L = 2./(¢/2)2D. Since both ¢ and D are public, L is

2172
also public. We partition the segment [—%, %] into n subsegments, I;,1 < i < n. Denote the length of each
subsegment by § (we have: § = %) We call § a precision parameter. Both n and § are public. We compute

differentially private counts of the projected points 3; that fall into these subregions I;. We use these counts
to estimate an approximate median of the projection of X N C. The approximate median is defined as the
left end of the subsegment I; where S>7_1 8; < LS (8;) but 30, 8 > 132" | B, for N, = S0, i > 0.
For N, < 0 the median is defined as an arbitrary endpoint of an arbitrary subsegment I;. In other words,
the left endpoint of the lowest numbered subregion for which at least half the projected points lie to the left
is our approximate median. Since our application uses noisy counts of projected points, 8; can be negative
for some i. Hence, the perturbed median is not uniquely defined even for N, > 0. However there exists at
least one median. This is described in procedure ComputeMedian(X) in Algorithm 2. We refer to the
median defined above as the perturbed median.

6.2. Computing an approzimate diameter

Now, we describe briefly the procedure that computes an approximate data diameter. Here we choose 14
unit vectors {Ui,...,U14} C RP at random from the Gaussian distribution. It turns out that to prove the
correctness of our algorithm we indeed need at least 14 Gaussian vectors. Since this is due to some highly
technical reasons and we now try to provide a general view of our algorithm, we will not explain it more
exhaustively at this moment but it will be justified later in the paper. We first compute the approximate
medians projected onto the chosen vectors. For each U; we find the smallest portion of the segment [—%, g]
around the median such that the subsegment is g-good for a suitable parameter 0 < g < 1. Parameter
g should be small enough for the algorithm to work (how small it should will be shown later). Thus in
every trial we find some subsegment. We choose the longest subsegment among 14 that were found. This is
described in procedure ChooseRadius(S) in Algorithm 2.

The following theorem shows that random projection tree constructed by our algorithm is differentially

private. We assume that the tree is of height h.

Theorem
6.1. DP-RPtree is 14h\ differentially-private.

Proof. Let A denote the differentially-private random projection tree algorithm. To construct a random
projection tree of height h we need 14h queries to the private data. Each time we obtain a vector of
differentially-private counts which is of global sensitivity 1 (according to Theorem 4.1). Therefore, using the
Composition Theorem, one can now show that DP-RPtree is 14h\-differentially-private.

O

Thus we only need to analyze the quality of the random projection tree constructed by our algorithm.
We will focus on that in the remaining part of the paper.
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7. Differentially-Private RP Trees Adapt to Doubling Dimension

In this section we state and prove our main result, that the height of the differentially-private random
projection tree depends only on the doubling dimension of the dataset and the privacy parameter. This
section is organized as follows: first we state the main theorem (Theorem 7.1) and also a slightly stronger
result (Theorem 7.2) that implies the main theorem, then we we provide a brief outline of the proof and
finally we show all the lemmas and technical proofs that led to the presented results.

7.1. Main Theorem

Let X C RP be the dataset of doubling dimension d on which the DP-RPtree is built. Let A denote
a cell of the RP tree. By pa we denote the average density of A (i.e the ratio of the number of data points
in A over the volume of A). We prove that, with high probability, every descendant of a cell C' which is
O(dlogd) levels below has half the radius of C.

We first introduce a set of assumptions which will be used in the following theorems.

Assumption A1l Let X C RP and let A be any cell of the differentially-private RP tree. Assume the
following:

(a) X N A has doubling dimension < d.
(b) X N A has diameter 2A.

)
)

(¢) X N A contains N points.
)

(d) There is no ball of a positive radius in X N A whose density is greater than WTD pa, where W is a positive

constant.
Theorem
D . e2dd%n10g2(n) L
7.1. Let X C R”. Also let W be a positive constant, K = 400W, and N = Q(————"-=) forn = 5.

Pick any cell A of the differentially-private RP tree, and let assumption A1 hold. Assume that algorithm
parameters g and 0 are small enough. Then the probability that there exists a descendant of A which is more
than Q(dlog(d)) levels below and has radius at least 5 is at most %.

This theorem shows that our algorithm achieves a similar reduction in size of the data diameter of the
cell, as was achieved by Dasgupta and Freund [14] while preserving differential privacy. Note that the smaller
the precision parameter J, the bigger n and thus we need more data points in the theorem. This agrees with
our inuition since smaller length ¢ of the subsegment affects the privacy guarantees and therefore to obtain
the same type of differential-privacy we need more points.

In fact, we prove slightly stronger result than Theorem 7.1. This result is stated in Theorem 7.2 that

we now provide. Let v(z) = eig?;’;) and v} is the inverse of v(x), defined on [§,00]. Before showing the
theorem, we first introduce the following notation: ¢; = 2%, ¢, = %ﬁ, (3= (lfi’})/\, G = i—?c, G =P8 (52m),

6 = w;‘(ﬁ), = w;\‘(%), (s = Q/JQ(W))’ n = L/5and f = Fig for M = 130e2v/d and
some constant C'. Furthermore, we define the set of following assumptions regarding constants 4, g, K from
Algorithm 2.

Assumption A2 Assume that constants J, g, K from Algorithm 2 satisfy:

n 1 d
(a) g < 20(130e2T\/E)

b > K > 2eT f = 0.00094¢%!

( ) Co € or (g 18(\/30+21og(%)+2d10g(13062T\/E)+25)
0.1A

(C) 6 S ﬁ,
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Theorem

7.2. Let X C RP. Pick any cell A of the differentially-private RP tree, and let assumption Al (a-c)
hold. Assume the set X N A is not (n,W)-dense for some constant W, where 0 < n < 1 and N >
max((1, (2, (3, 4, C5, C6, (7, Cs), and assume A2 holds. Then the probability that there exists a descendant of
A which is more than Q(dlog(d)) levels below and has radius at least 5 is at most 3.

Theorem 7.2 implies Theorem 7.1 as follows: If X N A is (1, W)-dense then there exists a ball B of
radius % that contains all but at most n/N points of the data. So the average density inside this ball is

at least WTDp 4. Taking n = % and simplifying the lower bound on the number of data points N, we prove
Theorem 7.1.
We give here a brief outline of the proof of Theorem 7.2 (the formal proof can be found in the Appendix).

We cover XN A by Np = O(\/&d) balls each of radius A/+v/d. We prove that if we pick any two balls from N,
that are separated by a distance of at least (A/2) — (A/(512CV/d)) then with constant probability a split
point carefully chosen using a constant number of random projections separates the two balls. We also show
that any pair of balls that are separated by a distance of at least (A/2) — (A/(512CV/d)) are separated after
O(dlogd) levels with probability at least 1/2. Hence each cell contains points that are within a distance
(A/2) — (A/(512CV/d)) of each other thus proving that the radius(X N A4)< A/2.

Although superficially the outline of our proof looks similar to the one in the work of Dasgupta and
Freund [14], we emphasize that both proofs substantially differ in details. This is because our DP-RPtree
construction satisfies the dual constraints of privacy and adaptation to the doubling dimension of the dataset.
Our tree construction, unlike the one proposed by Dasgupta and Freund [14], uses approximate median
and diameter. The difficulty lies in proving that the approximate median and the diameter used in the
construction of the DP-RPtree are precise enough to learn the structure of the low dimensional manifold.

8. Appendix - Proof of the Main Theorem

To prove Theorem 7.2, we need to first show the properties of the random projections, properties of the
perturbed median and properties of the split.

Properties of the random projections

Random projections are chosen from a multivariate Gaussian distribution U ~ N(0, %I p). Dasgupta
and Freund [14] proved certain properties of random projections and showed how they affect the data
diameter. Below we list those properties as Lemmas 8.1, 8.2 and 8.3. Their proofs can be found in the work
of Dasgupta and Freund [14].

Lemma
8.1. [Dasgupta and Freund [14]]
Fiz any x € RP. Pick a random vector U ~ N(0, %ID). Then for any a, B > 0 the following holds:

o P[lU z|<ali] <\ /2a

||
v D
ﬁz
-2
)

e P[|U - x| 26%] > %e

where |z| is an euclidean norm of vector .

Thus this lemma states that a random projection R” — R approximately preserves the lengths of the
vectors, modulo a scaling factor of v/ D.

Lemma
8.2. [Dasgupta and Freund [1}]] Suppose that X C RP lies within ball B(zo,A). Pick any 0 < d,e < 1
such that de < e% Denote by 1 some probabilistic measure on X. Then with probability at least 1 — & over

the choice of random projection onto R, all but an € fraction of X (measured according to p) lies within
distance 2log(i)% of Zp.
10



Thus this lemma states that the median of the projected points lie in that central interval.

Lemma
8.3. [Dasgupta and Freund [14]] Suppose set X C RP is contained in a ball B(xo,A) and has doubling
dimension d. Denote by X random projection of X into R. Then for any 0 < § < 1 with probability greater

than 1—§8 over the choice of projection, X is contained in an interval of radius 4% 2(d + log(%)) centered
at fo .

Thus this lemma states that a set X C R of radius A whose doubling dimension is d projects to a
central interval in R of radius at most O(A/+/D/d).

Properties of the Perturbed Median

In order to compute an approximate median, we use different technique than Dasgupta and Freund [14].
In our paper, we are required to compute a differentially-private median. As explained in Section 6, instead
of computing a differentially-private median in a traditional way which involves computing the median and
then adding appropriate Laplacian noise, we compute approximations to the medians. Below we first provide
the list of useful properties of the approximate medians. Those properties follow from the lemmas that are
given below.

1. If an interval I in the projected line contains only a small fraction of projected points of X, then I
also contains only a small fraction of differentially-private count of projected points and vice-versa
(consequence of Lemmas 8.4, 8.5 and 8.6).

2. The perturbed median M lies close to g, where &y is the projection of the center of the ball B(xg, A)
(consequence of Lemma 8.7).

3. If an interval contains 1 — g fraction of projected points, then the perturbed median lies within that
interval with high probability (consequence of Lemma 8.8).

The above properties are the direct consequences of the technical lemmas that we will provide now.

Lemma
8.4. Let {l1,....l,} be a family of independent Laplace random variables L(0,1/)X). Then for any W > %

we have: Plly + ...+ 1, > W] < (Aemz".

Proof. This lemma proves an upper bound for the tail of the sum of independent Laplace random variables.
Denote Y =11 + ... + [,,. We will use the following formula for the density gy of Y:

n—1
(n+k—-1)" 1
ov () =D iy g X ),
k=0

n—k
where: x(y,n, k,\) = meﬂ\\y”mn—kﬂ.
So we have:
n—1
n+k-1)" 1 Ak /00 o m1
PlY > = v d .
=Wl ];) Kn—1)! 2otk (n—k—1)1 )y, & 7 Y (1)

Denote T'(m) = f;;,o e *y™dy. By the differentiation by parts we easily obtain the following recursive
formula:

T(m) = ~(e W™ 4 mT(m — 1)) (2)

So we obtain:
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where:

e MW m(m — 1) m!
T — m Tryprm—1 AT T A ygm—2 e
(m) 5 (W +)\W 2 w + +)\m) (3)
We have:
n—l
n+k—1)! 1 An—k
Py > = Tn—k—-1 4
W] Z) W= 2 k=L k= )
SO
n—1
(n+k-1)" 1 AR e AW
> frng
Py = W] k;) Hin =10 2% k=11 x k) (5)
n—k—1 1 Wi
Z ﬁ )\n k—1—1 (6)
=0

So we obtain:

PlY > s (7)
We have:
n—k—1 n—k—1
()‘I/V)Z i 1-— ()‘W)n § n—k
<
i T4 (AW) 1- W (A7) (8)
1=0 =0
for W > %
Therefore we have:
n—1 1 €_>\W n—1
PW <Y]<e W) ontht o AWk = 5 > W)k (9)
k=0 k=0
So: . ( )
e~ AW AW )™
PW <Y "_1)< 1
W <] < o (W) 1) < S (10)
for W > 2
SOP[Y>W]< Qw)” for W > %,
O

Lemma
8.5. Fiz some constants 0 < h,h <1 such that h+h < 1. Fiz some interval Int = Ij1q,...,Ij4; for some
j,t, where t > 1 that contains at most a fraction h of all N projected points, where N > ﬁ. Then with

probability at most (v (h N+ V(’lliN)) we have:

2(h+h")

Z( m(G+14) + plj + (h+h) Z

where each p(i) ~ L(0,1/X).
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Proof. Assume w.l.g. that Int = I,,..., I;. Assume that S°/_, (m(i) + p(i)) > (h+ k") S0, (m(i) + p(i)).
Using the fact that Int contains at most hIN projected points, we obtain

Zp(i) - (h+h/)zp(i) > NN (11)

So we have either

i=1 2 =1 (h +h )
The proof follows using Lemma 8.4. U
Lemma
8.6. iz some constants 0 < h,h <1 such that h+h < 1. Fix some interval Int = Ij;1,..., 114 for some
j,t, where t > 1. Assume that interval Int contains at least a fmctzon (1 — h) of all N projected points,
where N > )\h, . Then with probability at most V(%) + I/(h N we have:

t

S (m(+i) +p(G+i) < (1—h—h) Z

i=1
where each p(i) ~ L(0,1/X).
The proof of this lemma is similar to Lemma 8.5 and therefore is not provided.

Lemma

8.7. Let A C RP is contained in the ball B(wo,A). Let |Al = N, where N > 33. Then with probability
at least 1 — (g5 + 2n(v(3Y) + v(38))) the perturbed median M is within distance % from 2y where
0=1L/n.

Proof. By Lemma 8.2 we can say that with probability at least (1 — %), all but at most a %—fraction of
all the projected data points are within an interval Int of center 2y and radius %. Let I,..., 14 be
the smallest sequence of interval segments that contain Int. Let a and b be the left and the right-ends of
I, ..., Ij1y. Let E be the event that M is not within distance % from #y. If E holds then either
M < aor M > b. In both cases, there exists some interval I = Iy, I, ..., I} or I = Iy, Ix+1,..., I, for some
k€ {1,2,..n} such that I N Int = ® and ., -, (m(s) +p(s)) > § D1 (m(s) + p( )). This holds with

probablhty at most 1/(3N )+ 1/(3N ) which follows from Lemma 8.5 by choosing h = g and b = 10, where

N> . Since there are at most 2n intervals of the form I, the proof follows using union bound. O
Lemma

8.8. Assume that the interval I = I; 1, ..., Ij1 contains all but at most a fraction § of all N data points for
some constant g < %. Then with probability at least 1 —2n(v((3 — g)N) + v/( (f_q) )) the perturbed median
M is within I* = IjIj+1a -~-alj+t-

Proof. It M ¢ I*, then there exists interval I' = Iy,...01; or I' = I, ... I,, disjoint with I, such that

> wr.cr(m(s)+p(s)) > 13" (m(s)+p(s)) with probability at most n((%fg)N)an(( g)N) (Lemma 8.6).
Since there are at most 2n intervals of the form I’, the proof follows using union bound. O
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Properties of the Split
Given two balls B;, B; we say that a split is good if it completely separates them. A split is bad if the
split point intersects both the balls. The remaining splits are called neutral.
The following lemma says that a split point chosen according to the rule ChooseRule in Algorithm 2
20n

is of good quality. We first introduce the following notation: (3 = %%, (3 = %\, (3 = (1%77})/\, G = )1\—?;,

= ngl(gn%)a G = wﬁ(ﬁ) ¢r = wf\l(%)a 8 = Tﬁ&l(m))a n = L/5 with § < %- Let
C=+VV-K,where V=2(,/2lo g(els) +26) and g = 1 f is a constant as described in Algorithm 2.

Lemma
8.9. Let N > max((1, (2, (s,C4,5,C6,C7,Cs). Let X C B(xp,A) have doublmg dimension d>1, and let X

be (T, p, f)-good for p > 65¢% and T = (14 2¢2/v/d)W. Assume that % > K> % 55 . Pick any two

)
balls B = B(z,r) and B' = B(z',r) such that (i) their centers z and z lie in B(zq, A), (ii) the distance
between these centers is at least %A —r and (#i) the radius r is at most 512AT\/E' Choose a split point

according to the rule ChooseRule in Algorithm 2. Let p; denote the probability that X (B and X ﬂB/ will
completely be contained in separate halves of the split and p, be the probability that the split point intersects
both X (B and X (\B . Then pg = p;— 2p, > % — 61781 > 0. The probabilities are taken over the choice
of random directions U .

A
A ,
median Z Z
« IS e
B(z ,7) o) B(z 1)

Figure 2: The setting as in Lemma 8.9. The key observation is that the projection images of the balls B(z,r) and B(z/,r)
are well-separable and their distance is at least of order Q(%) Thus, since the splitting point is chosen according to the

random procedure, the probability that both projections with end up being on the different sides on the splitting point (which
is proportional to the distance between the images) is lower-bounded by a positive constant.

Proof. Let U denote the random direction chosen in Algorithm 2 (in Algorithm 2, we choose 15 random
directions- 14 of them to compute the median and the fifteenth one to choose the split point). Choose

01 = 31 and dy = 0. Denote by B and B’ the projections of X (B and X B’ respectively on U. Notice
that:

1. With probability at least 1 — 247, both B and B’ are contained within intervals of radius at most
ﬁ around 2 and £ respectively (consequence of Lemma 8.2).

2. With probability at least 3/5, |2 — z | > \F (consequence of Lemma 8.1).

3. With probability at least 1 — p3, where p3 = \/Li(é) both 2 and £ are within distance 2 \F of @y,

where 7y is the projection of g (consequence of Lemma 8.1).

4. The distance of the perturbed median of X from 7 is at most % with probability at least py <

(710 + 2n(v (3N) + V(3N)) + v(N)) (consequence of Lemma 8.7).

We can now use the above properties to prove p; — 2p,, > 0. Recall that the procedure ChooseRadius
in Algorithm 2 computes an interval with the perturbed median as its center that is g-good. Let E; be the
event that radius of the interval is at most \ﬁ and Fy be the event that the radius is larger than V A
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Let 61 = P(E;) and 03 = P(E3). We say that a random direction U is good if properties 1,2,3 and 4 are
satisfied and F4y and Es do not hold. Let p, = P(U is good) and p. = P(B, B are cleanly separated |U is
good). Then p; > pyp.. It can be easily shown that

2 26
> —62—7224-196)7“6, (13)
where:
3N 3N
=—-26, —2 — -6, -0 14
L= 200 ) + () vN) — 61— 6 (14)
and
A 2A
e _ 4/D  16CVD
T = T 266KAV (15)
VD
Using the observations P[|z — 2| < scA\/E} < (/2552 and Plsplit point intersects B] < cote o, We can
show that
2 64 1
w < (1] = 201 + 6 16
Pe= W iigmsc)G616.0) T2 T (16)
We can prove that 01 < % and 0 < % and the proofs are provided below. Thus it is true that
Pd = Pi — 2Dy > 0(‘),010(94 18 >0 for K < 700(1(;{{;@ . O

PROOF OF THE CLAIM 6; < Z5r .

Proof. Choose a random direction U. (Recall that this is one of the random projections chosen in the
procedure ChooseRule of Algorithm 2. Since X is (T, p, f)-good, by definition, there exist two balls
in X, namely: Ci(ci,l) and Ci(cz,l) each of which contain at least fN points of X and is such that
di = dist(cy,c2) > % and [ < p%. Choosing 03 = e% and using Lemma 8.3, we can conclude that with

probability at least 1 — d3 the projections of C; and C5 lies within segments of radius %d} 21o g( )

If I¢ is a segment centered at M and of radius R and does not intersect the projection of C; or the
projection of Cy then Int contains at most (1 — f)N projected data points. This follows from the fact
that X is (7T, P; f) good Let I¢ denote any fixed interval containing at most (1 — f)N points. Choosing
h=(1-Y), h = 7, and using the assumption N > = 1t follows from Lemma 8.5 that with probability

at most v(LN) + v (2(2 f)) the following holds: Z“ige( m(i) + p(i)) > (1 — g) > i, (m(i) + p(i)). There
are at most n? possible intervals I¢ formed by some number (possibly 0) of consecutive subintervals I;.

Hence, with probability at least 1 — (\/%a +203) — (v ( Ny 4 y( 7 f) ))n? every point from the projection

of 1 is at distance at least K% from every point from the projection of C; and the interval I¢ intersects

Cy and Cy. This implies R > KA with probability at least 1 — (\/%a +263) — (v ( Ny 4+ 1/( e f)))n2

VD
Since the rad is calculated as the maximum over all R on 14 independently chosen random directions U,
61 < ((n(LX) + n(2(2 f)))n2 + (\/%oz +243))'. This implies 6; < -3¢ from our assumptions on N. O

PROOF OF THE CLAIM 6 < 1% .
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Proof. Fix i*" random direction U. From Lemma 8.2, we know that with probability at least 1 — %, all

but at most a h-fraction of all N points are within distance at most d; = f 210g( ) from #y. Let Int

denote the interval centred at 2y and radius d;. Let Int* denote the shortest 1nterval centred at 2y, and
radius at least d; that contains Int such that Int" is the union of sub-segments I;,. The radius of Int* is at
most dy + 0.

Choosing h = h = , and assuming N > using Lemma 8.6 and 8.8, we can show that the probability

Vi f7
for any U chosen from the set of 14 random directions, that radius R is larger than V% is at most

pm = (5 + l/(4(1 g)) + (4 Ny 2(v ((2 9N ) + v(3 — g)N)n). So it suffices to show that p,, < 5. But
that follows directly from our assumption on N and hence 65 < JT%. O

Proof of Theorem 7.2: Cover X N A by balls of radius » = A/(512C/d), where C is a constant defined
in Lemma 8.9. Since X N A has doubling dimension d, X N A is covered by at most N, = (O(d))? balls. Fix
any pair of balls B, B from this cover whose centers are at distance at least % — r from one another. Let

Pk be the probability that there exists some cell k levels below A which contains points from both B and B
(k=1,2,...). Let p; and p, be the probabilities defined in Lemma 8.9. To apply Lemma 8.9, first we need
to prove that if X N A is not (n, W)-dense then X N A is (T, p, f)-good. We do it the following way: cover
XNA by CM¢ balls, each of radius ]\A/[ where M = 130e2TV/d. There exist at least one ball that contains at
least & Md points. Denote this ball by B (zo, M) Consider all balls with centers outside B2 If those balls
together contain at most 7N points then at least (1 — 1) N points are within ball Bs(zo, & 7+ M> implying
that X N A is (n, W)-dense, which is a contradiction. So the balls with centers outside By contain altogether
at least nN points. One of them, denote it by By, contains at least =37z N points. Let f = &iz, p = TL\/E'

Using balls By and By we can conclude that X N A is (T, p, f)-good. Now, we are ready to apply Lemma 8.9.
It follows from Lemma 8.9 that for k > 1: pr, < p; -0+ py - 2pr—1 + (1 — p1) - pr—1 and pp < wpk 1, Where
0 <w= (1~ (pu—2pm)) < 1. Thus for some constant ¢ and k = c dlog(d), we have p; < 5. Taking the

union bound over all pairs of balls from the cover which are at the prescribed minimum dlstance from each
other completes the proof. [ |
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