
Constrained Persuasion with Private Information

Andrew Kosenko∗

September 12, 2021

Abstract

I study a model of strategic communication between a privately informed sender who can
persuade a receiver using Blackwell experiments. Hedlund (2017) shows that private informa-
tion in such a setting results in extremely informative equilibria. I make three points: first, the
informativeness of equilibria relies crucially on two features - the mere availability of a fully
revealing experiment, and a compact action space for the receiver. I show by examples that
absent these features, equilibria may be uninformative. Secondly, I characterize equilibria in a
simple model with constraints for the sender (only two experiments available, none are fully
revealing) and the receiver (discrete action space). I argue that noisy experiments and dis-
crete actions are the norm rather than the exception (and therefore, private information need
not result in information revelation). Thirdly, I define a novel refinement that selects the most
informative equilibria in most cases.
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1 Introduction

To what extent can one agent persuade another, less informed, agent to act by providing them with
information? Is such persuasion ever credible, and if so, how much information can be conveyed
in such a setting? How do the agents fare with regard to welfare? With mutual uncertainty about
the payoff-relevant state of the world, the problem of information design with private information
on one side has a number of intriguing features - not to mention the myriad applications.

I study these questions in a setting of a communication game with persuasive signaling. There
is a single sender and a single receiver who share a commonly known prior belief about an un-
known state of the world. The sender obtains a private, imperfectly informative signal about the
state of the world, and armed with that knowledge1 chooses an information structure - a Black-
well experiment (Blackwell (1951), (1953)) - that will generate a signal correlated with the state.
All experiments have the same cost: zero. The receiver then has to take an action, based on the
prior belief, the choice of experiment, as well as the realization of the signal from the experiment,
that will affect the payoffs of both parties.

This paper is the first to study constraints on this problem. For the sender these constraints
take the form of limiting the informativeness or number of experiments available, while for the
receiver they take the form of a coarse action space. I show by examples that if the informativeness
of experiments is bounded from above, or if the action space is coarse, the equilibria may be quite
uninformative - a conclusion which stands in sharp contrast to earlier work. I then summarize
the main features of equilibria of a model of constrained persuasion where there are only two
experiments available. Concerned with two main issues - the informativeness of equilibria, and
the welfare of the two sides, I apply a novel a refinement that typically selects the most informative
equilibria.

The reason for introducing constraints is two-fold: first, they better reflect the actual actions
available to the parties in applications. Secondly, the kinds of equilibria that are possible are very
sensitive to the presence of such constraints - a problem with such constraints can have radically
different, and uninformative, equilibria. The punchline is that with constraints, private information
matters. In contradistinction to the unconstrained setting, the receiver may not find out the type of
the sender or the state of the world in equilibrium in a model with constraints.

The setup is motivated by two important leading examples - a justice system setting where
a district attorney is trying to persuade a grand jury to indict a defendant, and a drug approval
setting where a pharmaceutical company is aiming to persuade a regulatory authority of the value
of a new drug. In both settings the party that is trying to convince the other party of something
may (and in fact, typically, does) have private information about the true state of the world. In the
case of the district attorney, this may be something that the defendant had privately indicated to
the counsel, or the attorney’s past experience with similar cases; in the case of the pharmaceutical
company this may be internal, preliminary, data or the views of scientists employed by the com-

1At that point, the beliefs of the sender and receiver about the state of the world will no longer agree in general, so
that one may think of this situation as analogous to starting with heterogeneous priors (Alonso and Camara (2016)).
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pany. In both cases the persuading party has to conduct a publicly visible experiment (a grand
jury proceeding or a drug clinical trial) that may reveal something hitherto unknown to either
party. A key feature of this setting is that the evidence, whether favorable to the attorney or the
drug company, or not, from such an experiment cannot be concealed. In other words, once it is
produced, the evidence cannot be hidden - but one may strategically choose not to produce it. Fur-
thermore, I assume that evidence is produced stochastically - one can exercise only probabilistic
control over the realizations of different pieces of evidence.

The preferences of the different types of sender are identical (so that, in particular, there is
no single-crossing or analogous assumption on the preferences). Their type doesn’t enter their
payoff function; in fact, not even their action enters their payoff directly - it does so only through
the effect it has on the action of the receiver. This assumption intends to capture the feature that
there is nothing intrinsically different in the different types of senders and to isolate the effect of
private information on outcomes. It will be useful to distinguish between three different receiver
beliefs about the state of the world - ex-ante (before observing the choice of the experiment by the
sender), ex-interim (after observing the choice of experiment, but before observing the experiment
realization), and ex-post (after observing the experiment realization).

Hedlund (2017) studies a very closely related setup, finding that in a model where all exper-
iments, including a fully revealing experiment (FRX, for brevity), are available, and a compact,
convex, and connected action space for the receiver, private information forces equilibria to be ex-
tremely informative. There, equilibria are of two kinds - "either separating (i.e., the sender’s choice
of signal reveals his private information to the receiver) or fully disclosing (i.e., the outcome of
the sender’s chosen signal fully reveals the payoff-relevant state)" (Hedlund (2017) p. 1). In other
words, the receiver either directly finds out the state, or at least he finds out the sender’s type.
In the first case the sender’s private information is irrelevant. In the second it is always fully re-
vealed. Thus, private information does not help the sender (in particular, the sender should never
pay for private information), and in that sense, private information in that setting does not mat-
ter.2 Among other results is the fact that "the sender prefers the symmetric information benchmark
over the equilibrium," while "the receiver prefers the equilibrium (i.e., the receiver benefits from
her ignorance)" (Hedlund (2017) p. 4).

This paper makes three points. The first is that the mere presence - regardless of whether it is
chosen in a particular equilibrium or not - of an FRX is important. Equilibria in a model where
an FRX is not available are different. If an FRX in unavailable (and an arbitrarily small amount
of noise in only a single state is enough), private information need not result in very informative
outcomes. Likewise, a model with a binary action space (even if all experiments are available) has
relatively uninformative equilibria.

The results, absent an FRX, or a compact action space, are intriguing: for example, the sender
is not indifferent across all equilibria as in Hedlund (2017), and may or may not benefit from

2Alonso and Camara (2018) show that if a fully revealing information structure is available, then an uninformed
sender can replicate any distribution of payoffs that can be achieved by an informed sender, and therefore, in a sense,
private information is not useful in that setting.
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being privately informed, relative to the symmetric information benchmark. The receiver can still
benefit from persuasion, even in this setting of private information and known "ulterior" motives
on the part of the sender.

Aside from the contrast with the work of Hedlund (2017) vis-à-vis the informativeness of equi-
libria, there is also an interesting parallel with Alonso and Camara (2018) with regard to welfare. In
a somewhat different context they show that in the presence on an FRX, the sender does not benefit
from private information, while in its absence the welfare of the sender is ambiguous. I reach the
same conclusion, studying a more parsimonious and explicit model, with full equilibrium char-
acterization. Thus, the presence of an FRX is important not only for the kinds of equilibria, and
their informativeness, but also for their welfare properties. The present paper is not, however, a
special case of Alonso and Camara (2018)3, which further underscores the significance of the FRX
for interpretation of the results of models in this literature.

The reason that a compact, connected, and convex action space for the receiver is important
in the present model is that without it - with any "coarseness" - the action of the receiver will be
locally constant for some ranges of the posterior belief. This results in a lack of strict monotonicity
of the payoffs, which in turn, makes possible the uninformative equilibria. Of course, in most
applications, actions are, indeed, coarse: approve/deny, convict/acquit, and so on.

The reason that the FRX is important is because it provides a possible deviation for the sender
with the (very special) property that upon choosing it, there is no flexibility about receiver interim
beliefs. Since the experiment is fully revealing about the state, interim beliefs are irrelevant. The
fact that this action and its consequences are always available means that in any equilibrium,
no type of sender can prefer to deviate to it. This, however, eliminates equilibria where types
pool on less informative experiments; these equilibria are ruled out in a model with an FRX and
a compact action space because if they were to exist, the "good" type of sender would always
(under reasonable assumptions on preferences) wish to distinguish herself, and deviate to the
fully revealing experiment.4 The sender is, in a sense, guaranteed a "safe" (though fully revealing)
action that does not depend on interim beliefs. If an FRX is absent, whether the good type wants
to deviate (to a "most informative" experiment) is less clear, because there is now the question
of what receiver interim beliefs are upon observing such a deviation, and for some beliefs, the
receiver may not choose the action that is preferred by the sender, and therefore, the sender might
not wish to deviate to a most informative experiment in the first place. This makes the existence
of pooling equilibria (where the pooling is on a less informative experiment) possible.

3Using the language of Alonso and Camara (2018), the experiments studied here are not "redundant" - observing
the outcome of an additional experiment will generate more information, and change the beliefs of the receiver.

4For intuition for this result note that in a pooling equilibrium the receiver’s interim belief must be the prior. The
sender prefers high actions; in equilibria where the receiver follows the signal realization this means that on path, the
probability of the good signal realization (and thus the good action) is proportional to the interim belief (in this case, the
prior) and the probability of the good signal realization. But the beliefs of the good type of sender are different from the
prior - from her point of view, the good state is more likely, and since the fully revealing experiment always reveals the
state, the probability of a good signal realization - from the point of view of the good type of sender - is always higher
than that in a pooling equilibrium. Note that this argument depends on the interim beliefs being irrelevant when the
sender chooses the FRX.
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Bounding the informativeness of experiments from above, thus constraining the action space
for the sender (example 1), or introducing coarseness in receiver actions (example 2), or doing both
(example 3) changes the outcome dramatically. Hence an economist should (perhaps) care about
what may seem to be a technicality - the question of whether extremely informative experiments
are available is important because its mere presence, regardless of whether it is used or not, will
determine the informational and welfare properties of the outcome. In any reasonable application
an FRX is typically unavailable, which of course implies, that the relevant kinds of equilibria are
of the kind studied here.5 The very same is true of a compact action space.

This discussion is graphically summarized in Table 1; in gray are highlighted the combinations
of assumptions studied in the paper, with corresponding numbered examples.

Compact action space for R Discrete action space for R

FRX available
Either separating or fully revealing
equilibria (Hedlund (2017))

Uninformative outcomes possible
Example 2

FRX unavailable
Uninformative outcomes possible
Example 1

Uninformative outcomes possible
Example 3

Table 1: Summary of Assumptions and Possible Equilibria

Given these disquieting conclusions - that the previous results on private information lead-
ing to very informative equilibria - relied on assumptions that are unlikely to be satisfied, and
that without these assumptions, equilibria may be uninformative, is there any way of reobtain-
ing the (very desirable) informative equilibria? What is a natural equilibrium refinement that
has economic content, and makes a meaningful and attractive selection when other refinements
are silent? That is the third and last contribution of this paper. The refinement (operating by re-
stricting off-path beliefs), which I term "belief-payoff monotonicity", or BPM, relies on a particular
illustrative kind of reasoning: it requires that upon observing a deviation, the receiver must be-
lieve that it is coming from the type that benefits relatively more from that particular deviation;
this belief consistency requirement rules out some of the less informative equilibria.

The rest of the paper is organized as follows: in the next section, I discuss the literature and
place the model in context. Section 3 describes in detail the setting, while sections 4, 5, and 6
contain examples 1, 2, and 3; section 6 also characterizes equilibria in a model of constrained
persuasion with only two experiments for the sender and two actions for the receiver. Section 7
introduces and applies the BPM refinement, discusses welfare, and briefly concludes. General-
izations that show that the results are robust to expanding the set of information structures and
non-dichotomous states of nature can be found in Kosenko (2021). The proof of proposition 7 is in
the appendix.

5Interestingly, in work on multi-sender persuasion (Gentzkow and Kamenica (2017a), Gentzkow and Kamenica
(2017b)) a similar insight has emerged - the capability of one player to unilaterally mimic a particular distribution
of signals ("Blackwell-connectedness", which can be thought of as an analogue to a fully revealing experiment in a
single-sender framework) has become a key condition.
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2 Relationship to Existing Literature

This work is in the spirit of the celebrated approach of Kamenica and Gentzkow (2011) ("KG" from
here onward) on "Bayesian persuasion"; they also identify conditions under which the sender
"benefits from persuasion", utilizing a "concavification" technique introduced in Aumann and
Maschler (1995).

Hedlund (2017) is very closely related work; he works with a similar model (and also uses a
refinement concept - D1) but he assumes that the sender has a very rich set of experiments avail-
able; in particular, an experiment that fully reveals the payoff-relevant state is available. He also
places a number of other assumptions, such as continuity, compactness and strict monotonicity
on relevant elements of the model. I present an independently conceived and developed model
but acknowledge having benefitted from seeing his approach. This work provides context to his
results in the sense that I consider a simpler model where one can explore the role of particular
assumptions and show the importance of these features for equilibrium welfare. In particular, I
consider experiments where a fully revealing experiment is not available, and the action space for
the receiver is not a compact interval; these assumption appears to be more realistic in applications
and create an additional level of difficulty not present in Hedlund (2017).

Perez-Richet (2014) considers a related model where the type of the sender is identified with
the state of the world; there the sender is, in general, not restricted in the choice of information
structures. He characterizes the (many) equilibria and applies several refinements to show that
in general, predictive power of equilibria is weak, but refinements lead to the selection of the
high-type optimal outcome. His model is a very special case of the model presented here.

Degan and Li (2015) study the interplay between the prior belief of a receiver and the precision
of (costly) communication by the sender; they show that all plausible equilibria must involve
pooling. In addition, they compare results under two different strategic environments - one where
the sender can commit to a policy before learning any private information, and one without such
commitment, and again derive welfare properties that are dependent on the prior belief. Akin to
Perez-Richet (2014), they identify the type of sender with the state of the world.

Alonso and Camara (2018) show that with an FRX, the sender can not benefit from becoming
an expert (i.e. from learning some private information about the state). Among other results, they
provide a condition ("redundancy" - the ability to duplicate a distribution of signal realizations)
under which the sender can never benefit from becoming informed. In the present setting this
condition will not be satisfied, and indeed, I find that the sender can sometimes benefit. They
work with a more general model but make several assumptions to obtain sharp characterizations.
In contrast, I work with a very simple but explicit model that is perhaps more illuminating.

Related work includes Rayo and Segal (2010), who show that a sender typically benefits from
partial information disclosure. Gill and Sgroi (2012) study an interesting and related model in
which a sender can commit to a public test about her type. Alonso and Camara (2016) present a
similar model where the sender and receiver have different, but commonly known priors about
the state of the world. The model in this paper can be seen as a case of a model where the sender
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and receiver also have different priors, but the receiver does not know the prior of the sender. In
addition, Alonso and Camara (2016) endow their senders with state-dependent utility functions.

3 Model

Setup

Consider a strategic communication game between a sender (she) and receiver (he), where the
sender (S) is privately, though imperfectly, informed about the state of the world. Consequently,
the receiver (R) will form beliefs about both the type of the sender and the state of the world.

There is an unknown state of the world, ω ∈ Ω = {ωL, ωH} = {0, 1}, unknown to both parties
with a commonly known prior probability of ω = ωH equal to π ∈ (0, 1). The assumption of a
binary state is maintained throughout the paper (see Kosenko (2021) for extensions and additional
discussion). The sender can be one of two types: θ ∈ Θ = {θL, θH}. The sender’s type is private
information to her. The type structure is generated as follows:

P(θ = θH |ω = ωH) = P(θ = θL|ω = ωL) = ξ (1)

for ξ ≥ 1
2 , with the other signals occurring with the complementary probability.

A key feature distinguishing this model from others is that the private information of the
sender is not about her preferences, but about the state of nature. In this sense the sender is
more informed than the receiver. By contrast, in, say, Perez-Richet (2014), the state is identified
with the preference parameter.

The sender chooses an experiment - a complete conditional distribution of signals given states;
all experiments have the same cost, which I set to zero. The choice of the experiment and the
realization of the signal are observed by both the sender and the receiver. The set of available
experiments is Π with typical element Π. The sets Π will be different in examples 1, 2, and 3.

The receiver takes an action a ∈ A; the action sets will also vary in the examples. Let µ(Π) =

P(ω = ωH |Π) be the interim (i.e. before observing the realization of the signal from the experi-
ment) belief of the receiver about the state of the world. Let β(ωH |Π, σ, µ) be the posterior belief
of the receiver that the state is high conditional on observing Π and σ, given interim beliefs µ.
Here what matters are the beliefs of the receiver about the payoff-relevant random variable (the
state of the world), as opposed to beliefs about the type of the sender, as in the vast majority of the
literature.

Denote by p(θ) ∈ ∆(Π) the strategy of the sender, let v(Π, θ, q) , E
(
uS(a)|Π, θ, q

)
be the

expected value of choosing experiment Π for a sender of type θ when the receiver uses a strategy
q(Π, µ) ∈ ∆(A), and v̂(Πi, µ, θj) , Eσ,a(uS(a)|Πi, µ) denote the expected value of choosing an
experiment Πi for type θj when the receiver’s interim beliefs are exactly µ. The function v̂ is
piecewise linear in µ and continuous in the choice of the experiment.
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Equilibrium Concept

The basic equilibrium concept is PBE:

Definition 1. A perfect Bayesian equilibrium with tie-breaking is a four-tuple (p(θ), a∗(Π, σ), µ, β) that
satisfy the following conditions:

1. Sequential Rationality:

∀θ, p(θ) ∈ arg max v(Π, θ, q) and a∗(Π, σ) ∈ arg max ∑
ω

u(a, ω)β(ω|Π, σ) (2)

2. Consistency: µ and β are computed using Bayes rule whenever possible, taking into account the
strategy of the sender as well as equilibrium interim beliefs about the type of sender.

3. Tie-breaking: whenever β(Π, σ) = 1
2 , a∗(Π, σ) = aH.

The first two parts of the definition are standard. I augment the definition with a tie-breaking
rule (the third requirement) to facilitate the exposition. The rule requires that whenever the re-
ceiver is indifferent between two actions, he always chooses the one preferred by the sender.6 A
more substantive reason to focus on this particular tie-breaking rule is that this makes the value
function of the sender upper-semicontinuous, and so by an extended version of the Weierstrass
theorem, there will exist an experiment maximizing it.

Timing

The timing of the game is as follows:

1. Nature chooses the state, ω.

2. Given the choice of the state, Nature generates a type for the sender.

3. The sender privately observes the type and chooses an experiment.

4. The choice of the experiment is publicly observed. The receiver forms interim beliefs about
the state.

5. The signal realization from the experiment is publicly observed. The receiver forms posterior
beliefs about the state.

6. The receiver takes an action and payoffs are realized.
6It is common in the literature to focus on "sender-preferred" equilibria; I do not make the same assumption, but

"bias" equilibria in the same direction.
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4 Example 1: A Compact Action Space and An Upper Bound on Infor-
mativeness

This section exhibits an example showing that bounding the informativeness of experiments from
above changes the kind of equilibria that can arise. The example shares some features with the
canonical example of KG, and some features with Hedlund (2017); essentially I am interested in
the kinds of equilibria that can arise in the environment studied by Hedlund (2017), but with a
constraint on the informativeness of experiments.

Let the common prior be π = 3
10 , let θL = 1

1000 , θH = 99
100 , the action space for the receiver be

A = [0, 1], and utilities given by uS(ω, a) = a, uR(ω, a) = −(ω− a)2.7

Experiments are represented as matrices, with the (i, j)’th entry reflecting the probability of
signal i in state j.

Π =

ωL ωH( )
σL ρ0 1− ρ1

σH 1− ρ0 ρ1

with ρ0, ρ1 ∈
[ 1

2 , ρ
]
. The sender is free to choose any ρ0 and ρ1 in this set. Of course, if ρ = 1, a

fully revealing experiment is available, and is simply the 2× 2 identify matrix denoted by ΠFI .
To capture the fact that a fully revealing experiment is not available, put an upper bound on
the informativeness of the signals, say ρ = 0.9, and refer to the maximally (as opposed to fully)

informative experiment as ΠMI =

( )9
10

1
10

1
10

9
10

.

Say that Π ′ is more informative than Π if ρ ′0 ≥ ρ0 and ρ ′1 ≥ ρ1. To make the contrast with Hed-
lund (2017) as stark as possible, let us also use the same refinement - D1 (Kohlberg and Mertens
(1986), Cho and Sobel (1990)). Given a sender strategy p(θ) and receiver interim beliefs µ̃, define
for Π ∈ Π and θb ∈ {θL, θH} the sets D0(Π, θb) , {µ ∈ [θL, θH ] |v̂(Π, µ, θb) ≥ v̂(p(θb), ˜µ(p(θ), θb)}
and D(Π, θb) , {µ ∈ [θL, θH ] |v̂(π, µ, θb) > v̂(p(θb), ˜µ(p(θ), θb)}. That is, fixing an equilibrium
and associated utility levels, D0 and D are the sets of receiver interim beliefs such that type θb

of sender weakly (D0(Π, θb)) and strictly (D(Π, θb)) benefits from deviating to an experiment π,
provided that the receiver best-responds using beliefs µ defined by D0(Π, θb) and D(Π, θb). An
equilibrium survives D1 if D0(Π, θb) ) D(Π, θi) implies that µ(Π) = θi.

Following Hedlund (2017), call a PBE that survives D1 criterion is a D1 equilibrium. The fol-
lowing proposition is the first contribution of the paper, and shows that with an upper bound on
the informativeness of experiments, equilibria may be relatively uninformative - the state of the
world or the type of the sender are not revealed in this equilibrium.

Proposition 1. Let Π 9
10

, {Π| 12 ≤ ρ0, ρ1 ≤ ρ = 9
10} and Πp =

( )4
7

1
10

3
7

9
10

. The pair of strategies

7This specifications satisfies all the assumptions made by Hedlund (2017).
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p(θH) = p(θL) = δ(ΠP), where δ(x) is the Dirac delta distribution, with µ(ΠP) = 0.3, µ(Π) = π for
any Π 6= ΠP, Π ∈ Π 9

10
, is a D1 equilibrium.

Πp is the optimal experiment for the sender of type 3
10 , à-la KG.

Proof. To verify this compute directly: v̂(Πp, µ = π, θH) ≈ 0.4143, and v̂(Πp, µ = π, θL) ≈ 0.0029.
If either type of the sender deviates to ΠMI (which is also the experiment maximizing the ex-
pected payoff of the high type, provided that the receiver attributes it to the low type), they obtain
v̂(ΠMI , µ = θL, θH) ≈ 0.0080 and v̂(Πp, µ = θL, θL) ≈ 0; neither deviation is profitable, provided
the receiver interprets the deviation as coming from the low type (µ = θL = 0.001).

To verify that this equilibrium survives D1, compute the relevant sets: D(ΠMI , θH) = (≈ 0.1087, 1]
and D(ΠMI , θL) = (≈ 0.0027, 1]. As such D0(ΠMI , θL) ) D(ΠMI , θH), and the D1 criterion stip-
ulates that the receiver should, in fact, believe that the deviation is coming from the low type. In
other words, this equilibrium survives D1.

Notably, if ΠFI were available, the high type of sender would be able to secure a payoff of
99
100 × 1 = 0.99, thus yielding a profitable deviation for the high type. In other words, the equilib-
rium when an FRX is unavailable may be only imperfectly informative, and private information
matters.

5 Example 2: A Coarse Action Space and All Experiments Available

The same conclusion obtains if all experiments were available, but the action space is binary.8 Say
A = {0, 1}, the prior is π = 3

10 , and θL = 2
10 , θH = 4

10 with uS(ω, a) = a and uR(ω, a) = −(ω− a)2.
As before, let ΠFI be the 2× 2 identity matrix.

Proposition 2. Let Π∗ , {Π| 12 ≤ ρ0, ρ1 ≤ ρ = 1} and ΠKG =

( )4
7 0
3
7 1 . The pair of strategies p(θL) =

p(θH) = δ(ΠKG), where as before, δ(x) is the Dirac delta distribution, with µ(ΠKG) = π, µ(Π) = 0.2
for any Π ∈ Π∗, Π 6= ΠKG, ΠFI , is a D1 equilibrium.

Proof. The best deviation is ΠDev =

( )6
7 0
1
7 1 , provided that the receiver assigns µ = 0.2 for

any experiment off the equilibrium path. I once again compute directly: v̂(ΠKG, µ = π, θH) ≈
0.6571, which is greater than v̂(ΠDev, µ = θL, θ = 4

10 ) ≈ 0.4857. Similarly, v̂(ΠKG, µ = π, θL) ≈
0.5428, which is greater than v̂(ΠDev, µ = θL, θL) ≈ 0.3143. This equilibrium also survives D1:
D0(ΠDev, θH) = (≈ 0.6171, 1] ( D(ΠDev, θL) = (≈ 0.5229, 1]. As before, private information mat-
ters - the receiver may not find out the type of sender she is dealing with, or the state of the world,
and the equilibrium may be uninformative relative to the Hedlund (2017) benchmark.

8This example was suggested by an anonymous referee, whose contribution I gratefully acknowledge and highlight.
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6 Example 3: A Coarse Action Space with Two Experiments

Turning now to the conjunction of the two kinds of constrains, I show that the same kinds of
relatively uninformative equilibria persist in a setting with finitely many actions for the receiver
and an upper bound on informativeness. In this section I study a parsimonious model of such a
setting, characterizing all equilibria, and summarizing their main features. To illustrate the main
insights as sharply as possible, I constrain the sender to choose among only two experiments:

ΠH =

( )
ρH 1− ρH

1− ρH ρH
and ΠL =

( )
ρL 1− ρL

1− ρL ρL
with ρH > ρL so that ΠH is more infor-

mative than ΠL. I assume (naturally) that the experiment realizations are independent of the
realization of the sender’s type. The available actions for the receiver are a ∈ A = {aH, aL}.

In this model, there are several classes of equilibria: a unique separating equilibrium where
the high type chooses the more informative experiment, and several continua of pooling equilibria
where the pooling can be on either experiment. It is the possibility of pooling on the less infor-
mative (arbitrarily uninformative, in fact) experiment that is among the surprising features: this
outcome is not possible in a model with all experiments available and a compact action space.

6.1 Preferences

The sender has state-independent preferences, always preferring action aH. The receiver, on the
other hand, prefers to take the high action in the high state and the low action in the low state.
Conceretly, suppose that uS(aH) = 1, uS(aL) = 0, and the receiver has preferences given by
uR(ωH, aH) = 1, uR(ωH, aL) = −1, uR(ωL, aL) = 1, uR(ωL, aH) = −1. The symmetry in the payoffs
is special, but doesn’t affect the qualitative properties of equilibria. Importantly, there is no single-
crossing assumption on the primitives in this model. Rather, a similar kind of feature is derived
endogenously.

6.2 Perfect Bayesian equilibria

It will be convenient in this section to let p(θ) = P(Π = ΠH |θ) be the (possibly mixed) strategy of
the sender and q(Π, σ) = P(a = aH |Π, σ) that of the receiver.

In any equilibrium, the receiver must be best-responding given his beliefs, or :

a∗(Π, σ) ∈ arg max
∆{aH ,aL}

uR(a, ωH)β(Π, σ) + uR(a, ωL)(1− β(Π, σ)) (3)

and q∗(Π, σ) = P(a∗ = aH |Π, σ).
As a first step let us see what happens in the absence of asymmetric information - that is,

when both the sender and the receiver can observe the type of the sender. In that case the interim
belief of the receiver is based on the observed type of the sender (instead of the observed choice
of experiment): µ(θ) = P(ω = ωH |θ) and the strategy of receiver is modified accordingly to
q(θ, σ) = P(a = aH |θ, σ). The decision of the sender is then reduced to choosing the experiment
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that yields the higher expected utility. In other words,

∀θ, p(θ) = 1 ⇐⇒ v(ΠH, θ, q) > v(ΠL, θ, q) (4)

and p(θ) = 0 otherwise (ties are impossible given the different parameters and the specification
of the sender’s utility). Observe that this situation is identical to to the model described in KG
(and all the insights therein apply), except that the sender is constrained to choose among only
two experiments.

From now assume that the type of sender is privately known only to the sender. As usual, in
evaluating the observed signal the receiver uses a conjecture of the sender’s strategy, correct in
equilibrium. If an FRX was available, and the sender were to choose it, then the sender’s payoffs
would be independent of the receiver’s interim belief (rendering the entire "persuasion" point
moot); such an experiment would also provide uniform type-specific lower bounds on payoffs for
the sender, since that would be a deviation that would always be available. The fact that this is not
available makes the analysis more difficult, but also more interesting. The preference specification
in the present model allows us to get around the difficulty and derive analogous results without
relying on the existence of a perfectly revealing experiment.

In what follows I focus on the range of parameters {π, ξ, ρH, ρL} ∈ {(0, 1) ×
[ 1

2 , 1
)3}, where

the receiver takes different actions after different signals.9 To that end, consider

Definition 2 (Nontrivial equilibria). An equilibrium is said to be fully nontrivial (or just nontrivial) in
pure strategies if a∗(Πi, σH) = aH, a∗(Πi, σL) = aL, for both Πi ∈ {ΠH, ΠL}; that is, the receiver follows
the signal in these equilibria.

Definition 3 (P-nontrivial equilibria). An equilibrium is said to be partially nontrivial (or p-nontrivial)
in pure strategies if a∗(Πi, σH) = aH and a∗(Πi, σL) = aL, for one Πi ∈ {ΠH, ΠL}, but not both. That
is, the receiver follows the signal realization after observing one but not the other experiment.

It is immediate that if an equilibrium is nontrivial, it is also p-nontrivial, but not vice versa.
From now on I will focus only on (p-)nontrivial equilibria;10 this amounts to placing restrictions on
the four parameters that I will be explicit about when convenient. This does not cover all possible
equilibria for all possible parameters, but it does focus on the "interesting" equilibria, where the
action of the receiver depends on the realized signals.

There are four key classes of equilibria, key in the sense that are important for interpreting the
qualitative conclusions of the model, and are therefore, economically significant.11 See Kosenko
(2021) for a complete list of possible classes of equilibria, and conditions for their existence.

9There always exist parameters and payoffs such that regardless of the choice of experiment and signal realization,
the receiver always takes the same action, or ignores the signal and takes an action based purely on the chosen experi-
ment. I do not focus on these equilibria. Also note that the issue of nontrivial equilibria does not arise in a model with
a compact action space.

10Other possibilities may arise: one can define nontrivial and p-nontrivial equilibria mixed strategies analogously.
However, either kind of non-trivial equilibria in mixed strategies are ruled out by the tie-breaking assumption made
earlier; as a consequence I do not consider such equilibria.

11These equilibria are supported, as is standard, by beliefs that assign probability one to off-path deviations coming
from the low type of sender. Incentive compatibility can be proven by directly computing utilities on and off the equi-
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First, there is a unique separating equilibrium, in which the high type of sender chooses the
more informative experiment, and the low type chooses the less informative one:12

Proposition 3. There is a unique separating equilibrium where p(θH) = 1, p(θL) = 0. This equilibrium
exists as long as {π, ξ, ρH, ρL} satisfy the following restrictions: π ≤ ξ, π + ξ > 1, π̃ρ̃H ξ̃ > 1, ρ̃H >

π̃ξ̃, π̃ρ̃L > ξ̃, ρ̃L ξ̃ > π̃. Denote this equilibrium by "SEP".

Intuitively, in this equilibrium the low type of sender prefers to "confuse" the receiver by send-
ing a sufficiently uninformative signal.

There are two kinds of fully nontrivial equilibria - one where both types pool on ΠH, the more
informative experiment (prop. 4), and one where they pool on ΠL (prop. 5):

Proposition 4. There is a continuum of fully nontrivial pooling equilibria where p(θH) = p(θL) = 1.
These equilibria exist as long as π + ξ ≥ 1, π ≥ ξ, π̃ρ̃H ≥ 1, ρH > π, π̃ρ̃L ≥ ξ̃, ρ̃L ξ̃ > π̃. The
only difference between these equilibria are the beliefs that the receiver holds off-path; namely, µ(ΠL) ∈
[P(ωH |θL), ρL). Denote this kind of equilibria by "FNT-H" for "fully nontrivial with pooling on the
highly informative experiment".

Proposition 5. There is a continuum of fully nontrivial pooling equilibria where p(θH) = p(θL) = 0.
These equilibria exist as long as π + ξ ≤ 1, π ≤ ξ, π̃ρ̃H ξ̃ ≥ 1, ρL > π, ρ̃L > ξ̃π̃, ρ̃Lπ̃ ≥ 1. The
only difference between these equilibria are the beliefs that the receiver holds off-path; namely, µ(ΠH) ∈
[P(ωH |θL), ρH). Denote this kind of equilibria by "FNT-L" for "fully nontrivial with pooling on the less
informative experiment".

There exists yet another kind of equilibria with pooling on the ΠL - a p-nontrivial one. The
nomenclature for the p-nontrivial equilibria is as follows:

PNT︸ ︷︷ ︸
Equilibrium type

− L︸︷︷︸
On-path action

H︸︷︷︸
If R sees this

( aL︸︷︷︸
R takes this action

) (5)

Proposition 6. There is a continuum of p-nontrivial pooling equilibria where p(θH) = p(θL) = 0, a∗(ΠL, σH) =

aH, a∗(ΠL, σL) = aL and a∗(ΠH, σ) = aL, for σ = σH, σL. These equilibria exist as long as ρL > π,
ρL +π ≥ 1 and ρ̃Hπ̃ < ξ̃. The only difference between these equilibria are the beliefs that the receiver holds
off-path; namely, µ(ΠH) ∈ [P(ωH |θL), 1− ρH). Denote this kind of equilibria by "PNT-LH(aL)".

It is the fact that equilibria of the kind described in propositions 5 and 6 can exist that is
among the key lessons of studying a model where fully revealing experiments are unavailable. It
turns out that there are seven classes kinds of equilibria in total: SEP, FNT− H, FNT− L, PNT−
LH(aL), PNT − HL(aL), PNT − HH(aH), PNT − LL(aH).13 To summarize, there is a unique sep-

librium path, and verifying best responses, using Bayes rule whenever possible. I omit the tedious but straightforward
computations. For convenience, for any variable x ∈ (0, 1) denote by x̃ the ratio x

1−x .
12The "information validates the prior", or IVP theorem of Kartik, Lee, and Suen (2020) also immediately reveals this

equilibrium outcome.
13There is yet another subtlety that arises - because not all of these kinds of equilibria exist for all parameters, one

might ask whether they co-exist. If they did not, the question of multiple equilibria would, perhaps, be moot. The
equilibria do co-exist in the relevant cases (Kosenko (2021)).
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arating equilibrium, and fully pooling and p-nontrivial pooling equilibria where the pooling can
be on either experiment.

7 Refinement: BPM Criterion

Often, when there is a problem of multiplicity of equilibria, equilibrium refinements are used to
select among them. Hedlund (2017) uses PBE augmented with the D1 criterion (Cho and Sobel
(1990)); here this particular refinement does not help.14 Other standard refinements for signaling
games such as perfect sequential equilibria (Grossman and Perry (1986)), neologism-proof equi-
libria (Farrell (1993)),15 perfect (Selten (1975)), or proper (Myerson (1978)) equilibria, also do not
narrow down predictions, for similar reasons.

Another refinement concept - undefeated equilibria (Mailath et al. (1993)) - does help refine
equilibria somewhat. That refinement is defined for sequential equilibria, and it can be checked
that all PBE in this game can be sequential equilibria. Undefeated equilibrium still does not go far
enough, as I discuss in Kosenko (2021).

Yet, not all is lost. Take for example the PNT-LH(aL) equilibrium; one may notice that while
other refinement concepts do not work well, there is a curious feature in this equilibrium: while
neither type benefits from a deviation to ΠH under the equilibrium beliefs, and both types benefit
from the same deviation under other, non-equilibrium beliefs, it is the high type that benefits rela-
tively more. This observation suggests a refinement idea - one may restrict out-of-equilibrium be-
liefs to be consistent not just with the types that benefit (such as the intuitive criterion, neologism-
proof equilibria and others) or sets of beliefs (or responses) of the sender for which certain types
benefit (such as stability-based refinements), but also with the relative benefits from a deviation.16

It is also hoped that this refinement will prove useful in other applications where other refine-
ments perform poorly.

This idea is also connected to the idea of trembles (Selten (1975)); namely that if one thinks of

14It can be checked by direct computation that all of the equilibria described above survive criterion D1. Intuitively,
D1 does not help due to the following: consider an equilibrium (and associated utility levels), and a deviation. The
set of receiver beliefs that make one or both types better off is the set of beliefs for which the receiver takes the high
action "more often" than in the reference equilibrium. But the set of these beliefs is identical for both types, since the
receiver’s utility only depends on the state of the world, and not on the type of the receiver. This is due to the fact that
for all equilibria and deviations, criterion D1 requires a strict inclusion of the D sets, while in this game the relevant
D sets are, in fact, identical for both types. Similarly, other related refinements such as the intuitive criterion (Cho
and Kreps (1987)) do not help (IC does not work because for the right range of beliefs both types benefit. Note also
that were this not true, I would be in the range of parameters where the separating equilibrium occurs - c.f. SEP.) and
other refinements based on strategic stability (Kohlberg and Mertens (1986)). Typically in cheap-talk games refinements
based on stability have no bite since messages are costless. The standard argument for why that is true goes as follows:
suppose that there is an equilibrium where a message, say m ′ is not sent, and another message, m, is sent. Then I
can construct another equilibrium with the same outcome where the sender randomizes between m and m ′ and the
beliefs of the receiver upon observing m ′ are the same as his beliefs upon observing m in the original equilibrium. Here
this is not true - although all experiments are costless, they generate different signals with different probabilities. For
the sender to be mixing she must be indifferent between both experiments, but given the different probabilities that is
impossible, and therefore I cannot support all equilibria by mixing.

15Both of these two refinements also fail since both types benefit from a deviation under the same set of beliefs.
16We further explore the implications, properties and performance of this criterion in related contemporaneous work.
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deviations from equilibrium as unintentional mistakes, this can be accommodated by the present
refinement, but with an additional requirement - the player for whom the difference between the
equilibrium utility and the "tremble utility" is greater should tremble more, and therefore, the
beliefs of the receiver should that that into account. A similar reasoning (albeit in a different
setting) is also present in the justification for quantal response equilibrium (QRE) of McKelvey
and Palfrey (1995) where players may tremble to out-of-equilibrium actions with a frequency that
is proportional in a precise sense to their equilibrium utility. These ideas are also what is behind
the nomenclature: BPM stands for belief-payoff monotonicity. I now turn to this refinement, and
show that it does help narrow down the predictions to some degree. I give an ordinal definition
that is suitable to the present environment, but it can be generalized in a straightforward way.

Definition 4 (BPM Criterion). Let {p∗, q∗, µ∗, β∗} be an equilibrium and let u∗(θ) be the equilibrium
utility of type θ. Define, for a fixed θ and Πi, v(θi) , maxa,µ v̂(Πi, θi, µ) and v(θi) , mina,µ v̂(Πi, θi, µ).
An equilibrium is said to fail criterion BPM if there is an experiment Πi, not chosen with positive probability
in that equilibrium and a type of sender, θj, such that:

i) Let µ̂ ∈ ∆(Ω) be an arbitrary belief of the receiver and suppose that δ(Π, µ, θ̂i, e) , v̂(Π,θi ,µ̂)−u∗(θi)
v(θi)−v(θi)

>

0, for that belief.

ii) Denote by K be the set of types for which (i) is true. Let θi be the type for which the difference is greatest.
If there is another type θj in K, for which δ(Π, µ, θi, e) > δ(Π, µ, θj, e) then let µ(θj|Π) < εµ(θi|Π),
for some positive ε, with ε < 1

|K| . If there is another type θk such that δ(Π, µ, θj, e) > δ(Π, µ, θk, e),
then let µ(θk|Π) < εµ(θj|Π), and so on.

iii) Beliefs are consistent: given the restrictions in (ii), the belief µ̂ is precisely the beliefs that makes (i)
true.

We say that an equilibrium fails the BPM criterion if it fails the ε-BPM criterion for every
admissible ε. In words, criterion BPM restricts out-of-equilibrum beliefs of the receiver in the fol-
lowing way: if there are beliefs about off-equilibrium path deviations, for which one type benefits
more than another, then equilibrium beliefs must assign lexicographically larger probability to the
deviation coming from the type that benefits the most. I scale the differences in a way that makes
the definition invariant to strictly increasing transformations of the sender’s payoffs (see also de
Groot-Ruiz et al. (2013)). Note also that the second part of the definition looks very much like
a condition of increasing differences; this is indeed so and purposeful. In addition, one can note
that for utility functions which do satisfy increasing differences, criterion BPM would generate
meaningful and intuitive belief restrictions. Finally, if an equilibrium does not fail the BPM crite-
rion, I say that it survives it. From now on I will refer to a PBE with tie-breaking that also survives
criterion BPM as a BPM equilibrium. The last result of the paper is:

Proposition 7. The following classes of equilibria are BPM equilibria: SEP, FNT-H, FNT-L, PNT-HL(aL),
PNT-HH(aH) and PNT-LL(aH).
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It should be noted that these equilibria are also ε-BPM equilibria, for all admissible ε, but I
suppress this fact in the exposition that follows. Interestingly, BPM does not help eliminate the
FNT-L equilibrium, but that is because the only case in which it coexists with FNT-H is the knife-
edge case where π = ξ = 1

2 , so that the private signal is uninformative, the utilities of the high
and low type are identical in both equilibria, and both types are exactly indifferent in between
following their equilibrium strategy or deviating to a more informative experiment. The intuition
for why PNT-LH(aL) is ruled out is illustrated in figure 1:

1

v̂(Π, µ, θ)

µ

µ †µ
1
2 1

π

u∗(θL)

u∗(θH)

v̂(ΠH, θH, µ)

v̂(ΠH, θL, µ)

Figure 1: Illustration with pooling on ΠL, and the deviation to ΠH.

In figure 1 the horizontal doted lines represent the on-path,17 equilibrium utility levels in the
PNT-LH(aL) equilibrium for the high (red) type and the low (blue) type, and the dashed lines are
there to make the comparisons of utilities from deviations easier. The utility of deviating from
the equilibrium path in negative in this equilibrium, since upon observing an off-path deviation
the receiver’s belief is µ < µ. The solid lines represent the expected utility of deviating to a
more informative experiment as a function of the interim beliefs of the receiver; the differences
between the solid and the dashed lines are computed in the proof above, for each µ. Clearly,
for µ ∈ [0, µ)18 both types get zero payoff from the deviation, since for those beliefs the receiver
always takes the low action. Criterion BPM does not apply there since neither type benefits from

17Here an throughout I use the terms "on-path" and "off-path" to mean objects (beliefs or actions) that are part of
some equilibrium, but either occur on the path of play, or do not. I do not use terms like "out of equilibrium" since that
could create confusion.

18Note that the right boundary is not included, since at that point the receiver would switch to taking the high action,
by assumption.
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such a deviation for those beliefs. The crucial region is µ ∈ [µ, †µ). It is here that criterion BPM
operates efficiently - both types get positive payoff from the equilibrium and the deviation, but
I have shown above that the high type benefits relatively more. Beliefs above µ†, again, cannot
sustain a nontrivial equilibrium, and hence there is no need to consider them as they lie outside
the scope of admissible beliefs.

There is a small but important subtlety to be noticed - in any equilibrium (pooling or other-
wise), u∗S(θH) ≥ u∗S(θL), because the private information of the sender (her type) forces the high
type of the sender to have higher beliefs about the probability of higher signals, since P(σH |θH) >

P(σH |θL). Nevertheless, given the restrictions on parameter discussed above, BPM does, in fact
eliminate the p-nontrivial equilibria where both types pool on the less informative experiments
(with the exception of PNT-LL(aH)); the reason it does not eliminate that equilibrium is because
there, on the equilibrium path, the sender gets the highest possible utility she can get with proba-
bility one. No reasonable refinement could ever refine that outcome away, since the sender would
never profitably deviate from that equilibrium. As mentioned above, undefeated equilibrium does
help to refine predictions, however, and in fact, makes a very similar selection.

7.1 Welfare and Comparative Statics: Do The Players Benefit from Persuasion with
Private Information?

We now turn to the question of welfare. For the receiver19, the expected utility is the same across
the FNT-H and PNT-HL(aL) equilibria, and equal to 2ρH − 1, which is positive by assumption. His
utility from the equilibria FNT-L and PNT-LH(aL) is strictly lower than that and equal to 2ρL − 1.
His utility from PNT-HH(aH) and PNT-LL(aH) is 2π − 1. His utility from SEP is (ρH − ρL)(3πξ −
2π− 2ξ) + 2ρH − 1; this can be positive or negative even in the range of relevant parameters. Thus
among the pooling equilibria the receiver prefers the more informative one, and how he ranks the
separating one is ambiguous.

An interesting comparison is between the receiver’s payoff in these equilibria and his payoff
in the absence of any persuasion - that is, what the receiver would do based just on the prior.
Clearly, if the prior is π ≥ 1

2 the receiver should take the high action, yielding a payoff of 2π − 1
and if π < 1

2 , the receiver should choose the low action, and obtain 1− 2π in expectation. In this
case that if π ≥ 1

2 (and so, ex ante, the interests of the receiver and the sender are aligned), and
the rest of the parameters are such that any type of pooling equilibrium obtains, it is clear that
the receiver strictly prefers the outcome under persuasion to that under no persuasion. This is a
rather interesting result, showing that even if the sender always prefers one of the outcomes, the
receiver may still prefer to be persuaded. Other utility comparisons are, again, ambiguous.

As for the sender, in any equilibrium, the expected utility of the high type is always weakly
greater than that of the low type. Clearly the payoff for both types from PNT-HH(aH) and PNT-
LL(aH) is equal to unity. The high type of sender obtains the same expected payoff from FNT-H,

19Note that for the specific utility function posited for the receiver, the expected utility of the receiver is also numeri-
cally equivalent to the probability of making the correct decision.
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PNT-HL(aL) and SEP; that payoff is equal to ρHπξ+(1−ρH)(1−π)(1−ξ)
πξ+(1−ξ)(1−π)

. Her expected payoff from FNT-

L and PNT-LH(aL) is equal to ρLπξ+(1−ρL)(1−π)(1−ξ)
πξ+(1−ξ)(1−π)

. As for the low type, her payoff from SEP, FNT-

H, and PNT-HL(aL) is ρHπ(1−ξ)+ξ(1−ρH)(1−π)
π(1−ξ)+ξ(1−π)

, and that FNT-L and PNT-LH(aL) is: ρLπ(1−ξ)+ξ(1−ρL)(1−π)
π(1−ξ)+ξ(1−π)

.
Comparing these expected payoffs is more difficult, since they involve all four parameters and dif-
ferent equilibria occur under different parameters; thus, it is not possible to say in general, which
type of equilibrium each type prefers. However, when equilibria do coexist, the utility of FNT-H
is higher than that of FNT-L for both types, and the same is true of PNT-HL(aL) and PNT-LH(aL).
Thus, when it does make nontrivial selections, BPM picks out equilibria that are preferred by both
the sender and the receiver. While BPM does not make a selection among PNT-HH(aH) and PNT-
LL(aH), the sender clearly gets her first best in these equilibria. When these equilibria do coexist,
the following figure summarizes the preferences of both types of the sender between them:

{
FNT − L

PNT − LH(aL)

}
�S


FNT − H

SEP
PNT − HL(aL)

 �S

{
PNT − HH(aH)

PNT − LL(aH)

}

Figure 2: Sender Preferences Over Equillibria

It should be noted that the set of BPM equilibria is exactly the five equilibria denoted in the
central and the right columns in the figure above.20 Notably, this is quite starkly different to the
results of Hedlund (2017), who shows that in a model where a perfectly revealing experiment is
available the welfare of the sender is the same across all equilibria that survive a refinement.

A natural question is whether the sender benefits from private information in this setting - that
is, whether the sender would ex-ante prefer to be informed or not. Without private information
this model is identical to the model of KG, except for the available experiments. Without private
information it also doesn’t make sense to speak of the "type" of sender in this situation; therefore,
without observing a private signal the sender would simply choose the more informative exper-
iment if the common prior π ≥ 1

2 , and the less informative experiment otherwise. The expected
payoff for the sender would be equal to ρHπ + (1− ρH)(1− π), which is in between that of the
high type and the low type. Thus the sender sometimes benefits from private information. This is
in in line with Alonso and Camara (2018) who show that if a fully revealing experiment is avail-
able, the sender does not benefit from private information. In addition to lacking a fully revealing
experiment, in this setting the private information of the sender is also not "redundant" in the
sense that Alonso and Camara (2018) make precise; this feature also allows an informed sender to
be better or worse off. Furthermore, here the sender does not benefit from persuasion21 (and in
fact does strictly worse), if the receiver is ex-ante willing to take the high action (if π ≥ 1

2 ), and
does strictly better otherwise. This observation has an analogue in KG: there, the sender benefits if
the receiver is willing ex-ante to take an action that is inferior from the point of view of the sender.

20Again, with the caveat that FNT-L and FNT-H coexist in a knife-edge case.
21In the sense of KG - that is, if the value function of the sender evaluated at the prior is greater than the expected

payoff at the prior in the absence of any persuasion.
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Appendix

Proof of Proposition 7. First, it is immediate that SEP is a BPM equilibrium, since there are no out-
of-equilibrium beliefs to consider, and thus criterion BPM is trivially satisfied. The reason that
PNT-LL(aH) and PNT-HH(aH) survive criterion BPM is that deviations from those equilibria do
not yield a strictly higher payoff for either type. The computation that eliminates FNT-L and
PNT-LH(aL) goes as follows: Take any pooling equilibrium where both both types choose the ex-
periment ΠL and the receiver takes different actions on the equilibrium path. In that equilibrium,
u∗(θH) =

v̂(ΠL, π, θH) = ρL

[
P(ωH |θH)1{β(ΠL,σH ,π)≥ 1

2 }
+ P(ωL|θH)1{β(ΠL,σL,π)≥ 1

2 }

]
+

+(1− ρL)
[
P(ωH |θH)1{β(ΠL,σL,π)≥ 1

2 }
+ P(ωL|θH)1{β(ΠL,σH ,π)≥ 1

2 }

] (6)

and u∗(θL) =

v̂(ΠL, π, θL) = ρL

[
P(ωH |θL)1{β(ΠL,σH ,π)≥ 1

2 }
+ P(ωL|θL)1{β(ΠL,σL,π)≥ 1

2 }

]
+

+(1− ρL)
[
P(ωH |θL)1{β(ΠL,σL,π)≥ 1

2 }
+ P(ωL|θL)1{β(ΠL,σH ,π)≥ 1

2 }

] (7)

Fix a µ and consider the utility of deviating to ΠH for both types:

v̂(ΠH, µ, θH)− u∗(θH) = ρH

[
P(ωH |θH)1{µ|β(Πi ,σH ,µ)≥ 1

2 }
+ P(ωL|θH)1|{µ|β(Πi ,σL,µ)≥ 1

2 }

]
+

+(1− ρH)
[
P(ωH |θH)1{µ|β(Πi ,σL,µ)≥ 1

2 }
+ P(ωL|θH)1{µ|β(Πi ,σH ,µ)≥ 1

2 }

]
−

−ρL

[
P(ωH |θH)1{β(ΠL,σH ,π)≥ 1

2 }
+ P(ωL|θH)1{β(ΠL,σL,π)≥ 1

2 }

]
+

+(1− ρL)
[
P(ωH |θH)1{β(ΠL,σL,π)≥ 1

2 }
+ P(ωL|θH)1{β(ΠL,σH ,π)≥ 1

2 }

]
=

= (P(ωH |θH)) [ρH1{µ|β(Πi ,σH ,µ)≥ 1
2 }
− ρL1{β(ΠL,σH ,π)≥ 1

2 }
+ (1− ρH)1{µ|β(Πi ,σL,µ)≥ 1

2 }
−

−(1− ρL)1{β(ΠL,σL,π)≥ 1
2 }
] + (P(ωL|θH))[ρH1|{µ|β(Πi ,σL,µ)≥ 1

2 }
− ρL1{β(ΠL,σL,π)≥ 1

2 }
+

+(1− ρH)1{µ|β(Πi ,σH ,µ)≥ 1
2 }
− (1− ρL)1{β(ΠL,σH ,π)≥ 1

2 }
]

(8)

Now let µ solve
ρHµ

ρHµ+(1−ρH)(1−µ)
= 1

2 , (i.e. µ = 1− ρH) and let µ̄ solve ρLµ
ρLµ+(1−ρL)(1−µ)

= 1
2 (i.e.

µ = 1− ρL) and note that since ρH > ρL, µ < µ. Also let †µ solve (1−ρL)†µ
(1−ρL†µ+ρL(1−†µ))

= 1
2 (i.e. †µ = ρL

) and µ† = (1−ρH)µ†
(1−ρH)µ†+ρH(1−µ†) = 1

2 (i.e. µ† = ρH ) and note that †µ < µ†. As before, I focus on
nontrivial equilibria (so that I disregard the terms that involve observing the low signal/action).
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Now compute directly:

v̂(ΠH, θH, µ)− u∗(θH)− (v̂(ΠH, θL, µ)− u∗(θL)) =

= [P(ωH |θH)−P(ωH |θL)]
[
ρH1{µ|β(Πi ,σH ,µ)≥ 1

2 }
− ρL1{β(ΠL,σH ,π)≥ 1

2 }

]
+

+[P(ωL|θH)−P(ωL|θL)]
[
(1− ρH)1{µ|β(Πi ,σH ,µ)≥ 1

2 }
− (1− ρL)1{β(ΠL,σH ,π)≥ 1

2

]
=

=


u∗(θL)− u∗(θH) < 0, for µ ∈ [0, µ)

2(ρH − ρL)(P(ωHθH)−P(ωH |θL))) > 0 for µ ∈ [µ, †µ)

2ρL[P(ωH |θL)−P(ωH |θH)] + P(ωH |θH)−P(ωH |θL) < 0 for µ ∈ [†µ, 1]

(9)

Since the difference is negative for first of the three ranges exhibited above, criterion BPM does not
apply there. For the second range of beliefs the difference is strictly positive, and hence, beliefs
that support PNT-LH(aL) are ruled out. As for the third range, the difference is negative, but
beliefs there are such that they cannot be part of any kind of nontrivial equilibrium at all (cf. the
upper bounds on off-path beliefs for equilibria in propositions 4 through 6 and note that criterion
BPM restricts beliefs off the equilibrium path) and we are done.

23


	Introduction
	Relationship to Existing Literature
	Model
	Example 1: A Compact Action Space and An Upper Bound on Informativeness
	Example 2: A Coarse Action Space and All Experiments Available
	Example 3: A Coarse Action Space with Two Experiments
	Preferences
	Perfect Bayesian equilibria

	Refinement: BPM Criterion
	Welfare and Comparative Statics: Do The Players Benefit from Persuasion with Private Information?

	References

