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Who wants some bubbly? 

Project Description & Goals Context   

▪  Connected with CBS EMBA alum 
Michelle who works at boutique (~1% 
market share) champagne company 
Laurent-Perrier 
- Champagne industry immature in 

terms of sales forecasting 
(especially compared to other 
beverage categories) 
- LP unable to predict sales, 

resulting in inventory issues 

▪  Conduct a regression analysis to 
determine the key drivers (lagging 
variables) of champagne consumption 
in the US 

▪  Enable Michelle to accurately predict 
champagne sales for her company 
based on observable, historical 
variables   
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Champagne Industry Overview  
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•  Very small proportion of US alcohol market 
by value (1.9%) and volume (0.5%) 

•  Vast majority consumed during holiday 
season  

•  One of the biggest losers during the 
recession declining by 24% between 2006 
and 2009 (market value) as consumers 
switched to more affordable alcohols 

•  Dominated by LVMH Moet Hennessy Louis 
Vuitton (63% market share by volume)   
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Champagne Consumption  
Million 750ml Bottles 

Per capita: .13 bottle  

Alcohol Type Volume %  Value %  

Beer 81.8 49.3 

Spirits 6.0 28.3 

Wine 9.6 18.2 

RTDs 1.9 2.1 

Champagne 0.5 1.9 

Source: Euromonitor; Client Data 
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Methodology 
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1. Project Kick-Off & Variables Considered  
• Conducted kick off phone call to discuss what client wants to learn: What are the key drivers of 

champagne sales? 
• Brainstormed potential X variables with client & received information regarding pricing, shipment 

of cases to the US, etc (limited data available)  
• Hypothesized about other possible trend based predictors: demographic trends, alcohol sales, 

holiday attributes, etc.  

2. Variable Correlation – Controlling for Multicollinearity  
• Observed correlation between independent variables using correlation matrix 

3. Identifying the Key Variables – Minitab Best Subsets Regression 
• Conducted mini tab best subsets analysis to predict which variables were most meaningful in 

predicting champagne sales 
• Removed variables that were not found to be significant 

4. Full Regression Output – What does it all mean?  
• Conducted full regression in excel to create the best fit model to help predict champagne sales 

Appendix: Exponential Smoothing  
• Created an exponential smoothing model with both “level” and “trend” terms 
• Compared the sum of square errors to regression and determined regression was better 
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1. Variables Considered  
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Dependent: Champagne consumption per capita (750ml bottle) 

Independent:  
•  Total Sales (volume x price) 
•  Price per bottle in Euros 

-  Current 
-  Constant (inflation adjusted) 

•  US GDP 
•  Dow Jones Industrial Average 
•  US Unemployment Rate 
•  Average Household Income in 2010 USD 

-  Top 5% 
-  Quartiles 

•  US Population 
-  Total 
-  By Age (focus on >21) 

•  Alcohol Consumption 
-  Distilled Spirits (gallons and per capita) 
-  Beer (gallons and per capita) 
-  Wine (gallons per capita) 

•  # of Days between Thanksgiving and New Year’s Day 
•  # of European tourists visiting the US 

** Note: All variables were lagged by one period 
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2. Variable Correlation 
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Excel Correlation Matrix 

▪  Using Excel’s correlation table function we created a correlation matrix of all the independent and 
dependent variables 

▪  In order to help avoid multicollinearity we removed independent variables which were highly correlated 
with other independent variables 

▪  When a set of variables was highly correlated with one another we decided upon which variable to keep 
based on how well it correlated with the dependent variable and how poorly it correlated with other 
independent variables 

▪  After the process we were left with 10 independent variables 
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3. Identifying Key Variables   
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Minitab Output 

▪  Using minitab’s best subset 
tool, we iteratively removed 
variables until we were able 
to run an error-free simulation 

▪  Selected model with the 
highest R-Sq, and lowest 
Mallows CP and S  

▪  Best model includes 7 key 
variables, removing: 

- Dow Jones 

- Beer consumption per 
capita 

- Wine consumption per 
capita  
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4. Full Regression 
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▪  We performed a regression of the 22 
observations with sales as the 
dependent variable and using the 7 
parameters identified in the previous 
steps as the independent variables 

▪  We were able to obtain a regression 
equation with an adjusted R-square 
value of 0.79 

▪  Key findings include: 

- Price has an inverse effect on sales 
showing negative price elasticity 
as expected 

- We believe that distilled spirits 
consumption has a negative 
coefficient as spirits can 
cannibalize wine sales 

- The time variable suggest that 
bottles sold per capita is trending 
downwards 

Regression Equation:  

Per capita sales =  
-1.252 - 0.005 x Euros per bottle  
- 4.631 x 10-6 x Euro Tourists to the US (‘000) 
+ 1.036 x 10-13 x US GDP + 2.259 x US Unemployment  
+ 2.187 x 10-5 x Second 25% avg. household income in 2010 
- 0.304 x Distilled spirits (per capita)  
- 0.051 x Time 

Regression equation and output 
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Appendix: Exponential Smoothing 
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Exponential Smoothing Results 

▪  To see if we could find a better way to predict per capita sales we tried to model the data with exponential 
smoothing 

▪  Due to the large trends seen in the data we included a “trend” term in addition to a “level” term 

▪  Using excel’s solver we found the optimal “alpha” and “beta” coefficients for our “level” and “trend” terms 

▪  After finding that the sum of the square differences between the actual data and the forecast were 
greater than that of our regression we decided to stick with the regression model instead 


