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Linear Functions of Random Variables(
It often happens that a random variable is the driver behind some cost function.

· The random occurrence of defects results in cost of returned items.

· The random variation of stock prices determines the performance of a portfolio.

· The random arrival of patients affects the length of the waiting line in a doctor’s office.

Sometimes the relationship between the random variable and the quantity of interest is linear, and when it is, the computation of mean and standard deviation is greatly simplified by the formulas in this note. We will use the following conventions, both in this note and in class:

	Types of Numbers
	Symbols Used
	Examples

	Fixed Numbers
	Lower-case letters
	a, b, c

	Random Variables
	Upper-case letters
	X, Y, Z

	Population Parameters of Random Variables
	Lower-case Greek letters
	μ, , ρ


A linear relationship exists between X and Y when a one-unit increase in X causes Y to change by a fixed amount, regardless of how large or small X is. For example, suppose we change X from 10 to 11, and find that Y decreases by $5. If the relationship is linear, Y will also drop by $5 when we change X from 15 to 16, or 99 to 100, or any other one-unit increase.

Rules for linear functions of random variables: 
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	Expected Value of a Linear Function
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	Standard Deviation of a Linear Function
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	Correlation of Linear Functions


These equations say the following:

(1a&b) If you multiply a random variable X by any number a, multiply the expected value and the standard deviation by the same amount.

(1a&b) If you add a constant b, add the same amount to the expected value, but do not change the standard deviation.

(2) Linear functions do not change the correlation. 

Illustrations:

(1a)
Expected value is like an average. Suppose X varies between 1 and 3. If you double X, 2X varies from 2 to 6. Moreover, every value is twice as large, so when you compute the average, it is also twice as large. If you then add 7, every value increases by 7 so the average does likewise.

(1b) The standard deviation is a measure of how much something varies. However, (1b) is easier to illustrate by considering the range of a variable. Suppose X varies between 1 and 3, a range of 2. If you double X, 2X varies from 2 to 6, so its range is twice as large. However, if you then add 7, 2X + 7 varies from 9 to 13, a range of 4, the same as the range of 2X. Adding 7 did not increase the range, and for the same reason, adding a constant does not affect the standard deviation.

(2) If X and Y have correlation 0.9, and if both have linear cost functions, then the correlation between their costs is also 0.9. 

Rules for adding random variables: 
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	Expected Value of a Sum

	(3b)
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	Standard Deviation of a Sum
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	Special Case of (3b), when X and Y are independent.


* If X and Y are independent, then CovX,Y is zero.

If you use the value 1.0 for a and b, then these equations say the following:

(3a) If you add two random variables, you add their expected values.

(3b) If you add two random variables, to get the standard deviation you add their variances, add twice their covariance, then take the square root.

(3b) Special Case: If the variables are independent, the covariance is zero so you can just add the variances and take the square root.

Since these equations involve the covariance, whereas we are mostly familiar with correlation, the relationship between covariance and correlation is given here for convenience, in two versions. 

· If you have the Covariance and need the Correlation, divide by both standard deviations. 

· If you have the Correlation and need the Covariance, multiply by both standard deviations.
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	Population Correlation Coefficient

	(4b)
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	Population Covariance


Example 1: Mean and Standard Deviation of Sales Commission

You pay your sales personnel a commission of 75% of the amount they sell over $2000. X = Sales has mean $5000 and standard deviation $1000. What are the mean and standard deviation of pay?

Solution: 

(X - 2000) represents the basis for the commission, and "Pay" is 75% of that, so

Pay = (0.75)(X - 2000) = 0.75 X - 1500

(1a)
μPay = E[ 0.75 X - 1500 ] = 0.75 μX - 1500 = 0.75(5000) - 1500 = $2250

(1b) 
(Pay = ( [ 0.75 X - 1500 ] = 0.75 (X = 0.75(1000) = $750

Example 2: The Portfolio Effect.

You are considering purchase of stock in two different companies, X and Y. 

Return after one year for stock X is a random variable with (X = $112, (X = 10. 
Return for stock Y (a different company) has the same ( and (. 

Assuming that X and Y are independent, which portfolio has less variability, 2 shares of X or one each of X and Y?

Solution: 

The returns from 2 shares of X will be exactly twice the returns from one share, or 2X. The returns from one each of X and Y is the sum of the two returns, X+Y. 

	Use (1a) & (1b) for 2X
	Use (3a) & (3b) (with a=1 & b=1) for X + Y
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Conclusion: X+Y has smaller standard deviation than 2X.

Insight: Why does X+Y have a narrower probability distribution than 2X? 

Since X and Y vary independently, losses in one are sometimes offset by gains in the other. With 2 shares of stock of the same company, losses and gains are just doubled. This is one version of the old saying, "Don’t put all of your eggs into one basket!"

Suggested Problems:

1. In what interval will the return of a portfolio consisting of 2 units of stock X and 3 units of stock Y occur 2/3 of the time, according to the empirical rule? (Use X and Y from example 2.)

2. Repeat problem 1 if the correlation between X and Y is -0.4. 

3. Based on problems 1 and 2, in what sense is negative correlation among stocks a good idea for portfolio selection?

4. The selling price of a product is $30, but it costs the seller $20. The forecast of the number of units that will be sold in the upcoming month is 5000, with standard deviation 100. The seller has a fixed cost of $8,000 per month. In what interval will net profits lie for the upcoming month, with 95% probability, according to the empirical rule?

Solutions to Suggested Problems:

1. First, use (3a) to get the mean:
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Next, use "special case" formula (3b) to get the standard deviation:
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The empirical rule states that "approximately 2/3 of the time, a random variable will be within 1( of its mean". Here this interval is $560 ( 36.06.

2. The expected value is the same as in problem 1, $560. To get the standard deviation, we will use equation (3b), which requires the covariance. To get the covariance, we need to use equation (4b):

	CovX, Y
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Now we use (3b) to get the standard deviation:
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The interval is now $560 ( 28.64. Note that it is narrower than for problem 1.

3. The range of uncertainty in the amount that the investments will return is reduced when the stocks have negative correlation.

4. Let X = number of units sold next month. 

Profits = (30 - 20)X - 8000 = 10X - 8000. 

(1a)
Expected profits = E[10X - 8000] = 10(5000) - 8000 = $42,000. 

(1b)
Standard deviation of profits = ( [10X - 8000] = 10(X = 10(100) = $1000. 

The empirical rule states that "approximately 95% of the time, a random variable will be within 2( of its mean" so the 95% range for returns is $42,000 ( 2(1,000).

(This note is based on material originally written by Professor John O. McClain, S. C. Johnson Graduate School of Management, Cornell University, Ithaca, NY 14853.
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