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Solutions to Final Exam B

1. Big Red Corporation

Mitch Lee supervises sales force at the Big Red Corporation, and would like to investigate the “learning curve” involved in the training of new salespeople. In other words, Mitch wants to know more about the relationship, if any, between the length of time a person has been selling for Big Red and the dollar volume that they sell.

In an effort to study the relationship between time on the job and sales productivity, Mitch collects the data in Exhibit 1 (in the Excel file), for 100 representative salespeople. 

a. (5 points) Show histograms of these two variables (“months of experience” and “sales volume in dollars”). Paste the histograms here:
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	Histogram: Months of Experience
	Histogram: Sales Volume


b. (2 points) Show a scatter diagram illustrating the relationship between these two variables. Paste the scatter diagram here:
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c. (3 points) Write something intelligent about your charts.

“Months of Experience” is skewed right, indicating that most salespeople have fewer than 24 months experience, but a few outliers have much more experience. The “Sales Volume” variable is more symmetrically distributed. There is clearly a strong positive relationship between the two variables, but it seems to be nonlinear.

One might propose a logarithmic, or even a quadratic fit between these two variables:
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d. (2 points) Create a regression model to estimate the effect of experience on sales volume. Paste the output here:

The best-fit linear model:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.8414
	
	
	
	

	R Square
	0.7080
	
	
	
	

	Adjusted R Square
	0.7051
	
	
	
	

	Standard Error
	3226.7301
	
	
	
	

	Observations
	100
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	2474409955
	2474409955
	237.65
	0.0000

	Residual
	98
	1020355131
	10411787.05
	
	

	Total
	99
	3494765086
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	18095.90
	609.85
	29.6727
	0.0000
	

	Experience (Months)
	501.74
	32.55
	15.4161
	0.0000
	


An even better logarithmic model:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.9166
	
	
	
	

	R Square
	0.8402
	
	
	
	

	Adjusted R Square
	0.8386
	
	
	
	

	Standard Error
	2386.8446
	
	
	
	

	Observations
	100
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	2936456411
	2936456411
	515.44
	0.0000

	Residual
	98
	558308674.3
	5697027.289
	
	

	Total
	99
	3494765086
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	185.71
	1164.99
	0.1594
	0.8737
	

	Ln(Experience)
	9921.71
	437.02
	22.7032
	0.0000
	


Note: to get these results, we used the natural logarithm of the Months of Experience variable as the independent variable. Here is how the transformation was calculated: 
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Note: You would not need to do the logarithmic version of this model to get full credit on the exam — the simple linear model is fine. It would be good in part (c) above at least to mention the nonlinear shape of the scatter plot.
e. (1 point) Is the effect of experience on sales statistically significant? Why or why not?

Both versions of the model provide strong evidence that the effect is significant. The p-value is 0.0000 in both cases, suggesting that if the true effect were in fact zero, these results would be nearly impossible. We take this to be strong evidence that the true effect is different from zero.

f. (2 points) Use your model to estimate a 95% confidence interval for the average sales volume for all sales people with 24 months of experience.

The logarithmic model yields an interval from $31,250 to $32,185:
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The linear model yields an interval from $29,505 to $30,770:
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2. Orlando Consulting

The Orlando Consulting firm has been accused of gender discrimination; specifically that females at the organization are paid less than men with comparable experience. According to Paul Orlando, CEO, the firm does not discriminate with respect to gender, but has only begun hiring women in large numbers in recent years. “Most of the variability in pay is driven by seniority, not gender”, says Paul; “women make less money on the average because they have less seniority”.

Orlando would prefer to reach a settlement in the case (as opposed to proceeding to a civil trial, which would cost significant time and money, as well as damage the firm’s reputation with adverse publicity). The law firm of Friesen & Stroeh has engaged your services as an expert statistician to help clarify the merits of the case, and has collected data on a random sample of 29 employees of the company in Exhibit 2. (Assume that these are representative of the many thousands of people who work for Paul Orlando). 

Answer the following questions using hypothesis testing, supplementing your findings with charts that would be useful in explaining the facts to a non-quantitative audience.

a. (5 points) Is there evidence that women are paid less than men in the Orlando organization? State clearly your hypotheses and the logic behind your analysis, and give p-values to support your conclusion. Provide an appropriate graph, if possible.

One way to assess this is with a standard hypothesis test for the difference between two population means. Several versions of this test are reasonable, all of which lead to the same basic conclusion that the average salary for women is significantly less than that for men:

The “statistically correct” pooled t-test, which appeared in the solution to the Napster case:
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The logical approximation based on the t-test we learned in class:
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The z approximation:
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A regression model:

We set up a dummy variable for gender:
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The regression output:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.5331
	
	
	
	

	R Square
	0.2841
	
	
	
	

	Adjusted R Square
	0.2576
	
	
	
	

	Standard Error
	19124.6560
	
	
	
	

	Observations
	29
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	Df
	SS
	MS
	F
	Significance F

	Regression
	1
	3919823513
	3919823513
	10.7171
	0.0029

	Residual
	27
	9875316583
	365752466.1
	
	

	Total
	28
	13795140096
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	72079.16667
	5520.812637
	13.0559
	0.0000
	

	Gender
	23605.71569
	7210.701985
	3.2737
	0.0029
	


This seems to suggest that men are paid about $23,606 more than women, on the average. This difference is statistically significantly different from zero at any level of alpha greater than 0.29%.

Note that no matter which of these four methods we use, there is overwhelming evidence of a difference between these two population means.

	
	Estimated Difference between Means
	t/z stat
	p-value

	Pooled t-Test
	$23,605.72
	3.274
	0.00145

	t Approximation
	$23,605.72
	3.491
	0.00084

	z Approximation
	$23,605.72
	3.491
	0.00024

	Simple Regression
	$23,605.72
	3.274
	0.00291


A couple of possible graphs:
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These are just two of many possible graphs that would get full credit on the exam.
b. (4 points) What about Paul Orlando’s claim that seniority is the real driver behind any pay differences, even after taking gender into account? State clearly your hypotheses and the logic behind your analysis, and give p-values to support your conclusion. Provide an appropriate graph, if possible.

Orlando himself might point out that the regression model in Part (a) explains only 28.4% of the variability in salary, and that a model that includes seniority is better:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.7441
	
	
	
	

	R Square
	0.5537
	
	
	
	

	Adjusted R Square
	0.5194
	
	
	
	

	Standard Error
	15388
	
	
	
	

	Observations
	29
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	7638894156
	3819447078
	16.1309
	0.0000

	Residual
	26
	6156245940
	236778690
	
	

	Total
	28
	13795140096
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	64117.5
	4875.2
	13.1519
	0.0000
	

	Gender
	9284.6
	6835.0
	1.3584
	0.1860
	

	Seniority (Years)
	1676.1
	422.9
	3.9632
	0.0005
	


Orlando might say that the effect of gender is statistically insignificant (see the p-value of 0.1860) when seniority is taken into account.

In fact, there is very little reduction in the adjusted R-square when gender is completely removed from the model. Apparently only about 3% in the overall variability in salaries is explained by gender, after the effect of seniority is already taken into account:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.7225
	
	
	
	

	R Square
	0.5221
	
	
	
	

	Adjusted R Square
	0.5044
	
	
	
	

	Standard Error
	15626.6
	
	
	
	

	Observations
	29
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	7201983759
	7201983759
	29.49324293
	0.0000

	Residual
	27
	6593156337
	244190975.4
	
	

	Total
	28
	13795140096
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	66596.28268
	4590.988982
	14.5059
	0.0000
	

	Seniority (Years)
	1979.861492
	364.5638019
	5.4308
	0.0000
	


c. (2 points) Use multiple regression to conduct a 2-tailed test of the hypothesis that gender has no effect on salary, after taking into account the effect of seniority. Use a Type I error risk of 0.05. 

This is easily done by examining the regression output from Part (b). The p-value of 0.1860 indicates that this null hypothesis cannot be rejected at the 0.05 level of significance.

If we wanted to do all of the steps of the classical hypothesis test, then we would have:

Hypotheses:

	
[image: image16.wmf]:

0

H


	
	
[image: image17.wmf]0

1

=

b



	
[image: image18.wmf]:

A

H


	
	
[image: image19.wmf]0

1

¹

b




Test Stat:
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Decision Rule:

Reject if t0 is less than -2.056 or greater than +2.056.

Conclusion:

t0 is 1.358; we do not reject the null hypothesis. There is insufficient evidence to conclude that the effect of gender is different from $0 at the 5% level of significance, all other factors taken into account.

d. (2 points) Taking all of the available information into account, what is a 90% confidence interval for the average difference in pay between men and women (all other factors held constant)? Show your calculations clearly.

We’ll base this interval on the 2-variable model:
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We are 90% confident that the true difference between men’s and women’s salaries is somewhere between $2,373 more for women and $20,942 more for men. 

e. (7 points) If the true population difference between men’s and women’s salaries were actually $5,000 (in other words if the average men’s salary, all other factors taken into account, were in fact $5,000 higher than the average women’s salary), what would be the probability of a Type II error, using the same sample size and standard error from Part (c) above?

Our decision rule from Part (c) implies a rejection region defined by -$14,049.56 and +$14,049.56. (Zero, plus or minus 2.056 times $6,835.)

Using the same standard error, we need to find the area under the curve centered on $5,000 than is between these two values.
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The area under the true curve between these cutoff values is 89.66%. Using a z approximation, we get a very similar value of 90.46%. Here’s how to calculate this in Excel:
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3. Flaming Eagle

Colin Convey’s “Flaming Eagle” brand of beer is aimed at the low end of the market, focusing on economy as opposed to quality. Exhibit 4 contains quarterly sales data, as well as information on other factors believed to influence sales volume.

	Sales($1000)
	Sales Volume for Flaming Eagle

	Quarter
	Numbered Quarters

	Season
	Winter, Spring, etc.

	Adv($)
	Advertising Expense in the Current Quarter

	Stores
	Number of Stores that Sell Flaming Eagle

	%ChangeUnemp.
	% Change in Unemployment

	%ChangeS&P
	% Change in the Stock Market

	%ChangeCPI
	% Change in Consumer Prices


Read the questions below carefully, so that your model will be able to address the various issues. 

a. (2 points) Make any necessary data transformations, and show a few rows of your transformed data here. Explain briefly what you did to the raw data.
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We have set up dummy variables for all of the seasons (leaving out Fall).

We have “lagged” the advertising expenses, thereby losing three rows of data. We’ll start the regression with the labels in row 5.

b. (1 point) Construct a “full” multiple regression model (i.e. one that includes all of the potential independent variables in the data set) to predict sales volume for Flaming Eagle beer.

Paste the output from your model here:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.7436
	
	
	
	

	R Square
	0.5529
	
	
	
	

	Adjusted R Square
	0.4387
	
	
	
	

	Standard Error
	4236.1964
	
	
	
	

	Observations
	60
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	12
	1042986126
	86915510.48
	4.8433
	0.0000

	Residual
	47
	843431916
	17945359.91
	
	

	Total
	59
	1886418042
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	1569.4321
	2859.1589
	0.5489
	0.5857
	

	Quarter
	156.1670
	264.1048
	0.5913
	0.5571
	

	Winter
	3374.2094
	1639.4004
	2.0582
	0.0451
	

	Spring
	7837.1972
	1575.6595
	4.9739
	0.0000
	

	Summer
	1025.2233
	1641.6338
	0.6245
	0.5353
	

	Adv($)
	-0.0733
	0.0505
	-1.4511
	0.1534
	

	Adv -1
	0.1477
	0.0508
	2.9079
	0.0055
	

	Adv -2
	0.1128
	0.0490
	2.3035
	0.0257
	

	Adv -3
	0.0444
	0.0493
	0.9006
	0.3724
	

	Stores
	-98.9836
	332.6519
	-0.2976
	0.7674
	

	%ChangeUnemp.
	89407.1427
	121141.3430
	0.7380
	0.4642
	

	%ChangeS&P
	36016.4021
	19809.5628
	1.8181
	0.0754
	

	%ChangeCPI
	-276944.4208
	146489.1480
	-1.8905
	0.0649
	


c. (6 points) Construct a multiple regression model that (a) accounts for as much variability as possible in the quarterly sales data, and (b) contains no independent variable whose coefficient is not significantly different from zero at the 0.10 level.

Paste the output from your model here:

	Regression Statistics
	 
	
	
	
	

	Multiple R
	0.7199
	
	
	
	

	R Square
	0.5183
	
	
	
	

	Adjusted R Square
	0.4535
	
	
	
	

	Standard Error
	4180.2734
	
	
	
	

	Observations
	60
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	Df
	SS
	MS
	F
	Significance F

	Regression
	7
	977734375.1
	139676339.3
	7.9931
	0.0000

	Residual
	52
	908683666.7
	17474685.9
	
	

	Total
	59
	1886418042
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	1094.2522
	2266.9900
	0.4827
	0.6313
	

	Quarter
	85.8145
	32.0234
	2.6797
	0.0098
	

	Winter
	2688.0055
	1407.0586
	1.9104
	0.0616
	

	Spring
	7481.3489
	1341.9386
	5.5750
	0.0000
	

	Adv -1
	0.1424
	0.0484
	2.9402
	0.0049
	

	Adv -2
	0.1131
	0.0469
	2.4107
	0.0195
	

	%ChangeS&P
	26023.3134
	12004.5722
	2.1678
	0.0348
	

	%ChangeCPI
	-233047.3906
	129615.5313
	-1.7980
	0.0780
	


Here’s a summary of one possible version of the model-building process:

	
	Full Model (1)
	Model 2
	Model 3
	Model 4
	Model 5
	Model 6

	Multiple R
	0.7436
	0.7430
	0.7405
	0.7365
	0.7327
	0.7199

	R Square
	0.5529
	0.5521
	0.5484
	0.5424
	0.5369
	0.5183

	Adjusted R Square
	0.4387
	0.4494
	0.4562
	0.4600
	0.4643
	0.4535

	Standard Error
	4236.2
	4195.8
	4169.6
	4155.1
	4138.7
	4180.3

	Intercept
	1569.4
	1561.0
	2075.4
	2102.9
	2769.0
	1094.3

	Quarter
	156.17
	78.21
	79.26
	85.25
	86.79
	85.81

	Winter
	3374.2
	3395.5
	2911.0
	2766.6
	2734.7
	2688.0

	Spring
	7837.2
	7833.7
	7365.8
	7219.6
	7290.5
	7481.3

	Summer
	1025.2
	1015.3
	
	
	
	

	Adv($)
	-0.0733
	-0.0772
	-0.0752
	-0.0684
	-0.0670
	

	Adv -1
	0.1477
	0.1445
	0.1426
	0.1435
	0.1387
	0.1424

	Adv -2
	0.1128
	0.1109
	0.1141
	0.1097
	0.1064
	0.1131

	Adv -3
	0.0444
	0.0444
	0.0441
	0.0368
	
	

	Stores
	-98.98
	
	
	
	
	

	%ChangeUnemp.
	89407
	88867
	95886
	
	
	

	%ChangeS&P
	36016
	36038
	38639
	26708
	25766
	26023

	%ChangeCPI
	-276944
	-275120
	-297875
	-261750
	-241454
	-233047


d. (2 points) Colin thinks that there is seasonality in Flaming Eagle sales. Specifically, he thinks the 4th quarter (Fall) has the lowest average sales and the 2nd quarter (Spring) has the highest average sales. The 1st and 3rd quarters (Winter and Summer, respectively) are somewhere in the middle, and he is curious to know whether there is any significant difference between average sales in the 4th quarter and the other seasons of the year. Answer this question, using your regression models to support your conclusion.

We might answer this using the “full” model:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Winter
	3374.2094
	1639.4004
	2.0582
	0.0451

	Spring
	7837.1972
	1575.6595
	4.9739
	0.0000

	Summer
	1025.2233
	1641.6338
	0.6245
	0.5353


It would appear than Mr. Convey is indeed correct about Fall being the worst quarter for sales: all three of the other quarters have positive coefficients, which indicates that their sales are expected to be higher than Fall, on the average. The difference between Fall and Spring is clearly significant (p-value = 0.0000), the difference between Fall and Winter is less significant (p-value = 0.0451), and the difference between Fall and Summer is apparently not significant (p-value = 0.5353).

Alternatively, we could use the “best” model, and get more or less the same results:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Winter
	2688.0055
	1407.0586
	1.9104
	0.0616

	Spring
	7481.3489
	1341.9386
	5.5750
	0.0000


This model does not include a coefficient for Summer, implying that Summer’s sales are not significantly different from Fall’s. Spring is statistically different from Fall (p-value = 0.0000) while Winter is marginal (p-value = 0.0616). For a two-tailed test with alpha = 0.05, we conclude that there is no significant difference between Fall and Winter. However, for an upper-tail test, our p-value is 0.0308, and we conclude that Winter’s sales are significantly greater than Fall’s.

e. (3 points) Colin thinks that advertising has little immediate effect on sales, but does have a long-term positive effect. He feels that the positive effects of advertising last three quarters; in other words, there is a significant increase in sales in the current period for every dollar spent on advertising in the previous three quarters. Is this true? Use the output from your models to support your conclusion.

From the “full” model:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Adv($)
	-0.0733
	0.0505
	-1.4511
	0.1534

	Adv -1
	0.1477
	0.0508
	2.9079
	0.0055

	Adv -2
	0.1128
	0.0490
	2.3035
	0.0257

	Adv -3
	0.0444
	0.0493
	0.9006
	0.3724


We conclude that advertising money spent has a significant positive effect in both of the two quarters after the current quarter (p-values of 0.0055 and 0.0257) but does not have a significant effect in the current quarter or in the third quarter after it is spent (p-values of 0.1534 and 0.3724).

From the “best” model:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Adv -1
	0.1424
	0.0484
	2.9402
	0.0049

	Adv -2
	0.1131
	0.0469
	2.4107
	0.0195


The conclusions here are almost identical to those from the “full” model.

f. (1 point) Colin thinks that his sales go up when there is an increase in unemployment. Is this true? Use the output from your models to support your conclusion.

From the “full” model:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	%ChangeUnemp.
	89407.1427
	121141.3430
	0.7380
	0.4642


Apparently changes in the unemployment rate are not associated with changes in demand for Flaming Eagle. Consequently, this variable does not appear in the “best” model. It looks like Colin is wrong about this one.

g. (3 points) Give 90% prediction intervals for Flaming Eagle sales in the next two quarters after the end of the data, using your model from Part (c). Assume no change in the S&P or the CPI, and let’s assume Colin keeps advertising at the same level as it was in the last quarter ($628). Make any other assumptions you need to make, but state them clearly.

Here are the last few rows of independent variables:
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Here’s how to estimate the Y-hats:
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The 90% prediction intervals are quite similar, whether we use z or t:
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4. Boston Red Sox

On September 24, 2003, Pete Thamel reported in the New York Times that the Boston Red Sox baseball team had been accused of cheating by another American League team, the Tampa Bay Devil Rays. Tampa Bay Manager Lou Piniella and General Manager Pat Gillick accused the Red Sox of stealing signs using a television set in the bullpen at Fenway Park in Boston, citing as evidence the fact that the Red Sox had a much better winning record at home games than at games played in other teams’ cities. In other words, the Devil Rays are suspicious of the fact that the Red Sox won a greater proportion of games played in Boston (“home games”) than the proportion of games played in other cities (“away games”, or “games on the road”).

In response, the Boston team pointed out that many teams have a better record at home than they do on the road, and that there is a long-standing assumption that all teams enjoy some form of “home field advantage”. By this logic, the fact that the Red Sox win more often at home than away does not constitute evidence of wrongdoing. Moreover, the Red Sox had a successful year in 2003, and it is therefore not surprising that they had a high winning percentage.

The data in Exhibit 4 contain win-loss information for all Major League Baseball teams in 2003. The technicalities of baseball (bullpens, stealing of signs, etc.) are not important here. The question is, does the Red Sox performance at home versus on the road support any allegation of an unusual home-field advantage, consistent with the allegations of the Devil Rays? 

a. (3 points) Assume that the results in Exhibit 4 (games played in 2003) are representative of the population of all games played by Major League teams in all years. Give an 80% confidence interval for the proportion of games won by the “home” team.
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We are 80% confident that the home team will win between 53.67% and 56.25% of all Major League Baseball games.

b. (4 points) Is the “home field advantage” in Boston significantly greater than that observed for other teams? In addition to a quantitative argument, provide an appropriate graph to support your conclusion.

There are many legitimate ways to think about this problem. One way to study this is to calculate the difference between the home game winning percentage and the away game winning percentage for each team:
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This statistic has an overall mean of 9.90% and a standard deviation of 8.96%, which we can use to calculate a z-value and a one-tailed p-value for each team. We could then use the p-value to assess whether the home field advantage in Boston is significantly greater than in other cities.
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The advantage Boston enjoys at home is apparently not especially significant (their advantage is really only slightly above average). On the other hand, we might use these data to open an investigation of the Colorado Rockies:

	Team
	
	Home %
	Away %
	Home Advantage
	z-stat
	1-tailed p-value

	Colorado
	Rockies
	60.49%
	30.86%
	29.63%
	2.203
	0.0138

	Montreal
	Expos
	64.20%
	38.27%
	25.93%
	1.789
	0.0368

	Oakland
	Athletics
	70.37%
	48.15%
	22.22%
	1.376
	0.0845

	Chicago
	White Sox
	62.96%
	43.21%
	19.75%
	1.100
	0.1357

	Texas
	Rangers
	53.09%
	34.57%
	18.52%
	0.962
	0.1680

	Florida
	Marlins
	65.43%
	46.91%
	18.52%
	0.962
	0.1680

	San Francisco
	Giants
	70.37%
	53.75%
	16.62%
	0.750
	0.2266

	Anaheim
	Angels
	54.88%
	40.00%
	14.88%
	0.556
	0.2892

	Philadelphia
	Phillies
	60.49%
	45.68%
	14.81%
	0.549
	0.2916

	Boston
	Red Sox
	65.43%
	51.85%
	13.58%
	0.411
	0.3406

	St. Louis
	Cardinals
	59.26%
	45.68%
	13.58%
	0.411
	0.3406

	Baltimore
	Orioles
	50.00%
	37.80%
	12.20%
	0.256
	0.3989

	Atlanta
	Braves
	67.90%
	56.79%
	11.11%
	0.135
	0.4463

	Tampa Bay
	Devil Rays
	44.44%
	33.33%
	11.11%
	0.135
	0.4463

	Houston
	Astros
	59.26%
	48.15%
	11.11%
	0.135
	0.4463

	Cleveland
	Indians
	46.91%
	37.04%
	9.88%
	-0.003
	0.5011

	Los Angeles
	Dodgers
	56.79%
	48.15%
	8.64%
	-0.141
	0.5559

	Seattle
	Mariners
	61.73%
	53.09%
	8.64%
	-0.141
	0.5559

	Arizona
	Diamondbacks
	55.56%
	48.15%
	7.41%
	-0.278
	0.6096

	Minnesota
	Twins
	59.26%
	51.85%
	7.41%
	-0.278
	0.6096

	San Diego
	Padres
	43.21%
	35.80%
	7.41%
	-0.278
	0.6096

	Detroit
	Tigers
	28.40%
	24.69%
	3.70%
	-0.692
	0.7555

	Pittsburgh
	Pirates
	48.15%
	44.44%
	3.70%
	-0.692
	0.7555

	New York
	Mets
	42.50%
	39.51%
	2.99%
	-0.771
	0.7797

	Cincinnati
	Reds
	43.21%
	41.98%
	1.23%
	-0.968
	0.8334

	Chicago
	Cubs
	54.32%
	54.32%
	0.00%
	-1.105
	0.8655

	Kansas City
	Royals
	50.00%
	52.44%
	-2.44%
	-1.378
	0.9159

	New York
	Yankees
	60.98%
	63.75%
	-2.77%
	-1.415
	0.9215

	Toronto
	Blue Jays
	50.62%
	55.56%
	-4.94%
	-1.657
	0.9512

	Milwaukee
	Brewers
	38.27%
	45.68%
	-7.41%
	-1.932
	0.9733


A couple of possible charts:
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Exhibit 1 (Note: All Exhibits are in the Excel file <finalb.xls>.)

	Salesperson
	Experience (Months)
	 Sales ($) 

	Giovanni
	27
	$34,398 

	Katrina
	11
	$23,888 

	Yonatan
	16
	$29,653 

	Antonio
	17
	$28,865 

	Meghan
	14
	$27,223 

	Robert
	18
	$25,906 

	Richard
	10
	$24,404 

	Daan
	10
	$22,824 

	Edward
	11
	$21,421 

	Rajen
	19
	$28,162 

	Scott
	20
	$28,571 

	Pierre
	21
	$31,438 

	Philip
	13
	$29,940 

	Jeffrey
	14
	$24,894 

	Elsie
	12
	$26,869 

	Su-Yee
	22
	$34,148 

	Alessandro
	23
	$33,942 

	Peter
	24
	$27,591 

	Murtaza
	11
	$24,868 

	Peter
	14
	$30,543 

	James
	10
	$22,287 

	Steven
	11
	$24,812 

	Owen
	22
	$33,868 

	Jeffrey
	25
	$30,766 

	Jie
	26
	$29,699 

	Victor
	27
	$30,823 

	Jesse
	28
	$32,426 

	Kariya
	29
	$31,894 

	Stavros
	31
	$36,236 

	Judith
	30
	$36,653 

	Anthony
	36
	$35,049 

	Anthony
	14
	$26,231 

	Courtney
	10
	$20,838 

	Helen
	12
	$25,586 

	John
	16
	$27,965 

	Farhad
	13
	$22,693 

	Ajay
	24
	$33,591 

	Raymond
	17
	$28,807 

	Jonathan
	12
	$25,322 

	Tommaso
	18
	$27,928 

	Elizabeth
	19
	$33,329 

	Sophia
	20
	$25,239 

	Constantine
	10
	$22,612 

	Lahn-Young
	21
	$31,130 

	Eli
	61
	$33,236 

	Jason
	22
	$29,232 

	Ryan
	11
	$27,004 

	Christopher
	13
	$28,652 

	Steven
	23
	$32,332 

	Alvaro
	13
	$24,670 

	Anthony
	9
	$22,239 

	Galen
	11
	$25,302 

	Urbain
	20
	$25,733 

	Christopher
	11
	$24,383 

	Patrick
	32
	$38,220 

	Anna
	21
	$30,432 

	Konstantin
	7
	$22,125 

	Mark
	7
	$17,534 

	Giacomo
	10
	$21,697 

	John
	9
	$27,211 

	Scott
	9
	$24,082 

	John
	10
	$22,794 

	Santiago
	8
	$22,444 

	Oren
	9
	$21,758 

	Terence
	10
	$19,394 

	Ian
	9
	$21,921 

	Jason
	12
	$21,672 

	Sebastien
	10
	$21,431 

	Jesse
	7
	$15,323 

	John
	40
	$38,020 

	Vivian
	8
	$19,855 

	Alfredo
	12
	$25,320 

	Olivier
	12
	$28,880 

	Syed Asif
	40
	$37,009 

	Christian
	9
	$20,905 

	Tadd
	11
	$19,465 

	Jeanne
	18
	$30,274 

	Yaron
	8
	$20,886 

	Timur
	49
	$40,121 

	Yoichiro
	9
	$24,329 

	Robert
	39
	$40,845 

	Daniel
	8
	$18,579 

	Sawako
	7
	$23,154 

	Daniel
	10
	$23,213 

	Jaana
	13
	$22,319 

	Edwards
	6
	$19,206 

	Denis
	8
	$18,607 

	Fritz
	11
	$24,100 

	Edward
	6
	$18,820 

	Paul
	11
	$22,255 

	Eric
	4
	$10,367 

	Balaji
	8
	$21,662 

	Kevin
	6
	$15,852 

	Naif
	4
	$13,902 

	Andrew
	10
	$21,889 

	Ying
	11
	$26,028 

	Suzanne
	19
	$25,639 

	Daniel
	10
	$23,673 

	Joshua
	5
	$16,276 

	Marc
	6
	$19,758 


Exhibit 2

	Employee
	Gender
	Pay (Annual)
	Seniority (Years)

	Joana
	Female
	$69,554 
	1

	Dimitris
	Male
	$68,012 
	12

	Florencia
	Female
	$75,555 
	7

	Eric
	Male
	$86,283 
	11

	Katrina
	Female
	$72,986 
	2

	Chin-Sen
	Male
	$102,524 
	27

	Meghan
	Female
	$70,210 
	1

	Gideon
	Male
	$72,826 
	5

	Elsie
	Female
	$76,923 
	14

	Su-Yee
	Female
	$81,832 
	1

	Marco
	Male
	$121,047 
	20

	Jie
	Female
	$39,382 
	1

	Stephen
	Male
	$92,791 
	13

	Samir
	Male
	$98,842 
	7

	David
	Male
	$88,562 
	6

	Arturo
	Male
	$106,001 
	11

	Mingji
	Male
	$112,854 
	24

	Mark
	Male
	$117,570 
	30

	Shai
	Male
	$55,998 
	1

	David
	Male
	$93,132 
	11

	Brandon
	Male
	$131,540 
	23

	Judith
	Female
	$70,010 
	8

	Courtney
	Female
	$68,580 
	6

	Alexander
	Male
	$77,379 
	11

	Helen
	Female
	$61,465 
	2

	Thomas
	Male
	$76,222 
	6

	Dan
	Male
	$125,060 
	8

	Elizabeth
	Female
	$73,611 
	6

	Sophia
	Female
	$104,842 
	8


Exhibit 3

	Quarter
	Sales($1000)
	Season
	Adv($)
	Stores
	%ChangeUnemp.
	%ChangeS&P
	%ChangeCPI

	1
	5,493
	Winter
	28,023
	5
	-1.41%
	6.60%
	1.29%

	2
	10,658
	Spring
	33,994
	7
	-0.46%
	5.08%
	0.74%

	3
	14,106
	Summer
	0
	8
	-0.83%
	7.79%
	0.88%

	4
	5,495
	Fall
	18,097
	8
	-1.13%
	7.13%
	0.57%

	5
	3,762
	Winter
	36,898
	8
	0.78%
	-4.35%
	0.43%

	6
	17,710
	Spring
	8,835
	9
	-0.76%
	9.65%
	1.34%

	7
	11,688
	Summer
	3,312
	8
	-0.37%
	1.72%
	0.18%

	8
	3,760
	Fall
	40,801
	9
	-0.63%
	10.65%
	1.62%

	9
	17,325
	Winter
	24,938
	10
	-1.58%
	13.38%
	0.78%

	10
	9,314
	Spring
	34,736
	11
	-0.41%
	8.70%
	1.05%

	11
	9,794
	Summer
	21,262
	12
	-1.29%
	10.76%
	1.95%

	12
	11,762
	Fall
	0
	11
	-0.08%
	5.23%
	1.50%

	13
	3,951
	Winter
	31,469
	12
	-0.19%
	3.08%
	0.47%

	14
	10,581
	Spring
	11,395
	14
	0.47%
	-2.37%
	0.35%

	15
	4,831
	Summer
	37,635
	15
	0.57%
	0.92%
	0.87%

	16
	4,658
	Fall
	18,816
	15
	0.83%
	5.52%
	2.12%

	17
	7,927
	Winter
	21,663
	16
	0.66%
	-3.93%
	0.71%

	18
	11,419
	Spring
	21,707
	17
	-0.33%
	5.60%
	1.54%

	19
	3,610
	Summer
	29,471
	17
	-0.86%
	14.34%
	1.72%

	20
	5,493
	Fall
	25,668
	16
	0.20%
	2.65%
	1.48%

	21
	10,658
	Winter
	11,258
	17
	0.30%
	3.65%
	1.85%

	22
	14,106
	Spring
	24,826
	17
	0.83%
	0.81%
	0.84%

	23
	5,755
	Summer
	13,189
	17
	-1.15%
	9.44%
	0.19%

	24
	3,608
	Fall
	5,505
	18
	-1.44%
	8.59%
	1.24%

	25
	3,949
	Winter
	99
	18
	-1.04%
	11.29%
	1.00%

	26
	13,544
	Spring
	12,589
	20
	-0.72%
	11.64%
	1.59%

	27
	2,823
	Summer
	34,345
	21
	-0.54%
	5.68%
	1.10%

	28
	7,377
	Fall
	11,747
	22
	1.30%
	-5.09%
	1.17%

	29
	8,551
	Winter
	19,889
	21
	0.60%
	-5.93%
	0.50%

	30
	21,806
	Spring
	5,723
	23
	0.31%
	-2.18%
	0.11%

	31
	8,609
	Summer
	33,270
	24
	-1.13%
	18.75%
	1.20%

	32
	16,525
	Fall
	19,671
	24
	-0.33%
	9.92%
	1.15%

	33
	9,972
	Winter
	31,706
	26
	-0.24%
	4.72%
	1.81%

	34
	24,711
	Spring
	23,288
	26
	-1.43%
	7.61%
	1.01%

	35
	4,829
	Summer
	16,403
	27
	-0.44%
	7.77%
	0.90%

	36
	8,688
	Fall
	0
	29
	-1.31%
	18.40%
	1.96%

	37
	9,512
	Winter
	9,532
	29
	-0.54%
	2.84%
	1.17%

	38
	18,119
	Spring
	1,803
	29
	-0.10%
	4.32%
	1.00%

	39
	3,214
	Summer
	38,367
	33
	0.75%
	4.16%
	0.12%

	40
	6,398
	Fall
	26,426
	35
	0.35%
	4.79%
	1.28%

	41
	18,527
	Winter
	15,489
	36
	0.61%
	-3.17%
	-0.16%

	42
	14,970
	Spring
	18,433
	36
	-1.02%
	8.84%
	1.55%

	43
	11,567
	Summer
	34,015
	36
	1.33%
	-0.30%
	1.15%

	44
	4,656
	Fall
	30,616
	36
	0.00%
	3.63%
	0.94%

	45
	12,965
	Winter
	11,563
	38
	0.64%
	-0.90%
	1.14%

	46
	10,505
	Spring
	39,022
	38
	-1.28%
	0.41%
	0.77%

	47
	11,272
	Summer
	17,108
	39
	-0.28%
	4.07%
	0.66%

	48
	10,224
	Fall
	10,131
	39
	-0.08%
	3.50%
	0.90%

	49
	9,585
	Winter
	24,090
	40
	1.42%
	-4.12%
	0.96%

	50
	15,255
	Spring
	12,075
	43
	-0.63%
	5.51%
	1.25%

	51
	17,975
	Summer
	6,092
	43
	-0.36%
	8.52%
	1.08%

	52
	3,216
	Fall
	15,789
	43
	-0.43%
	5.92%
	0.98%

	53
	6,404
	Winter
	35,458
	45
	0.04%
	10.03%
	1.04%

	54
	10,065
	Spring
	3,892
	46
	1.22%
	-2.48%
	1.02%

	55
	15,398
	Summer
	22,667
	47
	-0.54%
	6.13%
	0.94%

	56
	1,695
	Fall
	34,762
	48
	0.12%
	-1.09%
	0.86%

	57
	13,926
	Winter
	19,923
	49
	-0.86%
	2.86%
	0.43%

	58
	23,352
	Spring
	34,678
	49
	0.66%
	5.76%
	0.81%

	59
	16,121
	Summer
	24,349
	50
	-0.31%
	11.69%
	1.69%

	60
	15,927
	Fall
	31,770
	50
	0.57%
	1.83%
	0.66%

	61
	18,804
	Winter
	33,261
	49
	0.90%
	-2.72%
	0.35%

	62
	17,493
	Spring
	18,719
	49
	0.74%
	0.98%
	0.85%

	63
	8,748
	Summer
	628
	52
	0.52%
	1.54%
	0.98%


Exhibit 4

	League
	Division
	Team
	
	Home Wins
	Home Losses
	Away Wins
	Away Losses

	American League
	East Division
	New York
	Yankees
	50
	32
	51
	29

	
	 
	Boston
	Red Sox
	53
	28
	42
	39

	
	 
	Toronto
	Blue Jays
	41
	40
	45
	36

	
	 
	Baltimore
	Orioles
	40
	40
	31
	51

	
	 
	Tampa Bay
	Devil Rays
	36
	45
	27
	54

	
	Central Division
	Minnesota
	Twins
	48
	33
	42
	39

	
	 
	Chicago
	White Sox
	51
	30
	35
	46

	
	 
	Kansas City
	Royals
	40
	40
	43
	39

	
	 
	Cleveland
	Indians
	38
	43
	30
	51

	
	 
	Detroit
	Tigers
	23
	58
	20
	61

	
	West Division
	Oakland
	Athletics
	57
	24
	39
	42

	
	 
	Seattle
	Mariners
	50
	31
	43
	38

	
	 
	Anaheim
	Angels
	45
	37
	32
	48

	
	 
	Texas
	Rangers
	43
	38
	28
	53

	National League
	East Division
	Atlanta
	Braves
	55
	26
	46
	35

	
	 
	Florida
	Marlins
	53
	28
	38
	43

	
	 
	Philadelphia
	Phillies
	49
	32
	37
	44

	
	 
	Montreal
	Expos
	52
	29
	31
	50

	
	 
	New York
	Mets
	34
	46
	32
	49

	
	Central Division
	Chicago
	Cubs
	44
	37
	44
	37

	
	 
	Houston
	Astros
	48
	33
	39
	42

	
	 
	St. Louis
	Cardinals
	48
	33
	37
	44

	
	 
	Pittsburgh
	Pirates
	39
	42
	36
	45

	
	 
	Cincinnati
	Reds
	35
	46
	34
	47

	
	 
	Milwaukee
	Brewers
	31
	50
	37
	44

	
	West Division
	San Francisco
	Giants
	57
	24
	43
	37

	
	 
	Los Angeles
	Dodgers
	46
	35
	39
	42

	
	 
	Arizona
	Diamondbacks
	45
	36
	39
	42

	
	 
	Colorado
	Rockies
	49
	32
	25
	56

	
	 
	San Diego
	Padres
	35
	46
	29
	52
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