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ABSTRACT

Interdomain routing has long been primed for an overhaul.
Designed for a previous era and since dragged into today’s
networks through complex configurations, little progress has
been made on aligning interdomain routing capabilities with
network operator needs. Yet substantial growth has oc-
curred in tangential areas such as datacenter networking.
We believe that the barriers to performing interdomain rout-
ing research must be lowered to enable researchers and op-
erators to better understand existing problems and evaluate
potential improvements. To this end, we propose a testbed
that enables the emulation of autonomous systems and their
internal routing domains. The testbed allows these emu-
lated networks to advertise routes and exchange traffic with
the real Internet, exposing them to the Internet’s complex
policies and inconsistencies. Our testbed enables experi-
ments to have complete control over the network topology
and glue-logic between routing domains, including choice of
IGP protocol, routing engine, and route redistribution. In
addition, experiments can exchange routes and traffic with
ISPs in multiple peering locations across the Internet, en-
abling experiments which emulate complex, geographically
distributed networks.

Categories and Subject Descriptors

C.2.2 [Computer-Communication Networks|: Network
Protocols—routing protocols
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1. BACKGROUND

The Internet is composed of thousands of private net-
works, including end-user and tier-1 ISPs, enterprise net-
works, and content providers. The Border Gateway Proto-
col (BGP) exchanges logical route advertisements in parallel
with the physical connectivity interconnecting private net-
works. These advertisements are combined with frequently
complex routing policies to enable border routers to forward
traffic towards its destination. An Interior Gateway Proto-
col (IGP) is the internal equivalent of BGP and responsi-
ble for directing traffic within an autonomous system (AS),
channeling traffic amongst internal and border routers [3].

Under ideal circumstances, both of these protocols achieve
the goal of exchanging traffic between networks. However,
as the sophistication and scale of networks has increased, the
stability of these two protocols has been undermined. BGP
is susceptible to configuration errors due to the complexity
of its configuration [4]. Route reflectors and route redistri-
bution, both of which further increase complexity and may
result in less than ideal routing, are often necessary as the
size of a network grows [3, 1]. Explicitly defining the route
traffic should take remains difficult and often proves impossi-
ble due to the complexity of the routing decision process [3].
In addition, there has been little focus on new and upcom-
ing problems, such as the need to explicitly define routes to
achieve quality-of-service or dynamically adjust routes given
the state of a neighboring network.

We believe that the overhead required to accurately em-
ulate the interdomain routing complexities of large au-
tonomous systems has suppressed experiments in academia
and industry, thus hampering innovation. Although simu-
lation engines minimize the overhead of such experiments,
they are no replacement for evaluation in a real world envi-
ronment [5]. To this end, we propose a testbed that emulates
complex AS topologies and enables the emulated ASes to ad-
vertise routes and exchange traffic with the Internet. Our
testbed enables experiments to have complete control over
the network topology and glue-logic between routing do-
mains, including choice of IGP protocol, routing engine(s),
and route redistribution. In addition, experiments can ex-
change routes and traffic with ISPs in multiple peering lo-
cations across the Internet, enabling experiments which em-
ulate complex, geographically distributed networks.
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Figure 1: Example network topology hosted from a
single enhanced Mininet instance alongside compo-
nents required at each layer

2. TESTBED FUNDAMENTALS

2.1 Benefit to Community

The testbed provides operators and researchers with
the ability to easily emulate complex autonomous system
topologies while facilitating the exchange of routes and traf-
fic with peers in Internet eXchange Points (IXPs) around
the world. Thus, the testbed enables even a large ISP to
emulate all aspects of their network infrastructure, includ-
ing the complexities of their peering policies. For example,
a large ISP could emulate their network infrastructure and
experiment with different routing configurations and route
advertisements. Information gained from the experiment
could then be applied to the ISP’s existing network. Over-
all, a researcher or operator faces significantly reduced over-
head when setting up an experiment using the testbed and
gains immediate access to often restricted AS-level Internet
connectivity.

2.2 Enabling Interdomain Research

The testbed provides automated configuration of Transit
Portal, linked with an enhanced version of Mininet. These
two components are focused on very separate tasks.

Transit Portal is a service with BGP multiplexers spread
throughout the world [6]. Each multiplexer provides iso-
lated BGP connectivity for multiple experiments concur-
rently under a single global AS number. Designed primar-
ily to provide BGP connectivity to downstream nodes, it
lacks any intradomain capabilities and primarily enables the
announcement and withdrawal of routes from a single end-
point. Mininet is an abstraction layer on top of Linux kernel
namespaces which enables the rapid generation of virtual
networks matching a user-specified topology [2]. Mininet
was designed for SDN network research and thus lacks sup-
port for legacy IGP protocols, interdomain routing and in-
teraction with the general Internet through AS-level connec-
tivity. Our modifications to Mininet enable the emulation of
virtual routing domains which are interconnected via tradi-
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tional routing protocols (OSPF, BGP) and software routing
engines (such as Quagga).

Acting independently, neither tool is capable of emulating
complex interdomain routing scenarios, such as those of a
large ISP. In contrast, our testbed will enable the emulation
of such an environment, including the glue-logic which exists
between different routing domains in a large network, ex-
change of route advertisements with upstream peers at mul-
tiple entry points of presence, and complex internal topolo-
gies, as shown within Figure 1.

3. CONDUCTING EXPERIMENTS

An experiment begins with the installation of the cus-
tomized Mininet software and it’s dependencies on a sys-
tem provided by the experimenter. This varies from other
testbed frameworks, such as Emulab, which colocate the en-
tire experiment on a remote system to provide the requisite
resources. Since Mininet uses Linux kernel namespaces, re-
source requirements are minimized and a network topology
such as the one shown within Figure 1 can easily be executed
on a standard laptop computer. Support for scaling topolo-
gies across multiple physical machines (when necessary) will
be provided in future work.

Following installation, the characteristics of an au-
tonomous system are defined using an extended version of
Mininet’s conventional topology syntax. For each routing
domain, the routing engine and IGP protocol will be de-
fined. Interconnections will also be defined amongst bor-
der routers within these routing domains and the upstream
Transit Portal BGP muxes. In addition to supporting these
new semantics, all traditional Mininet topology functional-
ity is preserved, providing end-host and switch support along
with the ability to emulate hybrid SDN/legacy networks.

When Mininet instantiates an instance of the topology, it
will automatically create all required links, perform config-
uration of the routing engines, and connect to the Transit
Portal service. Connections to the configured Transit Por-
tal muxes will be established via VPN. The credentials for
these VPN connections will be provided through a registra-
tion process and serve as input to Mininet during topology
configuration. Experiments can then be conducted by con-
necting to individual containers within Mininet and running
measurement applications and/or modifying network routes.

3.1 Future Experiments

We have held brief discussions with researchers interested
in using this testbed, including the developers of the Soft-
ware Defined Internet Exchange (SDX) at Georgia Tech. For
SDX, potential applications of the testbed include the emu-
lation of SDX peers and remote Internet exchange points.

4. CONCLUSIONS

We proposed a platform for use by operators and re-
searchers wishing to examine the characteristics of inter-
domain routing schemes. Our platform leverages existing
technologies to maximize the level of control available to
the experimenter, including control over the network topol-
ogy, routing engine(s), and routes advertised to the public
Internet. We hope that the introduction of this platform
will enable researchers to conduct experiments which bring
a greater understanding of existing interdomain protocols
and novel new techniques to improve interdomain routing.
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