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ABSTRACT
Internet exchange points (IXPs) are an important ingredi-
ent of the Internet AS-level ecosystem—a logical fabric of
the Internet made up of about 30,000 ASes and their mutual
business relationships whose primary purpose is to control
and manage the flow of traffic. Despite the IXPs’ critical
role in this fabric, little is known about them in terms of
their peering matrices (i.e., who peers with whom at which
IXP) and corresponding traffic matrices (i.e., how much traf-
fic do the different ASes that peer at an IXP exchange with
one another). In this paper, we report on an Internet-wide
traceroute study that was specifically designed to shed light
on the unknown IXP-specific peering matrices and involves
targeted traceroutes from publicly available and geograph-
ically dispersed vantage points. Based on our method, we
were able to discover and validate the existence of about
44K IXP-specific peering links—nearly 18K more links than
were previously known. In the process, we also classified
all known IXPs depending on the type of information re-
quired to detect them. Moreover, in view of the currently
used inferred AS-level maps of the Internet that are known
to miss a significant portion of the actual AS relationships
of the peer-to-peer type, our study provides a new method
for augmenting these maps with IXP-related peering links
in a systematic and informed manner.

Categories and Subject Descriptors: C.2 [Computer
Communication Networks]: Network Operations; Network
Architecture and Design

General Terms: Measurement.

Keywords: IXP, peering, traceroute.

1. INTRODUCTION
The Internet AS-level ecosystem is a network of networks,

where the individual networks or sovereign entities are Au-
tonomous Systems (ASes), and two such ASes are connected
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if they have established a commercial relationship for fee-
based (i.e., customer-provider) or settlement-free (i.e., peer-
to-peer) traffic exchange.1 This logical construct is largely a
reflection of the prevailing economic conditions under which
the key Internet players (e.g., service providers, content pro-
viders, business enterprises, Internet Exchange Points) have
to operate. Understanding its structure and the main forces
that shape this structure and its temporal evolution have
been of great interest to networking researcher for some time
(see for example [1, 2] and references therein). However, de-
spite significant efforts, the Internet’s AS-level ecosystem
has remained an elusive object, mainly because of the vari-
ous shortcomings of the available measurements that under-
lie most inference work to date. Among those measurements,
the most commonly-used ones are either traceroute-based,
or derived from BGP table dumps, or obtained from In-
ternet Routing Registries or other publicly available data
bases. While recent studies agree on the adequateness of
a combination of these measurements for correctly inferring
the number of ASes and adequately discovering and iden-
tifying the vast majority of customer-provider links, they
all conclude that even the most carefully inferred AS maps
currently in use still miss a substantial portion of AS connec-
tions of the peer-to-peer type, with estimates varying from
35% up to 95% [3, 4, 5, 6].

The key contribution of this paper is a flexible and effi-
cient approach that sheds new light on the substrate of the
AS-level ecosystem that consists of all known IXPs, their
member ASes, and all the peerings among those members.2

This IXP substrate is a critical component of the economic
fabric of the Internet; IXPs are the physical infrastructures
managed by third parties where member ASes can choose
to peer with one another for the purpose of exchanging traf-
fic directly and essentially for free rather than at a cost via
some upstream service providers. With a few exceptions [7,
8, 4, 5], this substrate has been largely neglected in past AS-
related studies. Our approach consists of launching targeted
traceroutes from systematically selected sources to carefully
chosen destination and checking the resulting paths for indi-
cations that they went through an IXP. It enables us to (i)
classify known IXPs in terms of the information and efforts
needed to discover them, (ii) check the accuracy of published
IXP membership lists, and (iii) obtain for the IXPs we dis-
cover new insights into their unknown peering matrices; that

1Other less frequently used business relationships (e.g.,
sibling-sibling) exist but are not found at IXPs.
2The datasets, tools, and detailed results are available at
http://www-rp.lip6.fr/˜augustin/ixp/.



is, which member ASes peer with one another at these IXP.
It is these peering links that have consistently eluded pre-
vious inference efforts and are the most difficult to detect
using readily available traceroute datasets, BGP routing ta-
ble dumps, or other publicly available information. At the
same time, some recent papers [4, 5] have hypothesized that
these very links may hold the key to solving the missing links
problem for the AS-level Internet. Our work shows that this
hypothesis is indeed true—we discover and validate the ex-
istence of about 44K IXP-related peering links or roughly
75% more than any previous study has reported. Moreover,
our approach leaves little room for significantly improving
our findings concerning the IXP substrate of the AS-level
ecosystem. And where there is room for improvements, we
provide details of the efforts required to achieve them.

A critical difference between our work and existing large-
scale traceroute studies such as CAIDA’s Skitter [9] (and
its successor, Archipelago, or Ark) or the European Dimes
project [10] is our exclusive focus on the IXP substrate of
the AS-level Internet. Although an explicit goal of Skitter-
or Dimes-like efforts has been the comprehensive mapping
of the AS-level Internet as a whole, there has been an in-
creasing awareness within the networking community of the
limitations of such a pursuit. The main issue is the quality
of the obtained measurements. In addition to well-known
problems with traceroute (e.g., IP aliasing), the AS-level
ecosystem has a rich set of policies by which individual ASes
enforce the prevailing business agreements with their neigh-
bors and hence impact what traffic crosses their networks.
Given that most of the existing large-scale traceroute stud-
ies pay little attention to these issues, it should come as
no surprise that the resulting measurements are more a re-
flection of what traceroute can measure than what these
studies would like the tool to measure. This motivates our
approach to stay clear of general-purpose traceroute exper-
iments and target instead the IXP substrate where the eco-
nomic conditions and routing policies are largely dominated
by settlement-free peering agreements. This insight can be
put to good use when trying to launch traceroutes between
selected source-destination hosts for the main purpose of
yielding useful information about the IXP substrate as a
whole and the IXP-specific peering matrices in particular.

However, as is the case with most AS-related results, val-
idation remains a serious challenge, and our work on the
IXP substrate is not different. We use here some direct and
indirect methods to tackle this problem. In the case where
the ground truth is available (e.g., existence of IXPs), we
use various types of available information (e.g., data bases,
routing registries, web sites, search engines, private commu-
nications) to check for obvious inconsistencies between our
findings and published reports or known facts. Despite our
efforts, we find that 55 out of 278 detectable IXPs remain
undetected by our method. We explain why they remain in-
visible and detail the effort and information needed to detect
them. In the case where the ground truth is not available
(e.g., IXP peering matrices3, we device a mechanism to ex-
press our confidence in the validity of IXP-related peering
link discovered by our method. In addition, for a few se-
lected IXPs, we provide some absolute and relative compar-

3IXPs rarely publish their peering matrices, and if they do,
they are typically not obtained from IXP-internal databases
but are inferred from observed traffic data (e.g. VIX
http://www.vix.at/vix_peeringmatrix.html).

isons of the number of validated links we found. We find that
our method represents a significant improvement over past
efforts, and while there may exist room for improvements,
they are only significant (and require substantial more ef-
forts) if typical peering matrices are not sparse.

The rest of the paper is structured as follows. Sec. 2 dis-
cusses related work, including two studies on which we build
on. Sec. 3 describes the key ingredients of the IXP substrate
of the AS-level ecosystem, reviews the use of traceroute, and
lists the various sources of data we rely on. Sec. 4 describes
the specifics of our methodology for mapping the IXP sub-
strate. The experiments and results are described in Sec. 5,
and the validation efforts are summarized in Sec. 6. We con-
clude in Sec. 8 with some lessons learned from our traceroute
study and what they tell us about future AS-specific work.

2. RELATED WORK
The Internet research community’s interest in the AS-level

ecosystem started largely with the empirical observation re-
ported in [11] that the node degree distribution of inferred
AS graphs exhibit a power-law distribution. While this orig-
inal claim was based on BGP-based data, later efforts such
as Skitter [9] or Dimes [10] that relied on data obtained
from large-scale traceroute experiments confirmed this find-
ing. AS topology modeling has become a very active re-
search area, largely dominated by novel graph-theoretic ap-
proaches aimed at developing mathematical graph models
capable of reproducing the observed power-law node degree
distributions and possibly other graph-based statistics (e.g.,
see [12] and references therein). However, at the same time,
there has been increasing evidence that the available BGP-
and traceroute-based measurements are of insufficient qual-
ity to support claims of inferred power-law distributions (or
other commonly-used statistics) with any statistical signif-
icance. There has been a growing literature detailing the
issues and problems associated with relying on BGP- and
traceroute-based measurements for inferring AS-level con-
nectivity [13, 14, 15, 16, 17]. These data hygiene efforts have
led to an increasing awareness of the inadequacy or even
futility of the dominant graph-theoretic treatment of the
AS-level ecosystem and its almost exclusive focus on purely
topology-related properties. But, they have also highlighted
the need for alternative approaches to AS-level topology
modeling; such as accounting for the critical forces at work in
this economic fabric of the Internet and providing a deeper
understanding of how these forces shape the structure and
evolution of the AS-level ecosystem.

While Internet practitioners and network operators have
advanced this more economic-based perspective for some
time[18, 19, 20], the research community has been slow in
adopting this view and making it the focal point of further
AS-topology modeling. An early study[7] argued for aban-
doning the pure graph-theoretic treatment in favor of a more
economic-oriented approach, and pointed towards the need
for a more careful treatment of IXPs and their role in this
economic fabric. IXPs are a focal point of the study by Xu
et al. [8] and play again a significant role in the recent work
by He et al. [21, 4]. In fact, [4] builds on the work by [8],
but overcomes some of its limitations and also significantly
extends its scope. By proposing to shed new light on the
IXP substrate, our objective is similar to that of [8] and [4],
and our basic approach is similar to theirs, with noticeable
exceptions: our focus is on the IXP substrate and not on the



AS-level ecosystem as a whole. Thus, any AS-related results
we obtain are by-products of our IXP-centric work. More
importantly, because of our exclusive focus on IXPs, we pro-
vide a more comprehensive and complete picture of the IXP
substrate; in fact, our results provide a detailed account of
the information and efforts needed to discover and map each
and every IXP and illustrate the cost-benefit trade-offs as-
sociated with improving our IXP-related findings.

The IXP substrate of the AS-level Internet is an exam-
ple where no central agency exists that contains all rele-
vant information. However, since IXPs have in general eco-
nomic incentives to attract business, IXP-related informa-
tion is publicly available in various forms. Many IXPs have
a website where they provide basic information about their
location and facilities; basic architecture, fees, and services;
list of AS members and total daily traffic. Two projects
that systematically gather this information, augment it with
knowledge obtained through personal communications, and
make the resulting databases publicly available are Packet
Clearing House (PCH) and PeeringDB (PDB). While
these efforts provide a great service to and are of enormous
value for the Internet community, because all of the infor-
mation is provided on a voluntary basis, the quality of these
databases in terms of the accuracy and/or freshness of the
data is unknown.4 Nevertheless, some key players within
the Internet’s AS-level ecosystem require interested parties
to first enroll in Peeringdb before starting any discussion
about potential peerings [22]. At the same time, since IXPs
treat peering arrangements in general as proprietary infor-
mation, the actual peering matrices of the IXPs are not part
of these databases and have remained in general unknown.
IXPs rarely publish their peering matrices, and if they do,
they typically report inferred peerings; e.g., links between
the IXP and its members that have seen non-zero traffic
over some time interval in the recent past.

3. THE IXP SUBSTRATE
The IXP substrate of the Internet’s AS-level ecosystem

consists of all known IXPs, their member ASes, and all the
peerings among those members. We now describe the basic
features of this substrate and list the different data sources
we rely on in our mapping effort.

3.1 A typical IXP architecture
Most of today’s IXPs are composed of a layer-2 device,

usually an Ethernet switch 5, where IXP members can plug
in their access routers to interconnect directly with one an-
other. IXPs typically deploy several redundancy mecha-
nisms to ensure high resilience of their physical infrastruc-
tures, but these layer-2 mechanisms remain by and large
invisible to IP.

Fig. 1 shows the typical architecture of an IXP. In this
example, the IXP has six members, each represented by a
router. When two members decide to peer, they just have
to establish a BGP session between their routers. Since this
requires that both routers have interfaces in the same IP

4For example, as of 5/5/09, the PDB entry for AMS-IX, a
major IXP in Amsterdam, had 257 members, compared to
the 312 members given on the AMS-IX website.
5A single active IXP (i.e., IXNM) supports ATM and Frame
Relay in addition to Ethernet, and based on personal com-
munication with PCH [23], all three planned efforts to build
an MPLS-based IXP [24] have failed.
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Figure 1: A typical IXP architecture with 6 AS
members.

subnet, the IXP will assign an IP address to the IXP-facing
router interface of each of its members from the IP prefix(es)
allocated to the IXP by the Internet Registry responsible for
the IXP. In Fig. 1, these IXP-facing interface IP addresses
for AS1 and AS4 are denoted by @IXP1 and @IXP4, respec-
tively. This general practice is crucial for identifying IXPs
in a traceroute path.

3.2 Identifying IXPs in traceroute
The basic method to identify an IXP in a traceroute path

and infer properties such as peerings among IXP members
is described in [8] and has been refined and significantly
extended in [4]. Our approach relies and builds on these
earlier efforts, and we briefly summarize them here for com-
pleteness. Key to the method’s success is knowing the IXP
prefixes. To illustrate, consider again Fig. 1 and assume
we are interested in whether or not AS1 and AS4 peer at
this IXP. Suppose that launching a traceroute probe from a
source within AS1 to a destination in AS4 yields a sequence
of IP addresses that contains the following contiguous sub-
sequence: @AS1, @IXP4, and @AS4. If we know the IXP
prefix and assume that each router on the path responds to
traceroute with the IP address of the incoming interface, we
can conclude that @IXP4 belongs to the prefix of this IXP;
that is, the trace must have gone through the IXP.

3.3 Identifying members and peerings
By mapping @AS1 and @AS4 to their AS numbers, we

obtain conclusive evidence that AS1 and AS4 are not only
members of this IXP, but in fact peer with one another at
this particular location. Unfortunately, there are a number
of potential problems with this basic method. First, knowl-
edge of the IXP prefixes precludes the discovery of IXPs that
use private ASNs, and we provide details about the number
of such IXPs in Sec. 6.1. Second, and more importantly, not
all routers respond to traceroute probes with the incoming
interface’s IP address but use instead an alternate IP ad-
dress, or do not respond at all. The alternate address might
not belong to the member, but to one of its neighbors. Also
the router could respond with a correct address, but the AS
mapping might fail at finding the correct AS number. This
could result in wrongly inferred peering arrangements, and
we want to minimize the impact that such misclassifications
can have. To map the second member (AS4), we rely not
only on @AS4 but also on @IXP4. Indeed, @IXP4 was as-
signed by the IXP to AS4 and we have two additional ways
to map IXP addresses to their corresponding members.

First, since the DNS names associated with each IXP ad-
dress often provide information about the member identity,
we can try and use the DNS name to derive the AS number



DB web IRR DNS BGP Tr Ping
Prefixes a m m m m m
Addr. map a n m a a a
Existence a a a
Members a a a a a a
Peerings m a a a

Table 1: Summary of our data sources and what we
exploited them for. (a: automatically gathered and
parsed; m: parsed manually (automated parsing was
too hard); n: not gathered; blank: not relevant.

[4]. Second, a BGP table dump contains the IP addresses
of the BGP peers, along with their AS numbers. At IXPs,
routers use their IXP-assigned address to establish peering
sessions. As a result, all BGP tables collected at routers
located at IXPs contain these IXP-assigned addresses and
their corresponding AS number. The next section gives more
detail on how we extracted this data. We describe here how
we use BGP tables to improve the inference of IXP peerings.

To map each IXP address to its AS number, we use three
techniques, when available, where the ordering reflects the
confidence (from high to low) we have in these techniques:

1. BGP dumps: By definition, the (IXP address to ASN)
mapping is accurate, and thus we use it whenever it is avail-
able. However, since not all the IXP addresses appear in
our BGP table dumps, we had to rely on subsequent, more
error-prone techniques.

2. Majority-selection process: This heuristic was origi-
nally used in [4], but has been shown to work well in earlier
studies [15, 25]. The idea of the majority-selection process is
that in the majority of cases, routers will respond to tracer-
oute probes with the incoming interface. If, in our traces, we
find more than one IP address following @IXP4, we select
the one that appears most frequently. We then map this
address to its AS number and assign it to @IXP4.

3. DNS names: If the router after the IXP address never
responds to our probes (i.e., the traceroute shows a “*” after
the IXP address), we cannot use the majority-selection tech-
nique. However, we can still try and derive the member AS
number based on the DNS name associated with the IXP ad-
dress, assuming the DNS naming convention supports such
an inference. We exclude from our study 1.5% of the tracer-
outes because they show a “*” after the IXP address and
this DNS-based heuristic does not apply

Note that the three techniques just described cannot be
applied to map @AS1. As a result, the mapping of this part
of the IXP peering is less accurate. Later, in Section 6.3, we
describe a method for evaluating the confidence in a discov-
ered peering.

3.4 Data sources
As is typical for distributed and decentralized systems

such as the AS-level ecosystem, there exists no central repos-
itory for IXP-specific data. Instead, network researchers and
operators have access to multiple sources of IXP-related data
of varying quality, and in this paper, we make extensive use
of the following sources. Table 1 summarizes these sources
and our use of them.

IXP databases: Two rich sources for IXP-specific data
are Packet Clearing House [23] and PeeringDB [26].
The information they provide includes IXP names, geographic
locations, IXP prefix(es) where available, list of members,
and links to the IXP websites. Both databases are “best

effort” and rely on voluntary contributions. It is important
to note that PCH tends to never drop an exchange from
the list; instead, as soon as sufficient evidence exists (e.g.,
through direct contacts), exchanges are marked as “defunct”
or “down”. PeeringDB encourages IXP operators to main-
tain their own information in their directory.

IXP websites: Another rich source of IXP-specific infor-
mation is an IXP’s website. Since most IXPs have an eco-
nomic incentive to attract new members, a typical IXP web-
site provides detailed information about location and facili-
ties; basic architecture, fees, and services; list of AS members
and, if available, overall traffic statistics. Using PCH, Peer-
ingDB, and search engines, we collected URLs for over 200
IXPs and wrote one generic and 15 special-purpose parsers
to extract the AS membership information available on those
webpages.6 By checking the Last-Modified HTTP header
value of the corresponding webpages, we eliminated stale
information to increase the overall quality of this valuable
source of data.

Internet Routing Registries (IRR): Network oper-
ators are asked to use the IRR to share their BGP poli-
cies [28]. The import and export attributes may indicate
the IP address of the BGP peering routers. When those at-
tributes are provided, we search for addresses that belong
to known IXP prefixes, resulting in an IXP-related peer-
ing. For example, the following extract reveals a peering
between Linx Telecom (AS3327) and Google (AS15169) at
the Amsterdam IXP (AMS-IX, allocating addresses in the
range 195.69.144.0/23).

aut-num: AS3327

import: from AS15169 195.69.144.247 ..

As the information contained in the IRR is provided on a
voluntary basis, its quality is unknown, but its freshness can
be inferred by checking the date the entries were posted. De-
spite these limitations, we extracted the IRR-related peer-
ings and used them to check for inconsistencies in our in-
ferred IXP-specific peerings. We manually queried the IRR
entries to discover additional IXP prefixes and collected IXP
contacts.

DNS names: We resolved the DNS names for the IP
addresses in all the IXP prefixes and inferred their corre-
sponding members, when possible. [4] used this technique
but did not evaluate its accuracy and completeness.

Looking glass (LG) servers: Many networks run pub-
lic looking glass servers capable of issuing commands such as
ping, traceroute, or show ip bgp summary. Based on [29] we
collected a list of 2,329 working traceroute-capable LGs lo-
cated in 66 countries and 406 ASes (column labeled “LG” in
Table 2). 7 Of those 2,329 traceroute capable LGs, 1.1K were
also capable of issuing the show ip bgp summary command.

6While IXPs typically list their members by ASN, 48 of them
only publish their names/logos with corresponding hyper-
links. We convert the website DNS name to an IP address
and then map the IP address to an AS number using the
Team Cymru mapping service [27].
7Note that [29] has links to many more LGs, including many
that are not maintained and thus not usable. By relying on
the database in [29] and checking with the whois database,
we were originally able the determine the country location
for all but 33 of our LGs. Subsequently, we could also de-
termine the country location of those 33 LGs. For 50% of
our LGs, we coud even infer the city location, typically by
extracting geographic information from the names of the LG
servers themselves.



CAIDA PlanetLab DIMES LG
Sources 26 254 18K 2.3K
AS 26 223 n.a. 406
Countries 18 31 113 66

Table 2: Coverage of our datasets.

BGP tables: Route Views [30] and RIPE RIS [31]
provide snapshots of BGP tables, and many of them are ob-
tained from route collectors located at major IXPs. We also
relied on the LG-based BGP data from the 1.1K LGs ca-
pable of issuing the show ip bgp summary command. This
command lists the BGP sessions established with the router
running the LG and indicates for each session the ASN and
IP address of the peering router. If the routers peer at an
IXP, then the IP address will be the one assigned by the
IXP operator to the member. The following is an example
extract of the command run on a BGP router operated by
RUNNet (AS3267):

Neighbor AS

193.232.244.232 15169

It shows that Google (AS15169) has a peering session with
RUNNet at the Moscow Internet Exchange (MSK-IX, using
prefix 193.232.244.0/23). Like the traceroute-based method,
mining BGP tables reveals information on the existence of
and memberships and peerings at IXPs, without the inac-
curacies inherent in traceroute-based data. For instance, in
our example, the address 193.232.244.232 will appear consis-
tently in any traceroute to a machine in Google’s AS15169
that traverses the MSK-IX. Knowing from the BGP table
that this address is assigned to Google, we can directly map
it to its correct ASN, and do not need to rely on the mapping
of the next address in the path (which, for reasons discussed
in Sec. 3.3, will not be necessarily mapped to Google’s AS).
Using BGP table dumps can be very efficient. While a sin-
gle query to a BGP LG can yield dozens, or even hundreds
of IXP-related peerings, a single traceroute yields at most a
single such peering. Note however that although BGP ta-
bles provide accurate lists of members and peerings, these
lists are in general not complete because we can only detect
those members which have a peering relationship with our
LGs.

Traceroute datasets: Many projects have generated
large sets of traceroute data that have not been mined for
IXP-specific information. For example, the Skitter/Scam-
per measurement project [32] used 26 monitors to run pair-
wise traceroute probes and made the measurements publicly
available. We downloaded and used a snapshot that was
captured on April, 27th 2009. Dimes [10] employs about
18,000 agents scattered around the world that perform co-
ordinated traceroute measurements. We downloaded and
used the latest resulting dataset available (Feb. 2009). We
also obtained access to a traceroute data collected as part
of a project at Northwestern University [33], but this
dataset ended up contributing no new IXP-specific informa-
tion. Similarly, the public data collected with the mrinfo

tool [34] in July 2009 revealed no new IXPs and discovered
only 200 new peerings at 12 IXPs. Finally, two recent and
promising techniques remain to be investigated: traceroutes
run from P2P users [17] and the Reverse traceroute tool [35].

Ping data: A positive response to pinging IP addresses in
a known IXP prefix indicates that the IXP exists and is alive
(i.e., responding to ping). On the other hand, a negative

response can either mean that the IXP blocks ICMP packets
or that the IXP prefix is not advertised in the global BGP
tables, and thus not routable. We successively ran pings
to each address in each IXP prefix until we got a positive
response.

Miscellaneous: We used search engines and personal
contacts to resolve inconsistencies in the available data and
evaluate the relevance of 3rd-party information.

4. MAPPING THE IXP SUBSTRATE
4.1 List of IXPs and IXP prefixes

We first build our list of known IXPs using the PCH and
PeeringDB databases. While as of April 2009, PCH con-
tained 332 IXPs marked as active, PeeringDB listed only
253. Through the use of search engines and private commu-
nications with IXP operators, we discovered two additional
IXPs not listed in either database. Merging these sources
resulted in a list of 359 unique IXPs, each with its name
and geographic location.

As mentioned earlier, key to our mapping efforts is an
accurate and complete list of IXP prefixes. While IXPs
with unknown prefixes remain necessarily invisible to our
traceroute-based mapping technique, a wrong IXP prefix
will lead to wrong inferences. As of April 2009, PCH and
PeeringDB had prefixes for 227 and 165 IXPs, respectively.
By combining the two, we obtained 362 prefixes for 247
IXPs. We then augmented this list with prefixes of IXPs
we obtained through ad-hoc methods (e.g., by checking for
published IP address blocks on IXP websites, we found the
family of Russian RIPN IXPs). After checking the validity
of these newly obtained prefixes and IXPs (e.g., remove du-
plicates, check against information in the whois database,
rely on naming convention whereby the IXP name gener-
ally appears either in the domain name of the host name8),
we merged the resulting list of prefixes and IXPs with the
combined PCH/PeeringDB list and obtained our final list
containing 393 prefixes for 278 IXPs.

4.2 Targeted traceroute
Building on previous efforts [4], the main feature of our

approach is to infer peerings between members of an IXP by
launching targeted traceroute probes. The main difference
between our approach an these earlier efforts is the input
data and the algorithms we use.

4.2.1 Input data
One critical component of the input data is our list of 278

IXPs with a total of 393 known prefixes, together with
their geographic location and list of their members—the
most complete list ever used in an IXP study. A second key
component is our list of 2.3K traceroute-enabled look-
ing glass (LG) servers, together with their geographic lo-
cation and the ASN of the network they belong to. We built
our list of traceroute-capable LGs from the traceroute.org
database [29] and updated it with 486 additional LGs from
PeeringDB and 20 LGs found through search engines. Our
list is the most complete list of traceroute-enabled LGs ever
used for providing more visibility into the Internet’s IXP

8As an example, the AustinMAP has a prefix in PCH, but
the DNS names of the corresponding IP addresses all end
with “szixp.co.sz”, suggesting that this prefix is in fact used
by an IXP in Swaziland.



substrate. The third important component is our inferred
AS map obtained by either merging BGP routing tables
from the RIPE RIS and RouteViews projects or by down-
loading the latest map provided by the Cyclops project[36]
and constantly updating it with the new peerings we dis-
covered and validated in our experiments that we ran to
fine-tune our methodology (see below). A typical Cyclops-
based map contains about 110K AS links. Our augmented
map contains 10-20% more links, all of them newly discov-
ered IXP-related peering links, representing the most com-
plete AS map currently available.

4.2.2 Our algorithm
For an IXP with N members, our algorithm has to ex-

amine at most N ∗ (N − 1) potential peerings. To check a
particular peering, say, between IXP members AS A and AS
B, the algorithm proceeds in two phases. First, it requires
the selection of a source from where to launch the tracer-
oute; depending on whether or not AS A provides a LG
server with traceroute capabilities, the traceroute probe will
either start within AS A or start outside of AS A and tra-
verse AS A. Second, it requires the selection of a destination
target in AS B.

Phase 1 – Source selection:.
Ideally, we would like to launch a traceroute probe from

the source network (i.e., AS A) itself; this is only possible if
there is a LG server located within the source network. For
213 of the 278 IXPs for which we have prefixes, at least one
of their members has a LG. We refer to this technique as
the “basic targeted” technique.

If there is no LG in any member AS of an IXP, we rely
on our inferred AS map, obtain the neighbors of AS A, and
check if any of them has a LG. If neighbor AS C provides
a LG server, and AS A and AS C have a customer-provider
relationship, then launching a traceroute probe from AS C
to a target destination in AS B has a good chance to go
through AS A, increasing the likelihood of revealing an ac-
tual peer-to-peer link at the IXP. If this 1-hop exploration
procedure finds no neighbor ASes of AS A with a LG server,
we apply the same procedure to all the neighbor ASes of the
neighbor ASes of AS A. If this 2-hop exploration yields no
ASes with LG servers (happened in 9% of the cases), we give
up and cannot discover the possible peering relationships of
AS A. In total, for 253 IXPs, we managed to find at least
one LG in at least one member of one of the IXPs’ mem-
bers. We refer to this technique as the“targeted+neighbors”
technique (i.e., the “basic targeted” technique updated with
information from neighboring LGs).

When the 1- or 2-hop exploration process reveals multi-
ple candidate ASes with LGs, we order them according to
the chances they have to reveal the peering. LGs found in
the IXP members themselves have a bigger chance, and have
priority over LGs located in neighbor ASes of IXP members.
We give LGs that are 1 or 2 hops away from an IXP mem-
ber the same priority and then order them according to the
following criteria: (1) Success ratio: for each IXP, we keep
track of the number of peerings discovered by each LG. If
we have already seen the IXP from a particular LG, then we
give that LG priority over those from which this particular
IXP has never been seen. (2) Geographic location: we give
LGs in the same city as the IXP priority over LGs that are
in the same country, mainly because LGs in closer vicinity

of the IXP have a higher likelihood of discovering the IXP
than LGs further away.

Phase 2 – Target selection:.
When looking for traceroute targets, our goal is to locate

destinations that respond to ping, implying that they belong
to a routable prefix. This approach prevents artifacts like
routing loops and has additional benefits. It typically speeds
up any traceroute experiments that involve public LGs and
also makes the experiments in general more efficient. Many
LGs are configured to buffer the entire traceroute output
before responding, and if traceroute has not completed after
a timeout, they simply send an empty response. Probes
to a non-responding address causes long delays and yields
non-informative results. Rather than using trial-and-error
scanning to find pingable addresses, we rely on heuristics
(e.g., try the first address in each prefix, then the second,
etc., until we get a response) that mimic how IP addresses
are often allocated inside a prefix. If this incremental search
heuristic cannot find any pingable IP address within an AS,
we simply select an address randomly in one of its prefixes.
For about 4% of all IXP members, we were unable to find
a single pingable address. Also, for about 6% of the ASes
we did not find any prefix. This can happen when ASes are
part of some bigger network that advertises their prefixes.
For these ASes, our method fails and we have no way to
check the peerings of interest.

4.2.3 Output data and implementation
Our algorithm outputs a set of traceroute probes that can

be mined to shed new light on the IXP substrate. We can
add a third phase for launching special-purpose traceroute
probes using extra information that was unavailable when
running the generic version of our algorithm—e.g., a specific
source-destination pair for forcing a traceroute probe to go
through a particular IXP that remained undetected by the
generic algorithm.

Looking glass servers are intended to be queried manually
via a browser. To automate, we built a parser that builds
the appropriate HTTP queries9 The parser outputs a list
of URLs associated with a LG-specific string with all the
information required to query the LG. This data is used as
input to our targeted traceroutes algorithm. Our scheduler
issues 64 queries in parallel, with the constraints that a LG
can only issue a single query at a given time and waits 10s
between two queries to the same LG to limit the effects of
rate-limiting LGs. Next we wait up to 30s for the HTML
response with formatted traceroute output which is then
parsed via a generic parser recognizing the dozen different
trace formats we encountered.

4.3 Targeted Source Routing
The performance of our basic methodology is highly de-

pendent on the number and location of the traceroute-capable
LGs. To reduce this dependence, we developed an exten-
sion of targeted traceroutes to exploit the IPv4 Loose Source

Record Route (LSRR) option and increase the coverage of
our method without increasing the number of LGs. The
LSRR option has previously been employed in Internet map-
ping projects [37, 38], and we use it here to force our targeted

9Of the 2.3K LGs, only about 40 required manual formatting
(e.g., when part of a Javascript/AJAX script, when a cookie
is required, or when a session ID is carried in a PHP script).



traceroutes to traverse a particular pair of IXP members,
thus allowing us to check a particular IXP-related peering.

LSRR targeted traceroutes differ from our basic targeted
traceroute method only in its first phase. To check a peering
between ASes A and B, instead of selecting a LG in or near
AS A, we pick a LSRR-capable router in A and force our
traceroute probes to go through this router before reaching
its final destination (in B, selected as in Phase 2). Ideally,
if we can find such a router in each IXP member, we could
systematically check each IXP peering from a single source
in the Internet. However, this extension has limitations be-
cause packets with LSRR options can cause many problems.

We first use the basic technique described in [37] to check
if a router is LSRR-capable. We send a UDP probe with a
high TTL value to an IP address d which we know is respon-
sive to UDP packets and insert a LSRR option to force the
probe to traverse r before reaching the destination. Receiv-
ing a response from d means that r forwarded the packet
and thus is LSRR-capable. We had to extend this technique
because routers can block packets with LSRR options, ei-
ther silently or by sending an ICMP Source routing failed

error.10 Specifically, for each member’s ASN, we first build
a list of candidate IP addresses belonging to this ASN, ex-
tracted from the CAIDA, PlanetLab, and DIMES traceroute
datasets. We then test each candidate to see whether it is
LSRR-capable or not, using the test described above. For
each member’s ASN, we keep trying candidate addresses un-
til the list is empty or we find a successful candidate. The
result of this phase is a list of LSRR-capable routers asso-
ciated with the ASNs of the IXP members they belong to.
We found LSRR-capable routers in 847 IXP members.

Another known problem that packets with LSRR options
often encounter is that they are blocked. We initially ran
the experiment from 250 PlanetLab nodes, and restricted
the subsequent experiments to the 30 nodes which revealed
at least one LSRR-capable router (i.e., those nodes allow
the injection of packets with LSRR options in the network).
Performing the experiments from just those 30 nodes did
not prevent our probes from being widely filtered by routers
spread across many different ASes. Note however that if the
probes are dropped after they go through an IXP, we still
have an opportunity to check the peerings.

Lastly, routers often do not respond to traceroute probes
with LSRR options. In a regular traceroute path, it can
happen that routers do not response to probes, thus they
remain anonymous [39]. While this phenomenon is relatively
rare in the case of regular traceroute, it happens much more
frequently for traceroute probes with LSRR options. This
empirical finding limits the usefulness of source routing and
is one of the main reasons why it is used so infrequently.

5. RESULTS
5.1 Experiments

Using as input (i) our list of 278 IXPs with 393 known
prefixes, (ii) a list of 2,329 traceroute-capable looking glass
servers located in 66 countries and 406 ASes, and (iii) an
AS map that we obtained either from merging BGP routing
table information from RIPE RIS and RouteViews our-
selves or from downloading an inferred topology from the
Cyclope website and augmenting it with our most recently

10Even if we receive such an error message, we still consider
the router as potentially LSRR-capable.

CAIDA P-lab DIMES LG All
Direct 218 117 n.a. 83 65
Neighbors 141 50 n.a. 35 32

Table 3: IXPs with no coverage.

Region # LGs Region # LGs
Europe 1,361 South America 84
North America 718 Australia & New Z. 58
Asia 104 Africa 4

Table 4: Geographic distribution of the 2.3K LGs.

discovered IXP peerings, we run our targeted traceroute ex-
periments (without targeted source routing) in July 2008,
December 2008, and April 2009. We report results from our
April 2009 experiment as it uses the most up-to-date list
of LGs and inferred AS map and subsumes the two earlier
experiments.

We compare the results from mining our dataset with
those obtained from mining CAIDA’s Skitter dataset and
the Dimes dataset of traceroute measurements for IXP-specific
information. While [8, 4] also used Skitter-based data in
their searches for IXPs, to best of our knowledge, the Dimes
dataset has not been analyzed for IXP-specific information.
To have yet another point for comparison, we also run an
experiment using PlanetLab [40], where we selected 254
alive nodes, one in each site. We then compiled a list of IXP
member ASes; i.e., ASes that are known (or believed) to be
a member of any of the IXPs with known prefixes. From
each alive node and for each AS on our list, we launched a
traceroute to a single IP address responding to ping. We
ran this experiment twice, on October 24 and December 9,
2008 and report here the results from the December run. Fi-
nally, we ran our source-routed traceroute experiments three
times in March 2009 (we report the results from our March
30 experiment) and mined the BGP tables in February 2009.

To help calibrate the results obtained from these various
traceroute-based studies, Table 2 shows for each study the
number of different ASes, countries, and regions where the
traceroute sources are situated. In addition Table 3 lists
for each measurement study the number of IXPs for which
there is no traceroute source available in any of its (direct)
members or in any of its members’ neighbors. Both tables
show that detecting IXPs is largely a visibility problem; that
is, detecting IXPs is less about the total number of available
traceroute sources and more about where these sources are
located with respect to the IXPs.

Fig. 2 shows the distribution of our 2.3K traceroute servers
among the 406 ASes. Some ASes provide a large number of
LGs, and their locations are in general spread across each
network. Most ASes provide only a single vantage point.
To illustrate the geographic distribution of the LGs, Table 4
breaks them down by continent. The vast majority of LGs
are found in Europe and North America, and only four LGs
are located in Africa (Egypt and South Africa).
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5.2 Existence of IXPs
To recall, there are 278 IXPs with known prefixes and

another 81 for which we have no prefix information. In the-
ory, all 278 IXPs with known prefixes should be detectable
via traceroute, but some of them will be harder to discover
than others, depending on how they are designed (e.g., us-
ing private addresses) and, more importantly, where they
are located within the IXP substrate with respect to the
sources available for launching traceroute probes. The col-
umn “IXP” in Table 5 summarizes the results of mining the
different datasets for IXPs, and the same column in Table 6
breaks down the results of mining our dataset11 by the par-
ticular technique we used. The three sub-columns give the
number of detected IXPs, the percentage, and the number of
unique IXPs found (i.e., IXPs that none of the other datasets
or techniques detected).

Combining the results from all datasets, we established
the existence of 223 of 278 IXPs with known prefixes. The
bulk of the discovered IXPs (i.e., 214) is found in our dataset,
and of the techniques we used, the most successful one was
the targeted traceroutes method with 176“hits”. In contrast,
the May 2005 experiment reported in He et al. [4] found 110
IXPs.

Note that with less than 2.4K sources, the targeted tracer-
outes method does better than Dimes which has over 18K
sources at its disposal. This observation illustrates that the
success rate for discovering IXPs depends critically on find-
ing LG sites with good visibility into the IXP substrate.
The number of sources is less important than their relative
location with respect to the IXPs and their members. Also
note that our technique of traceroutes with source-routing
detected a total of 118 IXPs which shows its potential. The
reason why the pinging technique revealed only 74 IXPs is
that most IXP prefixes are not advertised in the global BGP
tables. All in all, relying on our various techniques to mine
our dataset produced all but five of the IXPs present in the
CAIDA, DIMES or PlanetLab datasets; all our attempts to
detect them (using brute-force LSRR experiments) failed.

With 223 of the 278 IXPs with known prefixes discovered,
we classify the 55 unaccounted IXPs in Sec.6, giving detailed
reasons as to why they remained undetected and providing
specifics about the information needed to detect them.

5.3 Membership of IXPs
The columns“Members” in Tables 5 and 6 give the number

of discovered IXP members for each dataset and technique,
respectively. In summary, combining the results obtained
from mining all the datasets, we obtain a total of 3.5K IXP
members. The vast majority of them (i.e., 3.3K) resulted
from mining our dataset, and among the techniques we used
to detect IXP members, the two most successful ones were
targeted traceroutes and BGP LGs. Using BGP LGs to
detect members is more efficient, though; it also has the
additional benefit of producing very accurate results. The
fact that LSRR probes frequently get blocked along their
routes explains why the source-routing technique systemati-
cally yields a lower number of IXP members. When compar-
ing our results to the 2.3K members detected by He et al. [4]
in their May 2005 experiment, it is important to note that
their members include IXP members found in their tracer-

11When referring in the rest of the paper to “our dataset”, we
mean the dataset consisting of (i) targeted traceroutes, (ii)
targeted LSRR traceroutes, (iii) BGP LGs, and (iv) pings.

outes as well as IXP members collected from 66 IXP websites
and inferred from their IXP addresses’ DNS names.

5.4 Peerings at IXPs
The columns “Peerings” in Tables 5 and 6 show the total

number of IXP-related peering links as well as the number
of unique peering links (i.e., links only seen in one dataset
or discovered by one technique) discovered using the various
datasets and techniques. In summary, when combining all
datasets and techniques, we discover a total of 58K peerings
at IXPs. Our dataset is responsible for the bulk of it (i.e.,
44K), and the targeted traceroute method yields roughly
twice as many IXP peerings than either the BGP LG-based
method or the targeted source-routing method. In their May
2005 study, He et al. [4] reported in their paper a total of
7.7K IXP-related peerings. However, while their goal was
to discover additional links in the overall AS topology (i.e.
links that were not present in current AS maps), our goal is
more specific and aims at detecting all peerings at IXPs.

Focusing first on the publicly available datasets, we ob-
serve that despite its large size, the CAIDA-provided tracer-
oute data is a relatively poor source, producing only 2.6K
peerings. As already noticed, the methodology to collect
these traces suffers from a poor coverage in terms of vantage
points. DIMES clearly has a better coverage than CAIDA
and yields 17K peerings. Note however that the DIMES
study has to be viewed as a general-purposes traceroute col-
lection effort which is not optimized in any way for the pur-
pose of discovering peerings at IXPs. While such datasets
are a good starting point for detecting peerings at IXPs, the
large number of DIMES agents suggests the design of an
IXP-specific experiment that has the potential to discover
IXPs and peerings that remained invisible to our approach.
For example, if there are DIMES clients in areas where we
have no or poor coverage in terms of LG sites, traceroutes to
and from those clients are likely to reveal some of the IXPs,
their members, and peerings among those members that we
were unable to detect.

Next, relying on our dataset and techniques yields 44K
peerings, and outperforms the use of any of the publicly
available data sources. Our regular traceroutes from the
254 PlanetLab nodes produced only 8K peerings due to the
location of those nodes (generally universities, typically not
connected to IXPs) in spite of their geographical dispersion.
We discovered slightly more peerings (10.4K) in the traces
collected with LSRR traceroutes from our 30 nodes, even
though they were run from PlanetLab nodes. Since source-
routing forces probes to take a certain path before reaching
an IXP, the sources of the traceroutes have little impact on
the results. The results involving LSRR traceroutes may
be in part due to the problems of source-routing discussed
earlier. Out of 183K paths traversing IXPs, we dropped 57K
because they were incomplete in the sense that either the
router before or after the IXP address was not responding.
Compared to our regular traceroute traces where we had to
dismiss around 1.5% of the paths, for our LSRR traceroute
traces, this percentage was 31% of the interesting paths.

Fig.3 shows how using our dataset and mining it with
our techniques clearly outperforms the other methods that
rely on datasets from CAIDA, DIMES and PlanetLab. Our
method performs worse (on the right-hand side of the fig-
ure) on IXPs with less than 20 peerings. Table 6 shows that
our targeted traceroute technique performs well, generating



IXP (total of 278) Members Peerings Cost
Dataset # % unique # % # % validated unique Time Queries
Our dataset 214 77% 50 3.3K 94% 44K 76% 36K 29.6K 14d 16M
DIMES 155 56% 3 1.9K 53% 17.5K 30% 10.5K 5.5K n.a. n.a.
PlanetLab 122 43% 0 1.8K 51% 8.3K 14% 5.6K 1.6K 1h 1.1M
CAIDA 102 37% 0 1K 28% 2.6K 4% 1.6K 0.3K 3d 2.9M
Personal 3 1.3% 3 7 0.2% 6 0 6 6 n.a. 10
Total 223 80% 3.5K 58K 44K
He et al. [4] 110 n.a. n.a. 2.4K n.a. 7.7K n.a. n.a. n.a. n.a. 23K

Table 5: Contributions of the datasets we used.

IXP (total of 214) Members Peerings Cost
Technique # % unique # % # % validated unique Time Queries
Targeted (basic) 170 79% 28 2.1K 63% 25.3K 57% 19.8K 11.2K 2d 150K
Targeted+neighbors 176 82% 34 2.3K 70% 28.8K 65% 23K 13K 14d 1M
BGP sum 119 55% 13 2.5K 76% 10.7K 25% 10.7K 6.8K 1h 3.5K
LSRR 118 55% 3 1K 30% 10.4K 24% 7.5K 5.2K 10d 15M
Ping 74 34% 11 0 0 0 0 0 0 1h 3K

Table 6: Contributions of our techniques.

1

10

102

103

104

1 50 100 150 200 223

# 
pe

er
in

gs

IXPs ranked by # of peerings

Our dataset
max(other datasets)

Figure 3: Comparison of the number of peerings
found with our technique and the best of the other
datasets (CAIDA, PlanetLab and DIMES).

at least twice as many peerings than the other techniques,
due to the great source diversity and the ability to launch
specificly targeted traceroutes from them. In contrast, min-
ing BGP LGs produced relatively poor results with 11K
peerings—IXPs are hard to find in a BGP table and re-
quire the BGP LG to be installed at a router located at
the IXP. In such a case, the router will peer with other IXP
members, and their IXP-allocated address will appear in the
BGP dump. As a result we will be able to detect that the
peering is actually done at the IXP. Unfortunately, most
LGs are not located at an IXP. Being located outside an
IXP, they are of no use for us as source of informative BGP
data. On the one hand, the targeted traceroute method is
clearly superior because it depends to a lesser degree on the
LG location. On the other hand, it is slower, creates more
load on the network, and is not as accurate as the use of
BGP LGs.

5.5 Cost
The “Cost” columns in Tables 5 and 6 also give the cost

associated with the various datasets used and techniques ap-
plied. Here, we measured cost in terms of duration of the

Database IXP Members Peerings
DNS 84 2K 0
PeeringDB 253 1K 0
PCH 332 2.2K 0
IXP websites 166 4K 3.1K
IRR 80 2K 18K

Table 7: Contributions of IXP databases.

experiments and number of queries issued during the experi-
ments. We note that as far as our techniques are concerned,
LSRR traceroute is clearly the most expensive technique,
while the use of BGP LGs yields a high number of peerings
for a very low overall cost. Although our targeted traceroute
technique is expensive in terms of time, it seems possible to
reduce this cost significantly by more effectively incorporat-
ing the results learned from previous runs of the experiment.
At the same time, it is important to keep in mind the high
failure rate of this technique. Indeed, around 27% of the
issued queries did not complete, either because of a time-
out (4% of the queries) or because of temporarily down and
rate-limiting LGs.

5.6 Comparison with public IXP databases
Table 7 is a summary of what we could extract from the

various IXP-related databases. Recall that the quality of
these databases is largely unknown, implying that the in-
formation extracted from them may be far from the ground
truth and can at best be used to support some rough qual-
itative statements. We present this information here for
completeness. Specifically, we could extract membership in-
formation for 84 IXPs based to their DNS naming conven-
tions, resulting in nearly 2K members. Unfortunately, the
remaining IXPs either do not name their IP addresses or do
it in a way which is not easily parsable. We have seen earlier
that the data quality of the two main IXP repositories differ,
with PCH showing twice as many members as PeeringDB.
In contrast, IRR yields 2K members at only 80 IXPs. Still,
the richest source for membership information are the IXP
websites themselves which provide a total of 4K members at
166 IXPs. One of the possible reasons for the difference be-
tween this number and the 3.5K members given in Table 5 is



that networks serving content tend to peer at several IXPs.
Since we often have only a single LG in a given member,
the traceroutes run from such a LG are likely to go through
the closest IXP, thus preventing the detection of members
at other IXPs.

6. VALIDATION
6.1 Undetected IXPs

We detected 223 of the 278 IXPs with known prefixes. We
went through the 55 IXPs that remained invisible to the vari-
ous traceroute experiments and explain below why they were
not discovered. We collected IXP contact information from
IXP databases and websites, IRR databases, and contacted
operators, network administrators, and teams at PCH and
EP.net. We summarize our main findings and refer to the ac-
companying webpage (http://www-rp.lip6.fr/˜augustin/ixp/)
for more details.

We found that 17 of the 55 undetected IXPs are active.
Of those 17 IXPs, 11 were confirmed to be active, but our
attempts to detect them failed. Regional IXPs typically al-
low traffic between members but forbid any transit traffic,
which forces members to be multi-homed. If we do not have
a LG in one of the members, we have no chance to find
a traceroute going through the IXP. This is the case for
many of the IXPs in Africa where we have only four LGs.
We selected two African IXPs (in Swaziland and Uganda)
where we don’t have any LG in either their members or the
neighbors of their members and designed a brute-force ex-
periment using LSRR targeted traceroutes. Checking more
than 100K IP addresses, we found only four LSRR routers
in two members of the Uganda IX and none in the members
of the other IXP. Yet, none of our source-routed traceroutes
revealed the two IXPs: they were either blocked by an inter-
mediate router or experienced non-responses. We thus lack
sufficient information to infer the presence of an IXP that is
known to exist and be active. IXPs that fall in this category
are typically small and isolated.

For the remaining 6 undetected but active IXPs, we were
unable to find target addresses and run traceroutes to their
networks. While IXPs typically tend to disclose their mem-
ber list, we found four IXPs that didn’t disclose them. Inter-
estingly, DNS names or other techniques can often be used
to reverse-engineer the peering participants, and for two of
the above IXPs, we succeeded in identifying their members.
We also encountered two IXPs that assigned private ASNs
to their members. This policy prevents us from finding ad-
dresses to launch our traceroutes.

Lastly, based on 3rd-party information, we were able to
classify the remaining 38 undetected IXPs into defunct (22),
planned (7), not an IXP (3), temporarily down (1), and
unknown (5). Here, unknown means that the evidence we
have is either too weak or contradictory.

6.2 Membership and Mapping methods
Sec. 3.3 describes three techniques for mapping IXP ad-

dresses to the ASN of their corresponding members. The
DNS mapping and the majority selection are error-prone as
they rely on IP to AS mapping which is inaccurate. The
mapping extracted from BGP tables at IXPs is accurate
and has additional benefits, and hence we make extensive
use of this technique. One benefit of relying on the mapping
extracted from BGP tables at IXPs is that it helps discov-

ering new peerings that we would have ignored otherwise.
For example, we typically ignore traceroutes that contains a
non-responsive router (“*”) before or after the IXP address.
However, if we can map the IXP address directly to its cor-
responding member, we do not need the presence of an IP
address after the IXP address. This technique is particu-
larly efficient when the traceroute contains many “*”s as is
typically the case for traceroutes with source-routing (see
Sec. 4.3). Using this property, we discovered 20% additional
peerings in our LSRR traces. The difference is less signifi-
cant in regular traceroutes where “*”s occur less frequently.

A second benefit of BGP mapping is for assessing the ac-
curacy of the majority selection and DNS-based techniques.
Our targeted traceroutes traversed a total of 4,114 IXP ad-
dresses, and 65% of them were present in BGP tables and
could thus be checked. 94% of those verifiable addresses
were confirmed. The DNS mapping is less accurate: 38%
of the 7,019 addresses could be checked, but only 77% of
them were correct. Note, however, that there can be cases
where the majority selection gives a result that is differ-
ent than expected, but not necessarily wrong. For example,
we checked the members of the Amsterdam Exchange Point
(AMS-IX) for which the majority selection and the BGP
method disagreed. Several ISPs own different ASNs, and
so the different mapping techniques yielded different ASNs.
E.g., for EUnet, the BGP method gave AS6667, while the
majority selection technique produced AS790. EUnet uses
the former ASN in its international backbone, and the latter
for domestic operations.

Regarding completeness, Sec. 5.6 showed a gap between
the member lists published by IXPs on their websites and the
member lists inferred from our dataset. More specifically, we
have a coverage greater than 90% for only 17% of the 112
IXPs that we checked. Among them, we find some of the
bigger IXPs like AMS-IX, DE-CIX and LINX. Half of the
checked IXPs have a coverage of lower than 60%.

6.3 Peerings
As mentioned earlier, 166 IXPs publish a list of their mem-

bers. While the lists for big IXPs are clearly dynamically
updated (e.g., they are read directly from the IXP route
server), others are manually maintained and tend to be out-
of-date (e.g., checking last modification date, we found pages
that are up to seven years old).

Given that the peering matrices published by just a few
IXPs are of unknown quality, we lack ground truth. Our
measurement method outputs a list of peerings extracted
from various datasets, but these peerings may be incorrect
(see Sec. 3.3). We next describe a mechanism for assign-
ing a level of confidence to our detected IXP peerings by
combining several sources of information to “rate” the valid-
ity of each peering. Our method is based on the following
properties of a given peering AS1 IXP AS4 (see Fig. 1):

rev: We also observed the reverse peering AS4 IXP AS1.
Note however that this only applies if there is a LG in AS4,
and routing between AS1 and AS4 through the IXP is sym-
metric. Note that in many cases, we do not have an appro-
priate LG and so these two conditions may not be satisfied.

p1bgp: AS1 is a member of the IXP, as per our BGP
LGs. Therefore, even if AS1 was obtained by mapping an
IP address, we know that this mapping was correct.

p2bgp: AS4 was obtained directly by mapping the IXP
address to its member’s ASN, according to our BGP LGs.



Thus we did not rely on the majority selection at all, and
can consider this mapping to be correct.

p1right: We found AS1 in the “right” part of another
peering (e.g. AS3 IXP AS1). The fact that we observe a
member on both sides of a peering reduces the chance that
the IP-to-AS mapping is incorrect.

p2left: We found AS4 in the“left”part of another peering
(e.g. AS4 IXP AS3); same reasoning as p1right.

p1maddr: We found multiple IP addresses on the “left”
part of the peering, all of which were mapped to AS1. If we
find a single address that maps to AS1, it is possible that
the mapping is incorrect because the paths go through a sin-
gle router which systematically responds with an incorrect
interface. On the contrary, if the paths go through multiple
addresses, it is less likely that all these routers respond with
an incorrect address.

mjuasn: We applied the majority selection rule over at
least two addresses, all of which were mapped to AS4. If we
see multiple addresses, and all addresses map to the same
AS, the mapping is likely correct.

After determining these properties for each peering, we
define the following combinations of properties to classify
the peerings; i.e., to rate our level of confidence in the cor-
rectness of the discovered peerings:

High confidence: Assigned to peerings with the prop-
erties rev or (p1bgp and p2bgp); i.e., peerings which we
have observed in both directions, or for which both ASNs
are known to belong to the IXP.

Medium confidence: Assigned to peerings with the
properties (p1bgp or p1right or p1maddr) and (p2bgp or

p2left or mjuasn)); i.e., peerings for which only one mem-
ber is known to belong to the IXP and which rely only on a
(seemingly correct) majority selection process.

Low confidence: Assigned to the remaining peerings.
This designation does not mean that the peering is incorrect;
we just do not have enough evidence to assert its correctness.

The “validated” columns in Tables 5 and 6 show the num-
ber of discovered peerings for which we have a “high confi-
dence” and which we view as being validated. Of the 28.8K
peerings found by targeted traceroutes, we were able to as-
signed a “high confidence” to 23K of them (75%). Of those
23K links, 2.7K were classified this way because they sat-
isfied rev, i.e., we observed the peering in both directions.
The remaining ones were assigned “high confidence”because
both members are known to belong to the IXP. While 3K
peerings were assign a“medium confidence”, only 2.8K peer-
ing ended up being classifies to have “low confidence”. To
illustrate the “best effort” nature of the IRR, we found that
about 15% of the “high confidence” peerings are present in
the IRR; for peerings with a “medium”and“low” confidence,
the numbers are 7% and 2%, respectively.

6.4 Peering matrices
We examined 111 IXPs, and only four of them publish

their peering matrices. Even for those four, we do not know
if it represents the ground truth. For example, the matrix
published on the LONAP website is obtained by extract-
ing peering information about each member from the whois

database, which is known to have stale entries and does not
reflect the peerings actually made at the IXP. In the case
of VIX, the published peering matrix is inferred from mea-
sured traffic that traversed the links over some time interval
in the past. Thus, any comparisons of published peering

matrices with those obtained by our method have to be in-
terpreted with care. Table 8 shows the number of peerings
found at 8 selected IXPs. To build this table, we only con-
sidered peerings discovered in the various datasets that fell
in the “high confidence” category and ignored the “medium”
and “low” confidence peerings. The last column gives the
total number of (“high confidence”) peerings detected in all
of the datasets. In the absence of the ground truth, to pro-
vide some calibration of the number of discovered IXP peer-
ings, we computed the maximum number of peerings for
each of the 8 IXPs (i.e., n ∗ (n− 1)/2 where n is the number
of members/participants at the IXP) and consider the two
cases where 60% and 30% of the entries of the peering matri-
ces are populated. While the 30% case reflects a relatively
sparse peering matrix, the 60% case represents a possibly
unrealistically high degree of peering at IXPs. We note that
our method clearly outperforms the other methods, even
though there are peerings discovered in the other datasets
that we miss, mainly because of the constraints imposed by
the locations and number of our LGs.

Examining Table 7, we note that even when assuming,
for example, that real-world peering matrices tend to be
sparse and have only about 30% of their entries populated,
the number of peerings we find with our method at these
selected IXPs is still off this 30% target. Assuming less
sparser peering matrices (e.g., 60% of all possible peerings
have been established), this difference becomes even larger.
This suggests that despite the dominance of our method over
the other methods, there is room for improvements. Other
indications that improvements may be possible are are seen
in Table 4 where we observe that the different datasets yield
a substantial number of unique peerings. The typically low
level of overlap between the different methods suggests that
more peerings exists and that the total number of IXP peer-
ings among all the datasets exceeds the 58K that we found
to date or the 44K that we have validated. This observa-
tion is further supported by Table 7 that shows the num-
ber of IXP-related peerings discovered by mining the IXP
databases discussed earlier. While PeeringDB and PCH do
not provide any peering information, the IRR seems to be a
rich source of information since it yields some 18K peerings
at only 80 IXPs. However, in the absence of any ground
truth for peerings at IXPs, all that Tables 4, 5, and 7 say is
that while our proposed method clearly outperforms the cur-
rently available methods as far as detecting peerings at IXPs
is concerned, there may still be room for improvements. How
much room remains an open problem, though, mainly be-
cause the reasons why peering matrices may not be full can
vary. We discuss some of these reasons in the next section.

6.5 Weakness of our methodology
The main weakness of our methodology is that we entirely

depend on the available LGs (and LSRR-capable routers).
As a result, we will never be able to check the peering be-
tween two members if we do not have a LG in one of them or
in one of their 1- or 2-hop neighbors. Given that we rely on
publicly available LGs, some of the actual peerings will re-
main uncovered by our method. Furthermore, having a LG
in a member might not be enough, as its geographic location
also matters. Consider for example Limelight (AS22822). It
offers a LG at multiple routers in different locations which
enables us to check its peerings at many IXPs. However,
many other networks only provide a LG at a single router.



IXP max 60% 30% CAIDA PlanetLab DIMES Our dataset All datasets
VIX 5.6K 3.4K 1.7K 63 182 186 945 1081
SIX 1K 0.6K 0.3K 1 32 22 88 102
MANAP 0.7K 0.4K 0.2K 4 0 6 26 39
AMS-IX 48K 29K 14.5K 352 1.3K 2.6K 7.1K 8.6K
DE-CIX 36K 22K 11K 307 1.2K 2.3K 7.3K 8.9K
LINX 45K 27K 13.5K 355 1.2K 2.5K 5.2K 7.3K
LAIIX 1K 0.6K 0.3K 11 26 29 73 99
FreeIX 5.4K 3.2K 1.6K 7 10 28 241 309

Table 8: Peerings found at selected IXPs.

This router’s particular location is likely to preclude the dis-
covery of the network’s other peerings at other locations.
One way trying to circumvent this problem is to make more
and better use of source-routing, but this comes at a cost as
shown in Table 5.

Second, for several reasons, two members at an IXP might
simply not peer at that IXP. For example, they might have
a direct peering. For instance, BT (AS5400) and Google
(AS15169) are both members of the AMS-IX, but we did
not detect a peering at this IXP in spite of having 3 LGs in
BT. Instead, we observed a direct path from BT to Google.
Another possibility is that the members have established
a private peering at the IXP. In this case, they directly
plugged a cable between their routers, and the path does
not go through the public fabric, which prevents the detec-
tion via our method. Finally, there are the possibilities of
configuration errors, or members are simply not interested in
peering with one another at the IXP because they exchange
only a very small amount of traffic.

7. ANALYSIS
Using the information we obtained for the 223 IXPs we

detected, we present below the results of our analysis of
IXP-specific data. The data consists of discovered peerings
(with associated confidence attributes) and IXP member-
ship information, and the metrics of interest are IXP size,
member presence, member connectivity, and member multi-
connectivity.
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Figure 4: Peerings per IXP.

After associating each of the 58K discovered peerings (ir-
respective of the assigned confidence) with the correspond-
ing IXP, we rank the IXPs in decreasing order of the to-
tal number of associated discovered peerings and show in
Fig. 4 the ranked IXPs (x-axis) and their sizes (y-axis),

broken down by the portions of peerings to which we as-
signed “high”, “medium”, and “low” confidence, resp. The
plot shows that the“high confidence”or “validated”peerings
dominate the left-hand-side of the figure where the number
of discovered peerings at an IXP is high. At the same time,
there are many IXPs on the right-hand-side of the figure that
have a majority of “low confidence”peerings, consistent with
our earlier observation that the success or failure of discov-
ering the peering matrices of small IXPs is highly dependent
on the location of our LGs with respect to those IXPs and
their members. Also note that the absence of the ground
truth as far as the total number of peerings at an IXP is
concerned prevents us from indicating in Fig. 4 how far off
we are compared to the total number of actual peerings that
exist at each IXP.
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Figure 5: Members per IXP.

A method for measuring the size of an IXP and for which
a comparison with the ground truth is possible is in terms
of number of members. On the one hand, we take as ground
truth the member lists obtained from the IXP websites (when
available) or from PCH or PeeringDB, yielding a total of
4K member ASes. On the other hand, we infer the number
of members of an IXP via the discovered peerings associ-
ated with that IXP. Note that the latter results in a natural
classification of IXP members into “high”, “medium”, and
“low” confidence members, depending on the confidence we
assigned to the discovered peering links between the ASes in-
volved in the discovered peerings at that IXP. For example,
if IXP X is known to have three members (i.e., AS1, AS2,
and AS3), and if we discover the peerings AS1-AS2 and AS2-
AS3 with any of the three confidence levels, we conclude that
AS1, AS2, and AS3 all are members at IXP X, irrespective
of what we know or don’t know about the relationship be-
tween AS2 and AS3. Moreover, AS1, AS2, and AS3 will
be classified as “high”, “medium”, or “low” confidence mem-



bers based on the highest confidence attribute assigned to
the corresponding peerings. Fig. 5 shows the the 223 IXPs
ranked in decreasing order of the total number of members
(based on the ground truth) 12. The plot depicts the por-
tions of members that were classified as “high”, “medium”,
and “low” confidence members and also shows the fraction
of members of each IXP that was not discovered by our
method. The good news is that our method performs well
for the large IXPs where the difference between the ground
truth and the discovered members is typically small and the
confidence assigned to the discovered members is in general
high. An exception is Interlan IX (at x=48), for which we
could not validate any member.
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Figure 6: Member presence (log-log).

Sizing IXPs as shown in Fig. 5 only counts the number
of IXP members, but does not distinguish them in terms of
size or type. In particular, there are several reasons why
one and the same AS can show up in the membership list
at a number of different IXPs; e.g., increased resilience, con-
nectivity with a particular member, connectivity in a par-
ticular location served by the IXP. Counting for each of the
4K member ASes the number of IXPs where its presence
was discovered by our method, we then rank the ASes in
decreasing order of this member presence and plot in Fig.6
for each AS the number of IXPs where it is present, broken
down by the level of confidence we have in the discovered
membership. Among the top networks we find two content
providers: Google (present in 35 IXPs) and Limelight Net-
works (present in 29 IXPs). For obvious reasons, PCH tops
all networks with its presence in 39 IXPs. Note that if an
organization uses different ASNs to peer at IXPs, then each
ASN will be plotted separately on the x axis. For example,
according to the IXP databases, ISC is present as AS3557
in 42 different IXPs, and this number is plotted at x=4 in
Fig. 6 as representing the ground truth. However, in our
datasets, ISC appears with ASN 3557 at only 4 IXPs and
with 18 other ASNs at other IXPs (showing up at a different
x-value in the Fig. 6). This deficiency of our analysis could
be addressed by grouping ASes that are part of one and the
same organization or company, but we have currently no
principled method for performing such a grouping.

When an AS becomes a member of an IXP, it will typi-
cally peer with several other members at that IXP. For each
of the 4K member ASes, we count the number of discov-

12Note that the IXP ranking in Fig. 5 is not the same as in
Fig. 4, and so a direct comparison between equally ranked
IXPs is not meaningful.
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Figure 7: Member connectivity (log-log).

ered IXP-related peerings established by this member AS,
rank them in decreasing order of this member connectivity,
and show in Fig. 7 a rank-ordered plot, broken down by
the level of confidence we assigned to the discovered peer-
ings. Among the networks that peer most aggressively at the
IXPs, we encountered PCH (again for obvious reasons), sev-
eral Tier-2 ISPs, and Limelight Networks with 500 peerings.
Google appears in this analysis with 151 peerings (at a total
of 35 IXPs). Similar to ISC, EUnet (x=25 in Fig. 7) owns
two different AS numbers. Our validation method could not
recognize that they belong to the same organization, and
could assign a high confidence to only 6 out of 359 discov-
ered peerings.
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Figure 8: Member multi-connectivity (log-log).

Lastly, a network may not only be present at multiple
IXPs, but may in fact have several peering sessions with
the same member AS at those multiple IXPs. For exam-
ple, to eliminate long transit traffic and keep the traffic lo-
cal, two geographically distributed networks will establish a
peering session at each IXP location where they are both
present. For each AS pair, we count the total the number of
discovered peerings, rank the pairs by their member multi-

connectivity, and show in Fig. 8 a plot broken down by the
level of confidence that we assigned to the discovered peer-
ings. Among the top AS pairs are Google and Limelight who
peer with one another at 16 different IXPs. The peering at
x=15 for which we have only low confidence information,
corresponds to links between Cogent (AS174) and AT&T
(AS7018). Again, the use of multiple AS numbers by the
same entity, explains the problem. For instance, at Espanix
and AMS-IX, AT&T appears under the AS number 2686.



8. CONCLUSION
We have attempted to map all IXPs using the most com-

plete input data, various databases (IXP databases, web-
sites, IRR), and by looking for IXPs in all the known publicly
available datasets produced and used by Internet topology
researchers (CAIDA, DIMES, PlanetLab). We propose new
methods to build additional datasets (targeted traceroutes,
source routing, BGP tables). We detect 223 IXPs out of
278 and show that most of the remaining undetected IXPs
are actually inactive or not visible to tracerouting. We also
discover significantly more IXP-related peerings than previ-
ous studies and show that these peerings are not present in
currently-used AS maps of the Internet.

As for future work, running our tools regularly will help us
understand the evolution of IXPs. New members are added
regularly13, and large IXPs claim to have witnessed an ex-
ponential growth during the last few years. Fine-tuning our
techniques to eliminate the number of low and medium confi-
dence peerings and focusing on the remaining“islands”in the
IXP substrate of the AS-level Internet that have remained
by and large invisible to our method will bring our IXP map-
ping effort to a successful conclusion. Such fine-tuning will
also require the development of a principled approach for
identifying and dealing with ASes that use multiple ASNs.
However, deriving the traffic matrices of IXPs on top of the
peering matrices (the main focus of this paper) looms as an
important but challenging open problem. Large IXPs typi-
cally report a total volume of traffic on the order of Gbps.
The use of state-of-the-art tools for bandwidth measurement
might help us shed light on this important part of the Inter-
net traffic.
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