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Abstract—Smartphones can be regarded as resource pools
which are capable of communicating with their outside world us-
ing both short-range and long-range links. Such communication
capabilities provide a unique opportunity for sharing resources,
resulting in new possibilities for end users. In this paper, we
present a new data update and processing scheme, designed for
local networks of mobile devices which are formed with resource
sharing in mind.

Index Terms—Mobile Local Networks; Mobile Clouds; Re-
source Sharing; Cloud Management.

I. INTRODUCTION

Nowadays, the new trend in using cellphones is towards
smartphones and at the same time, the introduction of new
high-speed data networks such as HSPA and LTE has resulted
in new services not available on old smartphones, e.g. cloud
computing services. In these services, all devices connect
to a number of powerful servers over the internet, and use
their resources in order to provide users with new services.
Now, what additional services can be obtained if such devices
connect to each other instead of connecting to the remote
servers, and share their own resources among themselves?

Throughout this paper, we will use the term “Mobile
Cloud” for cooperative arrangement of mobile devices that
have access to a central base station, in addition to their own
local network. Such arrangements will provide the opportunity
for sharing different resources, which results in new services.
Although resource sharing in mobile clouds seems to be an
attractive subject, different problems need to be solved before
reaching a working platform. In our proposed framework, we
focus on resource sharing only in one cloud and follow a
centralized model in which all devices cooperate to determine
one specific node as the cloud leader. Such leader would be
responsible for all cloud-level decisions, as well as processing
incoming data from all other nodes in order to find potentially
suitable devices for sharing different resources. In this paper,
we will also specifically focus on the data update procedure,
and will propose a novel algorithm for processing all incoming
data at the leader node.

II. RELATED WORKS

The main principles of resource sharing in mobile clouds
are presented in [1] and [2]. In [3], a cooperative power saving
strategy is proposed. In [4] and [5], cooperative methods for
multimedia applications are studied. In [6], cellular-controlled
short-range communication links are studied and new methods
for bandwidth and power allocation are presented. In [7],
cooperative web browsing for mobile phones is considered.
In [8], high rate internet connection sharing using open Wi-
Fi networks is studied, and in [9], a new Grouping Harmony
Search (GHS) algorithm for enhancing such networks has been
presented.

Protocols presented in Self-organized grouping (SOG) [10]
can be used for managing mobility of the nodes in mobile
clouds. Matchmaking algorithm [11] is another key protocol
for resource sharing in grids, but suitable only for static topolo-
gies. In [12], a simple message interleaving idea is adopted
to decrease the messaging overhead imposed on the network.
This idea can impact the overall overhead in scenarios where
constant messaging is needed.

III. THE PROPOSED ALGORITHM

A. Data Update
In order to be able to determine which devices are suitable

for resource sharing,the leader should be informed of different
resources available in each device, as well as the processes
running on them. Hence, all nodes in the cloud should send
their resource information as well as tasks running on them
regularly to the leader. The key point here is that not all status
data change at the same rate, and also not all of them are
of equal importance. We exploit such different change rates
property and assign different update rates to each piece of in-
formation. In Figure 1, we have compared these two scenarios
schematically. In this Figure, Type 1 messages contain slowest-
changing data and Type 4 messages contain fastest-changing
data. As can be seen in Figure 1, in the interleaving scenario
we need to send about half data needed in the non-interleaving
one.
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Fig. 1. Interleaving (Mode 1) vs. non-interleaving (Mode 2) scenario

B. Data Processing

After receiving status data from other nodes present in
the cloud, the leader node should process this data to find
potentially suitable devices for resource sharing. For this goal,
we first define an exact profile for each resource including
criteria used for declaring a device suitable for sharing that
resource. The leader will then use this information to create
a complete mesh graph for each resource, whose nodes are
potentially suitable devices for sharing that resource. All links
in these graphs represent an opportunity for resource sharing
between two nodes, and should be processed by the leader
node.

For the leader node to be able to handle link processing
properly, we use the following coloring scheme to distinguish
between the states of each link:

1) Blue: The link is not processed yet.
2) Green: The link is processed promptly and opportunity

for resource sharing is detected.
3) Red: The link is processed promptly and the opportunity

is not found.
4) Black: The link is not processed promptly, i.e. timeout

has occurred.

Based on this scheme, all links would have blue coloring at
first. At each step, the leader node processes blue and black
links in all graphs. Also, each green or red node becomes
black after a given timeout period. The leader node would
then introduce potentially suitable pairs of nodes to each other
and the subsequent procedures will be performed by the nodes
themselves.

IV. PERFORMANCE ANALYSIS

In order to analyze the interleaved messaging effect, let’s
suppose there are a total of N message types denoted by
t1,· · · ,tN ; such that t1 messages contain slow-changing data,
and tN messages contain fastest-changing data. We also define
the base time interval to be the time needed for updating tN
messages. By defining ai, (1 ≤ i ≤ N ) as the multiples of
the the base time interval needed to update ti messages, we
will have aN=1, and ai > aj for i < j . If we define K1(T )
as the total number of messages needed for sending status
information in non-interleaving scenario for a time duration
of T base intervals, we will have:

K1(T ) = T ×N (1)

In addition, K2(T ), denoting the total number of messages
needed for sending status information in interleaving scenario

Fig. 2. Number of messages needed for information update in Interleaving
and Non-interleaving scenarios.

for a time duration of T base intervals, would be equal to:

K2(T ) =

N∑
i=0

T

ai
= T +

N−1∑
i=1

T

ai
(2)

In Figure 2, we have plotted (1) and (2) as functions of T. As
can be seen here, number of messages needed in interleaving
scenario is about half of that in non-interleaving scenario,
which shows the efficiency of the interleaving concept.

For calculating the amount of processing overhead imposed
on the leader, first we suppose that there is only one resource
that can be shared among different nodes, and there are a total
number of N nodes which can share this resource. These nodes
have random movements, and hence with probability P their
connection status might be changed at each step. If we define
X(n) as the number of nodes which can share the resource and
are connected to the cloud at step n, we will have:

X(n+ 1) = (1− P ).X(n) + P.[N −X(n)] (3)

Now, if we define Y(n) as the number of blue links which
should be processed by the leader node at step n, we will have:

Y (n) = [(1− P )X(n).P (N −X(n))] +

(
P (N −X(n))

2

)
(4)

We have also simulated the aforementioned behavior of
nodes for different values of P and N, and compared the
results with (4) in Figure 3. As can be seen from Figure 3,
even for large values of N and P, i.e. N=40 and P=0.6, the
number of links to be processed by leader node in each step
is smaller than 200, which is quite reasonable according to
high processing power in recent smartphones.

Subsequently, the processing of black links as well as blue
ones is included in the simulation. The results are plotted
in Figure 4. As can be verified from Figure 4, timeout has
no considerable effect on the processing power needed in the
leader node. The reason is the random movement of the nodes,
which leads to disappearing nodes before the timeout occurs.

In the next step, we assume more general conditions, in
which nodes can also change their capability of sharing a given
resource at each step with a probability of PC . Under these
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Fig. 3. Number of links to be processed by the leader node as a function of
P, for (a) N=10, (b) N=20, (c) N=30, (d) N=40

Fig. 4. Number of links to be processed in the leader node as a function
of P, considering timeout in links, and for (a) N=10, (b) N=20, (c) N=30, (d)
N=40

assumptions and for different values of PC , we have plotted
the results in Figure 5. As shown in Figure 5, number of links
to be processed in the leader node increases as PC increases.

As mentioned earlier, in our analysis, we have assumed
only one resource. The effect of more resources can be easily
incorporated by combining the results for individual ones.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed and analyzed a data update
manner as well as a data processing algorithm in the leader
node, both targeted for resource sharing in the mobile clouds.
The results demonstrate the feasibility of algorithms for small
number of nodes, which is usually the case in mobile local
networks.

Fig. 5. Number of links to be processed in the leader node as a function of
P, for different values of PC

There are many other problems to be solved, such as consis-
tent leader selection in mobile clouds and design of protocols
needed for sharing each specific resource. Also, malware
detection and incentive algorithms for creating mobile clouds
are other two interesting topics which are currently under
investigation.
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