Econometrica, Vol. 77, No. 4 (July, 2009), 1229-1279
PANEL DATA MODELS WITH INTERACTIVE FIXED EFFECTS

By JUSHAN BAT1!

This paper considers large N and large T panel data models with unobservable mul-
tiple interactive effects, which are correlated with the regressors. In earnings studies,
for example, workers’ motivation, persistence, and diligence combined to influence the
earnings in addition to the usual argument of innate ability. In macroeconomics, inter-
active effects represent unobservable common shocks and their heterogeneous impacts
on cross sections. We consider identification, consistency, and the limiting distribution
of the interactive-effects estimator. Under both large N and large 7, the estimator is
shown to be +/NT consistent, which is valid in the presence of correlations and het-
eroskedasticities of unknown form in both dimensions. We also derive the constrained
estimator and its limiting distribution, imposing additivity coupled with interactive ef-
fects. The problem of testing additive versus interactive effects is also studied. In ad-
dition, we consider identification and estimation of models in the presence of a grand
mean, time-invariant regressors, and common regressors. Given identification, the rate
of convergence and limiting results continue to hold.

KEYWORDS: Additive effects, interactive effects, factor error structure, bias-cor-
rected estimator, Hausman tests, time-invariant regressors, Common regressors.

1. INTRODUCTION

WE CONSIDER THE FOLLOWING PANEL DATA MODEL with N cross-sectional
units and 7" time periods

1) Yi=X,B+ ui
and
u, = NF, + & (i=12,...,N,t=1,2,...,T),

where X; is a p x 1 vector of observable regressors, 8 is a p x 1 vec-
tor of unknown coefficients, u; has a factor structure, A; (r x 1) is a vec-
tor of factor loadings, and F, (r x 1) is a vector of common factors so that
NF, = Mg Fy + - - - + A, Fyyp; € are idiosyncratic errors; A;, F, and g;, are all un-
observed. Our interest is centered on the inference for the slope coefficient B,
although inference for A; and F, will also be discussed.
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The preceding set of equations constitutes the interactive-effects model in
light of the interaction between A; and F,. The usual fixed-effects model takes
the form

(2) Yil:X,{[B+ai+§t+8it7

where the individual effects «; and the time effects &, enter the model addi-
tively instead of interactively; accordingly, it will be called the additive-effects
model for comparison and reference. It is noted that multiple interactive ef-
fects include additive effects as special cases. For r = 2, consider the special
factor and factor loading such that, for all i and all ¢,

F, = [;t} and A, = [0{’}.

)\;F[ = -+ Aft.

Then

The case of r =1 has been studied by Holtz-Eakin, Newey, and Rosen (1988)
and Ahn, Lee, and Schmidt (2001), among others.

Owing to potential correlations between the unobservable effects and the
regressors, we treat A; and F, as fixed-effects parameters to be estimated. This
is a basic approach to controlling the unobserved heterogeneity; see Chamber-
lain (1984) and Arellano and Honore (2001). We allow the observable X, to
be written as

(3) Xy=714+0,+ Zak/\ik + Zbkaz + ch)\ikat +7G + i,

k=1 k=1 k=1

where ay, by, and ¢, are scalar constants (or vectors when X, is a vector),
and G, is another set of common factors that do not enter the Y;, equation.
So X, can be correlated with A; alone or with F, alone, or can be simultane-
ously correlated with A; and F,. In fact, X;, can be a nonlinear function of A;
and F,. We make no assumption on whether F, has a zero mean or whether
F, is independent over time: it can be a dynamic process without zero mean.
The same is true for A;. We directly estimate A; and F,, together with B8 subject
to some identifying restrictions. We consider the least squares method, which
is detailed in Section 3.

While additive effects can be removed by the within-group transformation
(least squares dummy variables), the scheme fails to purge interactive ef-
fects. For example, consider r =1, Y;, = X8+ AF, + ;. Then Y, — Y. =
Xy — X.)B + M(F, — F) + e, — g., where Y, X,, and &, are averages
over time. Because F, # F, the within-group transformation with cross-section
dummy variable is unable to remove the interactive effects. Similarly, the inter-
active effects cannot be removed with time dummy variable. Thus the within-
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group estimator is inconsistent since the unobservables are correlated with the
regressors. However, the interactive effects can be eliminated by the quasi-
differencing method, as in Holtz-Eakin, Newey, and Rosen (1988). Further
details are provided in Section 3.3.

Recently, Pesaran (2006) proposed a new estimator that allows for multiple
factor error structure under large N and large 7. His method augments the
model with additional regressors, which are the cross-sectional averages of the
dependent and independent variables, in an attempt to control for F,. His es-
timator requires a certain rank condition, which is not guaranteed to be met,
that depends on data generating processes. Peseran showed +/N consistency
irrespective of the rank condition, and a possible faster rate of convergence
when the rank condition does hold. Coakley, Fuertes, and Smith (2002) pro-
posed a two-step estimator, but this estimator was found to be inconsistent by
Pesaran. The two-step estimator, while related, is not the least squares estima-
tor. The latter is an iterated solution.

Ahn, Lee, and Schmidt (2001) considered the situation of fixed 7" and noted
that the least squares method does not give a consistent estimator if ser-
ial correlation or heteroskedasticity is present in g;,. Then they explored the
consistent generalized method of moments (GMM) estimators and showed
that a GMM method that incorporates moments of zero correlation and ho-
moskedasticity is more efficient than least squares under fixed 7. The fixed T
framework was also studied earlier by Kiefer (1980) and Lee (1991).

Goldberger (1972) and Joreskog and Goldberger (1975) are among the ear-
lier advocates for factor models in econometrics, but they did not consider
correlations between the factor errors and the regressors. Similar studies in-
clude MaCurdy (1982), who considered random effects type of generalized
least squares (GLS) estimation for fixed 7', and Phillips and Sul (2003), who
considered SUR-GLS (seemingly unrelated regressions) estimation for fixed
N. Panel unit root tests with factor errors were studied by Moon and Perron
(2004). Kneip, Sickles, and Song (2005) assumed F; is a smooth function of ¢
and estimated F, by smoothing spline. Given the spline basis, the estimation
problem becomes that of ridge regression. The regressors X, are assumed to
be independent of the effects.

In this paper, we provide a large N and large T perspective on panel data
models with interactive effects, permitting the regressor X;, to be correlated
with either A; or F,, or both. Compared with the fixed T analysis, the large T
perspective has its own challenges. For example, an incidental parameter prob-
lem is now present in both dimensions. Consequently, a different argument is
called for. On the other hand, the large 7" setup also presents new opportu-
nities. We show that if T is large, comparable with N, then the least squares
estimator for B is ~/NT consistent, despite serial or cross-sectional correla-
tions and heteroskedasticities of unknown form in ¢;,. This presents a contrast
to the fixed T framework, in which serial correlation implies inconsistency.
Earlier fixed T studies assume independent and identically distributed (i.i.d.)
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X, over i, disallowing X, to contain common factors, but permitting X, to be
correlated with A;. Earlier studies also assume ¢g;, are i.i.d. over i. We allow ¢g;,
to be weakly correlated across i and over ¢, thus, u;, has the approximate factor
structure of Chamberlain and Rothschild (1983). Additionally, heteroskedas-
ticity is allowed in both dimensions.

Controlling fixed effects by directly estimating them, while often an effective
approach, is not without difficulty—known as the incidental parameter prob-
lem, which manifests itself in bias and inconsistency at least under fixed 7, as
documented by Neyman and Scott (1948), Chamberlain (1980), and Nickell
(1981). Even for large T, asymptotic bias can persist in dynamic or nonlinear
panel data models with fixed effects.> We show that asymptotic bias arises un-
der interactive effects, leading to nonzero centered limiting distributions.

We also show that bias-corrected estimators can be constructed in a way
similar to Hahn and Kuersteiner (2002) and Hahn and Newey (2004), who
argued that bias-corrected estimators may have desirable properties relative
to instrumental variable estimators.

Because additive effects are special cases of interactive effects, the interac-
tive-effects estimator is consistent when the effects are, in fact, additive, but
the estimator is less efficient than the one with additivity imposed. In this pa-
per, we derive the constrained estimator together with its limiting distribution
when additive and interactive effects are jointly present. We also consider the
problem of testing additive effects versus interactive effects.

In Section 2, we explain why incorporating interactive effects can be a useful
modelling paradigm. Section 3 outlines the estimation method and Section 4
discusses the underlying assumptions that lead to consistent estimator. Sec-
tion 5 derives the asymptotic representation and the asymptotic distribution of
the estimator. Section 6 provides an interpretation of the estimator as a gener-
alized within-group estimator. Section 7 derives the bias-corrected estimators.
Section 8 considers estimators with additivity restrictions and their limiting dis-
tributions. Section 9 studies Hausman tests for additive effects versus interac-
tive effects. Section 10 is devoted to time-invariant regressors and regressors
that are common to each cross-sectional unit. Monte Carlo simulations are
given in Section 11. All proofs are provided either in the Appendix or in the
Supplemental Material (Bai (2009)).

2. SOME EXAMPLES
Macroeconometrics

Here Y, is the output (or growth rate) for country i in period ¢, X;, is the
input such as labor and capital, F, represents common shocks (e.g., techno-
logical shocks and financial crises), A; represents the heterogeneous impact of

2See Nickell (1981), Anderson and Hsiao (1982), Kiviet (1995), Hsiao (2003, pp. 71-74), and
Alvarez and Arellano (2003) for dynamic panel data models; see Hahn and Newey (2004) for
nonlinear panel models.
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common shocks on country i, and, finally, &;, is the country-specific error term
of output (or growth rate). In general, common shocks not only affect the out-
put directly (through the total factor productivity or Solow resdidual), but also
affect the amount of input in the production process (through investment deci-
sions). When common shocks have homogeneous effects on the output, that is,
A; = A for all i, the model collapses to the usual time effect by letting 6, = A'F,,
where §, is a scalar. It is the heterogeneity that gives rise to a factor structure.

Recently, Giannone and Lenza (2005) provided an explanation for the
Feldstein—Horioka (1980) puzzle, one of the six puzzles in international macro-
economics (Obstfeld and Rogoff (2000)). The puzzle refers to the excessively
high correlation between domestic savings and domestic investments in open
economies. In their model, Y}, is the investment and X, is the savings for coun-
try i, F, is the common shock that affects both investment and savings deci-
sions. Giannone and Lenza found that the high correlation is a consequence
of the strong assumption that shocks have homogeneous effects across coun-
tries (additive effects); it disappears when shocks are allowed to have hetero-
geneous impacts (interactive effects).

Microeconometrics

In earnings studies, Y, represents the wage rate for individual ; with age (or
age cohort) ¢ and X}, is a vector of observable characteristics, such as educa-
tion, experience, gender, and race. Here A, represents a vector of unobservable
characteristics or unmeasured skills, such as innate ability, perseverance, mo-
tivation, and industriousness, and F; is a vector of prices for the unmeasured
skills. The model assumes that the price vector for the unmeasured skills is
time-varying. If F, = f for all ¢, the standard fixed-effects model is obtained
by letting a;; = Af. In this example, ¢ is not necessarily the calendar time, but
age or age cohort. Applications in this area were given by Cawley, Connelly,
Heckman, and Vytlacil (1997) and Carneiro, Hansen, and Heckman (2003). As
explained in a previous version, the model of Abowd, Kramarz, and Margolis
(1999) can be extended to disentangle the worker and the firm effects, while
incorporating interactive effects. Ahn, Lee, and Schmidt (2001) provided a the-
oretical motivation for a single factor model based on the work of Altug and
Miller (1990) and Townsend (1994).

In the setup of Holtz-Eakin, Newey, and Rosen (1988), the slope coefficient
B is also time-varying. Their model can be considered as a projection of Y}
on {X;, A;}; see Chamberlain (1984). Pesaran (2006) allowed B to be hetero-
geneous over i such that 8; = B + v; with v; being i.i.d.. In this regard, the
constant slope coefficient is restrictive. To partially alleviate the restriction, it
would be useful to allow additional individual and time effects as

4) Yi=X,B+a;+ 6, +AF, + ¢&;.

Model (4) will be considered in Section 8.
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Finance

Here Y, is the excess return of asset i in period #; X}, is a vector of observable
factors such as dividend yields, dividend payout ratio, and consumption gap as
in Lettau and Ludvigson (2001) or book and size factors as in Fama and French
(1993); F, is a vector of unobservable factor returns; A; is the factor loading; ¢;
is the idiosyncratic return. The arbitrage pricing theory of Ross (1976) is built
upon a factor model for asset returns. Campbell, Lo, and MacKinlay (1997)
provided many applications of factor models in finance.

Cross-Section Correlation

Interactive-effects models provide a tractable way to model cross-section
correlations. In the error term u;, = AF, 4+ &, each cross section shares the
same F,, causing cross-correlation. If A; =1 for all i, and ¢;, are i.i.d. over
i and ¢, an equal correlation model is obtained. In a recent paper, Andrews
(2005) showed that cross-section correlation induced by common shocks can
be problematic for inference. Andrews’ analysis is confined within the frame-
work of a single cross-section unit. In the panel data context, as shown here,
consistency and proper inference can be obtained.

3. ESTIMATION
3.1. Issues of Identification

Even in the absence of regressors X, the lack of identification for factor
models is well known; see Anderson and Rubin (1956) and Lawley and Max-
ell (1971). The current setting differs from classical factor identification in two
aspects. First, both factor loadings and factors are treated as parameters, as
opposed to factor loadings only. Second, the number of individuals N is as-
sumed to grow without bound instead of being fixed, and it can be much larger
than the number of observations 7.

Write the model as

Y =X\B+F\A+e¢;,

where
Yi X;l F{ €il
Y X F, Ei
Yi = . 5 Xi = ,12 > F = ,2 > &€ = .
Yir X, F; &ir
Similarly, define A = (A, Az, ..., Ay)’, an N x r matrix. In matrix notation,

(5) Y=XB+FA +e¢,
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where Y = (Y},...,Yy)is T x N and X is a three-dimensional matrix with p
sheets (T x N x p), the £th sheet of which is associated with the £th element of
B=1,2,...,p). The product XBis T x N and ¢ = (&1,...,ey)is T X N.

In view of FA'=FAA~' A’ for an arbitrary r x r invertible A, identification
is not possible without restrictions. Because an arbitrary r x r invertible matrix
has r? free elements, the number of restrictions needed is r*. The normaliza-
tion?

(6) FF/T =1,

yields r(r + 1)/2 restrictions. This is a commonly used normalization; see, for
example, Connor and Korajzcyk (1986), Stock and Watson (2002), and Bai and
Ng (2002). Additional »(r — 1) /2 restrictions can be obtained by requiring

@) A’A = diagonal.

These two sets of restrictions uniquely determine A and F, given the product
FA'* The least squares estimators for F and A derived below satisfy these
restrictions.

With either fixed N or fixed T, factor analysis would require additional re-
strictions. For example, the covariance matrix of ¢; is diagonal or the covari-
ance matrix depends on a small number of parameters via parameterization.
Under large N and large 7, the cross-sectional covariance matrix of &;, or the
time series covariance matrix can be of an unknown form. In particular, none
of the elements is required to be zero. However, the correlation—either cross
sectional or serial—must be weak, which we assume to hold. This is known as
the approximate factor model of Chamberlain and Rothschild (1983).

Sufficient variation in X, is also needed. The usual identification condi-
tion for B is that the matrix ﬁ Zfil X/MpX; is of full rank, where My =
I — F(F'F)~'F'. Because F is not observable and is estimated, a stronger con-
dition is required. See Section 4 for details.

3.2. Estimation

The least squares objective function is defined as

N
®)  SSR(B,F,A)=) (Yi—XiB—FX)(Yi— X;B—FA)

i=1

3The normalization still leaves rotation indeterminacy. For example, let G be an r x r orthog-
onal matrix, and let F* = FG and A* = AG. Then FA' = F*A* and F*F*/T =F'F/T =1.To
remove this indeterminacy, we fix G to make A¥A* = G’A’AG a diagonal matrix. This is the
reason for restriction (7).

4Uniqueness is up to a columnwise sign change. For example, —F and —A also satisfy the
restrictions.
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subject to the constraint F'F/T = I, and A’'A being diagonal. Define the pro-
jection matrix

My=1I; — F(FF)"'F =1, — FF/T.

The least squares estimator for B for each given F is simply

N -1 N
B(F)Z (ZX;MFXI) ZX;MFY,
i=1

i=1
Given 3, the variable W; = Y; — X;B has a pure factor structure such that
9) W,=FA\; + ¢;.

Define W = (Wi, W,, ..., Wy), a T x N matrix. The least squares objective
function is

tr[(W — FA)Y(W — FA')'].

From the analysis of pure factor models estimated by the method of least
squares (i.e., principal components; see Connor and Korajzcyk (1986) and
Stock and Watson (2002)), by concentrating out A = W'F(F'F)' = W'F/T,
the objective function becomes

(10)  tt(WMW) =tr(WW) —tr(FWW'F)/T.

Therefore, minimizing with respect to F is equivalent to maximizing tr[F' (W x
W')F]. The estimator for F (see Anderson (1984)), is equal to the first r eigen-

vectors (multiplied by /7 due to the restriction F'F/T = I) associated with
the first r largest eigenvalues of the matrix

N N
WW' =Y W =3 (Y= XB)(Y,~ X,B).
i=1 i=1

Therefore, given F, we can estimate 3, and given 8, we can estimate F. The

final least squares estimator ( ,é, F ) is the solution of the set of nonlinear equa-
tions

N -1 N
(11) B=<ZX;MﬁXi> D XIMY,
i=1

i=1

and

1 o . N P
(12) [W;(Yi—X,-B)(Yi—XiB)}F:FVNT,
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where Vyr is a diagonal matrix that consists of the r largest eigenvalues of
the above matrix’ in the brackets, arranged in decreasing order. The solution
(ﬁ, F ) can be simply obtained by iteration. Finally, from A = W'F/T, A is
expressed as a function of ( [§, F ) such that

A=k, A =T EFY —X.B), ..., F(Yy— XyB)).
We may also write
A =T'F(Y -Xp),

where Yis T x N and X is T x N x p, a three-dimensional matrix.

The triplet (B, F, A) jointly minimizes the objective function (8). The pair
(B, F) jointly minimizes the concentrated objective function (10), which, when
substituting Y; — X;B for W, is equal to

N N
13)  a(WMW) =D W/ MW= (Yi— XY Mp(Y: — X, ).

i=1 i=1

This is also the objective function considered by Ahn, Lee, and Schmidt (2001),
although a different normalization is used. They as well as Kiefer (1980) dis-
cussed an iteration procedure for estimation. Interestingly, convergence to a
local optimum for such an iterated estimator was proved by Sargan (1964).
Here we suggest a more robust iteration scheme (having a much better con-
vergence property from Monte Carlo evidence) than the one implied by (11)
and (12). Given F and A, we compute

N -1 N
é(F,A):(ZX;Xi) D X[(Yi—FA),

i=1 i=1

and given B, we compute F and A from the pure factor model W; = FA; + e;
with W, = Y; — X;B. This iteration scheme only requires a single matrix inverse
(Zfil X! X;)~!, with no need to update during iteration. Our simulation results
are based on this scheme.

REMARK 1: The common factor F is obtained by the principal components
method from the matrix WW’'/N. Under large N but a fixed T, WW'/N —
3w =F3,F + (), where 3, is the limit of A’A/N—an r x r matrix—and {2
is a T x T matrix of the covariance matrix of ¢;; see (9). Unless {2 is a scalar
multiple of /7 (identity matrix), that is, no serial correlation and heteroskedas-
ticity, the first r eigenvectors of 3y, are not a rotation of F, implying that the

SWe divide this matrix by N T so that Vy will have a proper limit. The scaling does not affect F.
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first r eigenvectors of WIW'/N are not consistent for F (a rotation of F to be
more precise). This leads to inconsistent estimation of the product FA’, and,
thus, inconsistent estimation of 8. However, under large 7, {2 does not have
to be a scalar multiple of an identity matrix and the principal components esti-
mator for F is consistent. This is the essence of the approximate factor model
of Chamberlain and Rothschild (1983).

REMARK 2: Instead of estimating F from (9) by the method of princi-
pal components, one can directly use factor analysis. Factor analysis such as
the maximum likelihood method allows (2 to be heteroskedastic and to have
nonzero off-diagonal elements. The off-diagonal elements (due to serial cor-
relation) must be parametrized to avoid too many free parameters. Serial cor-
relation can also be removed by adding lagged dependent variables as regres-
sors, leaving a diagonal (2. In contrast, the principal components method is
designed for large N and large 7. In this setting, there is no need to assume a
parametric form for serial correlations. The principal components method is a
quick and effective approach to extracting common factors. Note that lagged
dependent variables lead to bias, just as serial correlation does; see Section
7. Small T models can also be estimated by the quasi-differencing approach
(Section 3.3). This latter approach also parametrizes serial correlations by in-
cluding lagged dependent variables as regressors so that ¢;, has no serial cor-
relation. The reason to parametrize serial correlation under quasi-differencing
is that, with unrestricted serial correlation, lagged dependent variables will not
be valid instruments.

REMARK 3: The estimation procedure can be modified to handle unbal-
anced data. The procedure is elaborated in the Supplemental material; the
details are omitted here.

3.3. Alternative Estimation Methods

While the analysis is focused on the method of least squares, we discuss sev-
eral alternative estimation strategies.

METHOD 1: The quasi-differencing method in Holtz-Eakin, Newey, and
Rosen (1988) can be adapted for multiple factors. Consider the case of two
factors:

Yie =X+ Ainfa + Anfo + €.

Multiplying the equation y;, ; by ¢, = fi1/fi—1.1 and then subtracting it from
the equation y;,, we obtain

Yie =G Yii1 +X,B— X, Bd.+ A8, + &},

where 6, = f, — fi-12¢, and &}, = &;, — ¢,&;,-1. The resulting model has a sin-
gle factor. If we apply the quasi-differencing method one more times to the
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resulting equation, then the factor error will be eliminated. This approach was
used by Ahn, Lee, and Schmidt (2006). The GMM method as in Holtz-Eakin,
Newey, and Rosen (1988) and Ahn, Lee, and Schmidt (2001) can be used to
estimate the model parameters consistently under some identification condi-
tions. For the case of r =1, GMM was also discussed by Arellano (2003) and
Baltagi (2005). While not always necessary, there may be a need to recover
the original model parameters; see Holtz-Eakin, Newey, and Rosen (1988) for
details.

This estimator is consistent under fixed 7" despite serial correlation and het-
eroskedasticity in g;,. In contrast, the least squares estimator will be inconsis-
tent under this setting. On the other hand, as T increases, due to the many-
parameter and many-instrument problem, the GMM method tends to yield
bias, a known issue from the existing literature (e.g., Newey and Smith (2004)).
The least squares estimator is consistent under large N and large 7 with un-
known form of correlation and heteroskedasticity, and the bias is decreasing
in N and T. Furthermore, the least squares method directly estimates all pa-
rameters, including the factor processes F, and the factor loadings A;, so there
is no need to recover the original parameters. In many applications, the esti-
mated factor processes are used as inputs for further analysis, for example, the
diffusion index forecasting of Stock and Watson (2002) and factor-augmented
vector autoregression of Bernanke, Boivin, and Eliasz (2005). The estimated
loadings are useful objects in finance; see Connor and Korajzcyk (1986). Re-
covering those original parameters becomes more involved under multiple fac-
tors with the quasi-differencing approach. The least squares method is simple
and effective in handling multiple factors. Furthermore, computation of the
least squares method under large N and large 7 is quite fast.

In summary, with small 7" and with potential serial correlation and time se-
ries heteroskedasticity, the quasi-differencing method is recommended in view
of its consistency properties. With large 7', the least squares method is a viable
alternative. Remark 2 suggests another alternative under small 7.

METHOD 2: We can extend the argument of Mundlak (1978) and Chamber-
lain (1984) to models with interactive effects. When A; is correlated with the
regressors, it can be projected onto the regressors such that A; = AX;. + 7,,
where X. is the time average of X;, and A is r x p, so that model (1) can be
rewritten as

Y= X[/tB + X,'/.‘St + T];-F, + &ir,
where 6, = A'F,. The above model still has a factor error structure. However,

when F; is assumed to be uncorrelated with the regressors, the aggregated er-
ror n’F, + &; is now uncorrelated with the regressors, so we can use a random-
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effects GLS to estimate (8, 64, ..., 67). Similarly, when F, is correlated with
the regressors, but A; is not, one can project F, onto the cross-sectional aver-
ages such that F, = BX, + £, to obtain

Yisz,ﬁ‘l‘Xth‘i‘)\;ft‘{‘siz

with p; = BA;. Again, a random-effects GLS can be used. When both A; and
F, are correlated with regressors, we apply both projections and augment the

model with cross-products of X, and X, in addition to X;. and X, so that,
with p; = B'n; and §, = A’¢,,

(14) YizZX,',;ﬁ+X,~,.51+X./tpi+X,{.CX~t+n;§t+8ita
where C is a matrix. The above can be estimated by the random-effects GLS.

METHOD 3: The method of Pesaran (2006) augments the model with re-
gressors (Y., X,) under the assumption of F, being correlated with regres-
sors, where Y, and X, attempt to estimate F,, similar to the projection ar-
gument of Mundlak. But in the Mundlak argument, the projection residual
&, is assumed to have a fixed variance. In contrast, the variance of &, is as-
sumed to converge to zero as N — oo in Pesaran (2006), who assumed X, is
of the form X,, = B,F, + e so that X, = BF, 4+ ¢ with B=N-'Y"" B; and
&=N"1 Zfil e;.. The variance of &, is of O(N~!). Thus the factor error A&, is
negligible under large N. He established +/N consistency and possible v/N
consistency for some special cases. It appears that when A; is correlated w1th
the regressors, additional regressors Y;. and X. should also be added to achieve
consistency.

4. ASSUMPTIONS

In this section, we state assumptions needed for consistent estimation
and explain the meaning of each assumption prior to or after its introduc-
tion. Throughout, for a vector or matrix A, its norm is defined as ||A| =
(tr( A’ A))V2.

The p x p matrix

1 N 1 1 N N
D(F) = W ZXI/MFX, - T |:ﬁ ZZX;MFXkaik}7
i=1

i=1 k=1

where a; = A, (A’A/N)~"' A, plays an important role in this paper. Note that
a;, = ay, since it is a scalar. The identifying condition for 8 is that D(F) is pos-
itive definite. If F' were observable, the identification condition for 8 would be
that the first term of D(F) on the right-hand side is positive definite. The pres-
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ence of the second term is because of unobservable F and A. The reason for
this particular form is the nonlinearity of the interactive effects.
Define a T x p vector

1 N
Zi=MpX;— ) MrXiau,

k=1

so that Z; is equal to the deviation of My X; from its mean, but here the mean
is a weighted average. Write Z, = (Z;, Zp, ..., Zi7)'. Then

N

DF—1 Z/Z—lNlTZZ/
()_WZ i i—N; 7; iy |-

i=1

The first equality follows from a;, = a;; and N ! Zl}il aia; = ax;, and the sec-
ond equality is by definition. Thus D(F) is at least semipositive definite. Since
each Z,,Z, is a rank 1 semidefinite matrix, summation of N7 such semidefi-
nite matrices should lead to a positive definite matrix, given enough variations
in Z;, over i and ¢. Our first condition assumes D(F) is positive definite in the

limit. Suppose that as N, T — oo, D(F) —> D > 0.If &, are i.i.d. (0, ¢%), then
the limiting distribution of 8 can be shown to be

VNT(B - B) — N(0,a*D™).

This shows the need for D(F) to be positive definite.
Since F is to be estimated, the identification condition for 8 is assumed as
follows:

ASSUMPTION A—E|| X ||* <M: Let F ={F:F'F/T = I}. We assume

inf D(F) > 0.
FeF

The matrix F in this assumption is 7 x r, either deterministic or ran-
dom. This assumption rules out time-invariant regressors and common re-
gressors. Suppose X; = x;ty, where x; is a scalar and v = (1,1,...,1)". For
vty € F and D(vr) = 0, it follows that infr D(F) = 0. A common regressor
does not vary with i. Suppose all regressors are common such that X; = .
For F = W(W'W)~Y2 ¢ F, D(F) = 0. The analysis of time-invariant regres-
sors and common regressors is postponed to Section 10, where we show that it
is sufficient to have D(F) > 0, when evaluated at the true factor process F. For
now, it is not difficult to show that if X, is characterized by (3), where 7;, have
sufficient variations such as i.i.d. with positive variance, then Assumption A is
satisfied.
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ASSUMPTION B:

. (i) E||F||* <M and %Z[T:IF,F; 5 3¢ > 0 for some r x r matrix 3p, as
— 00.
(i) E||X]* <Mand ANA/N 25 3, > 0forsome rx rmatrix 3 ,,as N — oco.

This assumption implies the existence of r factors. Note that whether F; or A,
has zero mean is of no issue since they are treated as parameters to be esti-
mated; for example, it can be a linear trend (F, = ¢/T). But if it is known that
F, is a linear trend, imposing this fact gives more efficient estimation. More-
over, F, itself can be a dynamic process such that F, =Y, C;e,_;, where ¢, are
i.i.d. zero mean process. Similarly, A; can be cross-sectionally correlated.

ASSUMPTION C—Serial and Cross-Sectional Weak Dependence and Hetero-
skedasticity:
(l) E(S,‘t) =0and E|8,’t|8 < M.
(i) E(eigjs) = Oyss, |0y4s| < 03 forall (¢, 5) and |0 5| < 745 for all (i, j) such
that

N T

1 _ 1 1
ﬁZUifSM’ TZTISSMy NT Z losl <M.

i,j=1 t,s=1 i,j,t,s=1

The largest eigenvalue of ; = E(¢g;€;) (T x T) is bounded uniformly in i and T.
(iii) For every (t,s), EIN"V> YN [eiei — E(si58:)]|* < M.
(iv) Moreover

Yw_zj\l_1 Z Z | COV(SitSiu gjugjv)l =< M:

t,8,u,v 1I,j

TN Y |coviens), sites)| < M.

s ikt

Assumption C is about weak serial and cross-sectional correlation. Het-
eroskedasticity is allowed, but ¢g; is assumed to have a uniformly bounded
eighth moment. The first three conditions are relatively easy to understand
and are assumed in Bai (2003). We explain the meaning of C(iv). Let n; =
(T2 Zthl g)? — E(T? Zthl i)*. Then E(n;) =0 and E(n?) is bounded.
The expected value (N"/2 ") m)% is equal to T2N'Y", > cov(gieis,
€ju€jy), that is, the left-hand side of the first inequality without the absolute
sign. So the first part of C(iv) is slightly stronger than the assumption that the
second moment of N-/2Y"" 7, is bounded. The meaning of the second part
is similar. It can be easily shown that if ¢; are independent over i and ¢ with
Eg! < M for all i and ¢, then C(iv) is true. If ¢, are i.i.d. with zero mean and
E&f <M, then Assumption C holds.
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ASSUMPTION D: g, is independent of X, A;, and F; forall i, t, j, and s.

This assumption rules out dynamic panel data models and is given for the
purpose of simplifying the proofs. The procedure works well even with lagged
dependent variables; see Table V in the Supplemental Material. We do allow
X, Fy, and g;, to be dynamic processes. If lagged dependent variables are in-
cluded in X, then &, cannot be serially correlated. Also note that X, A,
and g;, are allowed to be cross-sectionally correlated.

5. LIMITING THEORY

We use (B°, F°) to denote the true parameters, and we still use A; without the
superscript 0 as it is not directly estimated and thus not necessary. Here F° de-
notes the true data generating process for F that satisfies Assumption B. This
F° in general has economic interpretations (e.g., supply shocks and demand

shocks). The estimator F below estimates a rotation of F°.° Define S Nt (B, F)
as the concentrated objective function in (13) divided by NT together with
centering, that is,

1 <& 1 &
Fy=—>"(Yi— X;BYM(Y; — X;B) — — Y &iMe;.
Snr(B, F) NT i:]( ; iB) Mp(Y; iB) NT - eMpog;

The second term does not depend on B and F, and is for the purpose of cen-
tering, where Mp =1 — P =1 — FF'/T with F'F/T = I. We estimate 8° and
F° by

(B, F) = argmin Sy (B, F).
B.F

As explained in the previous section, ( [3’, F ) satisfies

N -1 N
B= (ZXfMﬁXi) > XM;Y,,
i=1

i=1
1 & . P
|:W Z(K_Xiﬁ)(Yi_XiB)}FZFVNT,
i=1

where F is the the matrix that consists of the first r eigenvectors (multiplied by
«/T) of the matrix ﬁ f.i](Yi — X,-,é)(Yi - X,-ﬁ)’ and where Vyr is a diagonal

°If (6) and (7) hold for the data generating processes (i.e., FF°/T = I and A” A° is diagonal)

rather than being viewed as estimation restrictions, then F estimates FV itself instead of a rotation
of F.
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matrix that consists of the first r largest eigenvalues of this matrix. Denote
P,=A(A A)' A for a matrix A.

PROPOSITION 1—Consistency: Under Assumptions A-D, as N, T — oo, the
following statements hold:

(i) The estimator B is consistent such that 8 — B° -2 0.
(ii) The matrix F YT is invertible and ||P; — Ppo| - 0.

The usual argument of consistency for extreme estimators would involve

showing Syr(B, F) 28 (B, F) uniformly on some bounded set of 8 and F,
and then showing that S(, F) has a unique minimum at 8° and F"; see Newey
and McFadden (1994). This argument needs to be modified to take into ac-
count the growing dimension of F. As F is a T x r vector, the limit S would
involve an infinite number of parameters as N, T going to infinity so the limit
as a function of F is not well defined. Furthermore, the concept of bounded F
is not well defined either. In this paper, we only require F’F/T = I. The mod-
ification is similar to Bai (1994), where the parameter space (the break point)
increases with the sample size. We show there exists a function Syr(8, F), de-
pending on (N, T') and generally still a random function, such that Syr (8, F)
has a unique minimum at 8° and F°. In addition, we show the difference is
uniformly small,

Snr(B, F) = Syr(B, F) = 0,(1),

where o,(1) is uniform. This implies the consistency of ,é for B°. However,
we cannot claim the consistency of F for F° (or a rotation of F°) owing to its

growing dimension. Part (ii) claims that the spaces spanned by F and F° are as-
ymptotically the same. Alternative consistency concepts, including componen-
twise consistency or average norm consistency, are provided in the Appendix,
as these consistency concepts are also needed.

Given consistency, we can further establish the rate of convergence.

THEOREM 1—Rate of Convergence: Assume Assumptions A-D hold. For
comparable N and T such that T/N — p > 0, thens/NT (B — B°) = 0,(1).

The theorem allows cross-section and serial correlations, as well as het-
eroskedasticities in both dimensions. This is important for applications in
macroeconomics, say cross-country studies, or in finance, where the factors
may not fully capture the cross-section correlations, and therefore the approx-
imate factor model of Chamberlain and Rothschild (1983) is relevant. For mi-
croeconomic data, cross-section heteroskedasticity is likely to be present.

Although the estimator is +/NT consistent, the underlying limiting distrib-
ution will not be centered at zero; asymptotic biases exist. The next two the-
orems provide the limiting behavior of the estimator. The first theorem deals
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with some special cases in which asymptotic bias is absent. This is obtained
by requiring stronger assumptions: the absence of either cross-correlation or
serial correlation and heteroskedasticity. The second theorem deals with the
most general case that allows for correlation and heteroskedasticity in both
dimensions.

Introduce

1 N
Z,' =MFUX,' — N Za,‘kMFUXk.

k=1

Then in the absence of serial correlation and heteroskedasticity in one of
the dimensions, and given an appropriate relative rate for 7 and N, it is shown
in the Appendix that the estimator has the representation

N

-1 N
A 0y __ L 17 1 ! o
(15) «/NT(B—B)—(NTZZiZ,> —W;Zis,—l-op(l).

i=1

If correlation and heteroskedasticity are present in both dimensions, there
will be an O,(1) bias term in the above representation; see (21) in Sec-

tion 7. In all cases, we need the central limit theorem for (N7T)~'/? Zfi Zlgi=

(NT)™ 2 Zf\il Z,T:, Z;;e;,. Assuming correlation and heteroskedasticity in both
dimensions, its variance is given by

[ ] NN ToT
V&\t(m ZZZ/{;‘Z) = ﬁ ZZZZ(TUJSE(ZHZ}S)’
i=1

i=1 j=1 t=1 s=1

. . . ’
where Tijis = E(&igj5). This variance is O(1) because = Zi’j’m |oyj 5| < M by
assumption.

ASSUMPTION E: For some nonrandom positive definite matrix D 7,

| NN T
(16) plim NT Z Z Z Z 0 ZuZi,= Dy,

i=1 j=1 t=1 s=1
- i
Sz N, D
NT i=1

In the absence of serial correlation and heteroskedasticity, we let o; =
0.« = E(e;ej) since it does not depend on ¢, and we denote D by D;. Like-
wise, with no cross-section correlation and heteroskedasticity, we let w,, =
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0yi.is = E(ei85) since it does not depend on i, and we denote D, by D,. That
is, D1 and D, are the probability limits of

(17) phm—ZZU,,ZZ,t =D,

=1 j=1 t=1

phm ANTT Z Z Wi Z th

t=1 s=1

The correspondlng central 11m1t theorem will be denoted by J_ Z Zlg; LN
N(0,D,) and F Z, \Zle; BN N (0, D,), respectively.

THEOREM 2: Assume Assumptions A-E hold. As T, N — oo, the following
statements hold:
(i) In the absence of serial correlation and heteroskedasticity and with T/N —
0,

VNT(B - B’ - N(0, D;' D, D).

(ii) In the absence of cross-section correlation and heteroskedasticity and with
N/T — 0,

VNT(B - B) -5 N(0, D;'D.D; ),
where Dy = plim D(F) = plim = "V | Z/Z,

Noting that D, = D, = ¢°D, under i.i.d. assumption of &;, the following
statement holds:

COROLLARY 1: Under the assumptions of Theorem 1, if ¢;, are i.id. over t
and i, with zero mean and variance o, then ¥NT (B8 — B°) LN N(0, o>Dy").

It is conjectured that é is asymptotically efficient if &; are i.i.d. N(0, o),
based on the argument of Hahn and Kuersteiner (2002).

Part (i) of Theorem 1 still permits cross-section correlation and het-
eroskedasticity, and part (ii) still permits serial correlation and heteroskedas-
ticity. The theorem also requires an appropriate rate for N and 7. If T/N
converges to a constant, there will be a bias term due to correlation and het-
eroskedasticity. The next theorem is concerned with this bias. We shall deal
with the more general case in which correlation and heteroskedasticity exist in
both dimensions.
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THEOREM 3: Assume Assumptions A-E hold and T/N — p > 0. Then

VNT(B - B") = N(p"?By+ p~"2Cy, ;' DDy ),
where By is the probability limit of B with

X, —V)F (FF*\™"
(18) B=—-D(F)"'— ZZ( ) ( = )
i=1 k=1

N

and C, is the probability limit of C with

1 & FYFON ' A AN
_ 0y—1_— ' 0 I )
(19  C=-DF) "+ Ei_l:XlMFoQF< - ) <N> Ay

and Vi = L 31 a;X;, ay = N(ANA/N)Y N, and Q = L300 0 with ;. =
E(gie)).

There will be no biases in the absence of correlations and heteroskedas-
ticities. In particular, bias B, = 0 when cross-sectional correlation and het-
eroskedasticity are absent, and similarly C, = 0 when serial correlation and
heteroskedasticity are absent. To see this, consider C in (19). The absence of
serial correlation and heteroskedasticity implies (2, = (T,fIT; thus, M QF° =
O oM F® = 0. It follows that C =0 and hence C; = 0. The parametric
form of serial correlations is usually removed by adding lagged dependent vari-
ables. However, lagged dependent variables lead to bias with fixed-effect esti-
mators; see Hahn and Kuersteiner (2002) in a different context. The bias will
take a different form and is not studied here. The argument for B = 0 is not so
obvious and is provided in the proof of Theorem 2(ii). When g, are i.i.d. over
t and over i, then both By, and C, become zero, and the result specializes to
Corollary 1. These results assume no lagged dependent variables, whose pres-
ence will lead to additional bias, which is not studied in this paper.

REMARK 4: Suppose that £ factors are allowed in the estimation, with k

fixed but k > r. Then S remains /N7 consistent, albeit less efficient than
k =r. Consistency relies on controlling the space spanned by A and that of F,
which is achieved when k > r.

REMARK 5: Due to +/NT consistency for B, estimation of B does not affect

the rates of convergence and the limiting distributions of I:"t and ;\i. That is,
they are the same as that of the pure factor model of Bai (2003). This follows
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from Y; — X/, [§ =AF +e,+ X ( /§ — B), which is a pure factor model with an
added error X{,(,é —B)= (NT)*l/zOp(l). An error of this order of magnitude
does not affect the analysis.

6. INTERPRETATIONS OF THE ESTIMATOR
The Meaning of D(F) and the Within-Group Interpretation

Like the least squares dummy-variable (LSDV) estimator, the interactive-

effects estimator 3 is a result of least squares with the effects being estimated.
In this sense, it is a within estimator. It is more instructive, however, to compare
the mathematical expressions of the two estimators. Write the additive-effects
model (2) in matrix form:

(20) Y =BX'+ X+ + B, X"+ ird + €1y + &,

where Y and X* (k =1,2,..., p) are matrices of T x N, with X* being
the regressor matrix associated with parameter B, (a scalar); vy isa T x 1
vector with all elements being 1 and similarly for vy; & = (e, ..., ay) and
E=(&,...,&r). Define

MT:IT_LTL/T/T’ MN:IN_LNL/N/N'
Multiplying equation (20) by M7 from the left and by My from the right yields
M YMy =B (MrX'My)+ -+ By(Mr X?My) + MpeMy.

The least squares dummy-variable estimator is simply the least squares applied
to the above transformed variables. The interactive-effects estimator has a sim-
ilar interpretation. Rewrite the interactive-effects model (5) as

Y=BX"+ -+ B,X"+FA +e.
Then left multiply My and right multiply M, to obtain
MpYMy=Bi(MpX'My) + -+ Bp(MpX?My) + MpeM,.

Let B asy be the least squares estimator obtained from the above transformed
variables, treating F and A as known. That is,

tr[M, XM X" - t[M,X"MpXP]77!

Basy = : : :

tr[M  XPMpX'] - tr[MyXPMpXP)
tr[M, X"MY]

X :
triM, X?MpY]
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The square matrix on the right without inverse is equal to D(F') up to a scaling
constant, that is,

1 N
D(F) = — > zz
i=1

1 tr[ M, X"Mp X' - My XV"MpXP]

trM A XPMp X' - tr[MyXPMpX?]

This can be verified by some calculations. The estimator [§ Asy Can be rewritten
as

-1 N

N
Bay = (Z Z,fz,-) >.ZY.
i=1 i=1

It follows from (15) that \/NT(B —B) = \/NT(,@;ASy —B)+o0,(1). To purge the
fixed effects, the LSDV estimator uses My and My to transform the variables,
whereas the interactive-effects estimator uses My and M, to transform the
variables.

7. BIAS-CORRECTED ESTIMATOR

The interactive-effect estimator is shown to have the representation (see
Proposition A.3 in the Appendix)

. 1 N T 1/2
21 NT(B—B8%=DF" ! —— Zs; — B
(21)  VNT(B-p°) = D(F°) MZ ,s+(N>

N\ 2
+ <7> C + Op(l),

where B and C are given by (18) and (19), respectively, and they give rise to the
biases. Their presence arises from correlations and heteroskedasticities in ¢;.
We show that B and C can be consistently estimated so that a bias-corrected
estimator can be constructed, as in the framework of Hahn and Kuersteiner
(2002) and Hahn and Newey (2004). Attention is paid to heteroskedasticities
in both dimensions, assuming no correlation in either dimension to simplify
the presentation. We do point out how to estimate the biases consistently and
outline the idea of the proof when correlation exists in either dimension.
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Under the assumption of E(e},) = o7, and E(g;gj,) =0 for i # j or t #3,
term B becomes

N _UVEO 0 0\ —1 ’ -1

N T T N

i=1
where 62 =13/ o7,. The bias can be estimated by replacing F* by F, \; by
A, and a? by (‘;,-2 =i ZzT:l &2. This gives, in view of FF/T=1,
N

R L1 X, —VYE (AA\ '« .
(23) B:—D‘I—Z( = V'E NG
T N '

The expression C is still given by (19), but {2 now becomes a diagonal matrix
under no correlation, that is, £2 = diag(+ Y Offreeny >y op).LetQ=
diag(+ > &2, ..., = Y0, & ;) be an estimator for £2. We estimate C by

. N Al AAN T
24 C=-D'—Y XM:QF A
( ) 0 NT - i F < N )

In the Appendix we prove (T/N)*(B — B) = 0,(1) and (N/ TV2(C - C) =
0,(1). Define

~ A 1 A 1 -

f=p——B-—C.
B'=pB N T

THEOREM 4: Assume Assumptions A-E hold. In addition, E(s},) = o}, and
E(gyej) =0fori#jort#s.If T/N* - 0and N/T* — 0, then

VNT(B" - B° -5 N(0, D;'DsD; Y,

where Dy = plim = >"" 1| Z,Z},07,.

The limiting variance D; is a special case of D, due to the no correlation
assumption. Bias correction does not contribute to the limiting variance. Also
note that conditions N/ T? — 0 and T/N? — 0 are added. Clearly, these condi-
tions are less restrictive than 7//N converging to a positive constant. There exist
other bias correction procedures (e.g., panel jackknife) that could be used; see
Arellano and Hahn (2005) and Hahn and Newey (2004). An alternative to bias
correction in the case of T7/N — p > 0 is to use the Bekker (1994) standard
errors to improve inference accuracy. This strategy was studied by Hansen,
Hausman, and Newey (2005) in the context of many instruments.
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REMARK 6: Consider estimating C in the presence of serial correlation.
We need consistent estimators for 7' X/, F° and T-'F"(Q,F°, where (2 =
Eeie, (T x T), and then we take (weighted) averages over i and over k. Thus
consider estimating them for each given (i, k). These terms are standard ex-
pressions in the usual heteroskedasticity and autocorrelation (HAC) robust
limiting covariance. To see this, let W, = (X, F°) whichis T x (p+r). Then the
long-run variance of 7-'2W/g, = T~'/* Zthl W&, is the limit of LW/, W;,
which contains 1 X/, F° and 2F"(, F° as subblocks. A consistent estimator
for T~'W;QW, can be constructed by the truncated kernel method of Newey
and West (1987) based on the sequence Wi,ék, (t=1,...,T).Similar argument
has been made in Bai (2003).

REMARK 7: While estimating B in the presence of cross-section correlation
is not difficult, the underlying theory for consistency requires a different argu-
ment. In the time series dimension, the data are naturally ordered and distant
observations have less correlations. The kernel method puts small weights for
autocovariances with large lags, leading to consistent estimation. In the cross-
section dimension, such an ordering of data is not available, unless an eco-
nomic distance can be constructed so that the data can be ordered. In general,
large |i — j| does not mean smaller correlation between ¢;, and ¢;,. Bai and Ng
(2006) studied the estimation of an object similar to B. They showed that if
the whole cross-sample is used in the estimation, the estimator is inconsistent.
A partial sample estimator, with N being replaced by n such that n/N — 0 and
n/T — 0, is consistent. Thus, B can be estimated by

(25) B=-D;'- ZZ(X V)F(AA> <XT:S,,8M)

i=1 k=1

where n/N — 0 and n/T — 0. The argument of Bai and Ng (2006) can be
adapted to show that B is consistent for B.

Estimating the Covariance Matrices

To estimate D, we define
1 N
DO— N—ggzlt it?

where Z, is equal to Z,;, with F°, A;, and A replaced with F , 5\,, and /i, re-
spectively. Next consider estimating D;, j =1, 2, 3. For all cases, we limit our
attention to the presence of heteroskedasticity, but no correlation. Thus D;
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(=1, 2, 3) are covariance matrices when heteroskedasticity exists in the cross-
section dimension only, in the time dimension only, and in both dimensions,
respectively. Thus we define

2 1 N ~2 5 .
. =+ 2i1 &, and Z;, was defined previously.

where 67 = £ ST 8o i
PROPOSITION 2: Assume Assumptions A-E hold. Then as N,T — oo,
D, BN Dy. In addition, in the absence of serial and cross-section correlations,

D; % D;, where D, and D, are defined in Theorem 2 with no correlation, and
D; is defined in Theorem 4.

REMARK 8: When cross-section correlation exists, we estimate D; in (17) by

n n T
Dl = % ZZ % Zzit ;‘téitéjt’
i=1 j=1 =1
where n satisfies n/N — 0 and n/T — 0; see Remark 7. It can be shown
that bl is consistent for D;. When serial correlation exists, we estimate D,
of (17) by estimating the long-run variance of the sequence (Ziti) using
the truncated kernel of Newey and West (1987); see Remark 6. It can be

shown that ﬁz is consistent for D,. For estimating D,—the covariance ma-
trix when correlation exists in both dimensions—we need to use the partial
sample method together with the Newey—West procedure. More specifically,
let & =n"'? - 7.8, where n is chosen as before. The estimated long-run
variance (e.g., truncated kernel) for the sequence &, is an estimator for D.
While we conjecture the estimator is consistent, a formal proof remains to be
explored.

8. MODELS WITH BOTH ADDITIVE AND INTERACTIVE EFFECTS

Although interactive-effects models include the additive models as special
cases, additivity has not been imposed so far, even when it is true. When addi-
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tivity holds but is ignored, the resulting estimator is less efficient. In this sec-
tion, we consider the joint presence of additive and interactive effects, and
show how to estimate the model by imposing additivity and derive the limiting
distribution of the resulting estimator. Consider

(26) Yit=X£,B+M+ai+§t+/\;Ft+8ita

where u is the grand mean, «; is the usual fixed effect, &, is the time effect, and
A;F, is the interactive effect. Restrictions are required to identify the model.
Even in the absence of the interactive effect, the restrictions

N T
Q) Y a=0, Y &=0
i=1 t=1

are needed; see Greene (2000, p. 565). The following restrictions are main-
tained:

(28) FF/T=1I, AA=diagonal.

Further restrictions are needed to separate the additive and interactive effects.
They are

N

T
29 > A=0, Y F=0.
=1

i=1
To see this, suppose that A =+ 3% A, #0or F= 13" F,#0, or both are
not zero. Let Al = A, —2A and F = F, — 2F. Then

Yi=X,B+p+a] + &+ F + &,

where o] = a; + 2F'\; — 2X'F and E =& +2NF, — 2XN'F. 1t is easy to verify
that F"F'/T = F'F/T =1, and A" A" = A’A is diagonal, and at the same time,
SV &l =0and Y|, ¢ =0. Thus the new model is observationally equivalent
to (26) if (29) is not imposed.

To estimate the general model under the given restrictions, we introduce
some standard notation. For any variable ¢;,, define

Sl - 1¢ -1
¢>.f—ﬁ;¢n, ¢i.—7;¢,~,, .= N7 2_ 2 b

d.)it =i — J)L - CZD.Z + (Z)
and its vector form ¢; = ¢; — 17 b;. — ¢ + 17 .., where ¢ = (b, ..., b.r) .
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The least squares estimators are

and F is the T x r matrix consisting of the first r eigenvectors (multiplied by
V/T) associated with the first r largest eigenvalues of the matrix = SN (Y-

X ,»,é)(Y,- - X, ,é)’. Finally, Ais expressed as a function of ( ,é, F ) such that
AN=RLh, . A =T E Y, —X.B),..., F(Yy — XyP)1.

Iterations are required to obtain B and F. The remaining parameters i, @;,
&, and A require no iteration, and they can be computed once 3 and F are
obtained. The solutions for f, &;, and £, have the same form as the usual fixed-
effects model; see Greene (2000, p. 565).

We shall argue that (@, {&;}, {%t}, /§, F, /i) are indeed the least squares esti-
mators from minimization of the objective function

ZZ(Y — X, B—n—a;—§&—NF)

i=1 t=1

subject to the restrictions (27)-(29). Concentrating out (u, {;}, {£:}) is equiv-
alent to using (Y}, X;,) to estimate the remaining parameters. So the concen-
trated objective function is

N T
YN (Y- X,B— NF).
i=1

t=1

The dotted variable for AjF, is itself, that is, ¢;, = ¢, where ¢; = ALF, due to
restriction (29). This objective function is the same as (8), except Y;, and X,
are replaced by their dotted versions. From the analysis in Section 3, the least
squares estimators for B, F, and A are as prescribed above. Given these es-
timates, the least squares estimators for (u, {a;}, {£,}) are also immediately
obtained as prescribed.
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We next argue that all restrictions are satisfied. For example, -+ 5 fvl & =

-X. ,8 2= —f=0.Similarly, Zt 1§, 0. It requires an extra argument
to show > | F,=0. By definition,

. O X
1Wm=[N7§;K—XﬁXK—Xﬁ@F
Multiplying ¢v7 = (1, ..., 1) on each side yields
1 & o S
v FVyr = [W ;L,T(Yi - XiB)(Y; —Xi,B)C|F,

but L’TY,- = Zthl Y, = 0 and, similarly, L’TX ; = 0. Thus the right-hand side is
zero, implying L’TI:“ = (. The same argument leads to Z?i ) A =0.
To derive the asymptotic distribution for 3, we define

: N it :
Zi(F):MFXi_NZaikMFXk and

k=1
: 1 L. :
D(F) = 15z ) L Zi(F) Zi(F),
i=1

where a;, = A(AA/N)~'A;. We assume

(30) iI}fD(F) > 0.

Let Z; = Z;(F"). Notice that
Yit = X,/,,B + /\;‘Ft + éit

The entire analysis of Section 4 can be restated here. In particular, under the
conditions of Theorem 2, we have the asymptotic representation

. 1 .. 1 .
VNT(B-B") = [— Zﬁzi:| ——= ) Zigit+o,(1).
NT ; JNT Z P

In the Supplemental Material, we show the identity (see Lemma A.13)
Z, \Zig = Z, Ze.. That is, & can be replaced by ¢;. It follows that if
normality is assumed for —— NT Zizl Z&;, asymptotic normality also holds for

VNT(B - B).
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ASSUMPTION F: (i) plim 7 >, ZZ: = Dy > 0; (ii) 7= 1, Zi&: LN
N (O, DZ), where DZ = plim ﬁ Zi’j,,’s Uij,tsZizZ}s-
THEOREM 5: Assume Assumptions A-F hold. Then as T, N — oo, the follow-
ing statements hold:
(i) Under the assumptions of Theorem 2(i),

VNT( - B -5 N(0, D;'D, D).
(ii) Under the assumptions of Theorem 2(ii),
VNT(B - B") = N0, Dj' DD,
where D, and D, are special cases of D,.

An analogous result to Theorem 3 also holds, and bias-corrected estimators
can also be considered. Since the analysis holds with X replaced by X, details
are omitted.

9. TESTING ADDITIVE VERSUS INTERACTIVE EFFECTS

There exist two methods to evaluate which specification—fixed effects or
interactive effects—gives a better description of the data. The first method is
that of the Hausman test statistic (Hausman (1978)) and the second is based
on the number of factors. We detail the Hausman test method, delegating the
number-of-factors method to the Supplemental Material. Throughout this sec-
tion, for simplicity, we assume ¢, are i.i.d. over i and ¢, and that E (&%) = o”.

The null hypothesis is an additive-effects model

(31) Yi=XiB+oa+&+u+ ey

with restrictions Y%, a; =0 and Y, & = 0 due to the grand mean parame-
ter w. The alternative hypothesis—more precisely, the encompassing general
model—is

(32) Yi=XuB+ ANF, + &

The null model is nested in the general model with A} = (a;,1) and F, =
1, & +p).

The interactive-effects estimator for 3 is consistent under both models (31)
and (32), but is less efficient than the least squares dummy-variable estimator
for model (31), as the latter imposes restrictions on factors and factor loadings.
But the fixed-effects estimator is inconsistent under model (32). The principle
of the Hausman test is applicable here.
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The within-group estimator of 8 in (31) is

-1
. 1 L. 1 L.
NT — = — X/Xz — Xigi,
VNT(Bre - B) NT; ; WZ
where X; = X; — 17 X;. — X + 17 X... Rewrite the fixed-effects estimator more
compactly as
VNT (B — B)=C 'y,

where C = (& 31, X/X;) and ¢ = Wi SV, X!s;. The interactive-effects es-
timator can be written as (see Proposition A.3)

VNT(Bie — B)=D(F*) ' (n — &) 4+ 0,(1),

where

1 N 1 N 1 N
33 = —— X;M Ei, §= fy— - a; XM .
R _NT;[N; X, }

The variances of the two estimators are
var(VNT Bz — B)) = 0*C™',  var(vV'NT (B — B)) = o’ D(F*)~".

In the accompanying document, we show, under the null hypothesis of additiv-
ity,

(34) E[(n—&)y'1=o*D(F").

This implies var( ﬁlE — ,éFE) = Var(,ém) — var( éFE). Thus the Hausman test
takes the form

J=NTo*Bie — Bre) [DF) ™" — C7 " (B — Bre) —= x>

Replacing D(F°) and o2 by their consistent estimators, the above is still
true. Proposition 2 shows that D(F°) is consistently estimated by D,. Let
6r=13y" S &, where L=NT — (N +T)r — p. Then 6> %> o

REMARK 9: The Hausman test is also applicable when there are no time
effects but only individual effects (i.e., & = 0). Then it is testing whether the
individual effects are time-varying. Similarly, the Hausman test is applicable
when o; =0 in (31) but &, # 0. Then it is testing whether the common shocks
have heterogeneous effects on individuals. Details are given in the Supplemen-
tal Materials.
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10. TIME-INVARIANT AND COMMON REGRESSORS

In earnings studies, time-invariant regressors include education, gender,
race, and so forth; common variables are those that represent trends or poli-
cies. In consumption studies, common regressors include price variables, which
are the same for each individual. Those variables are removed by the within-
group transformation. As a result, identification and estimation must rely on
other means such as the instrumental variable approach of Hausman and Tay-
lor (1981). This section considers similar problems under interactive effects.
Under some reasonable and intuitive conditions, the parameters of the time-
invariant and common regressors are shown to be identifiable and can be con-
sistently estimated. In effect, those regressors act as their own instruments;
additional instruments, either within or outside the system, are not necessary.
Ahn, Lee, and Schmidt (2001) allowed for time-invariant regressors, although
they did not consider the joint presence of common regressors. Their identi-
fication condition relies on nonzero correlation between factor loadings and
Tegressors.

A general model can be written as

(35 Yi=X, o+ xy+ w6+ ANF + &4,

where (X}, x, w)) is a vector of observable regressors, x; is time invariant, and
w, is cross- sectionally invariant (common). The dimensions of regressors are
such that X, is p x 1, x;is ¢ x 1, w, is £ x 1, and F, is r x 1. Introduce

X, x; w
/ / /
Xp x; w, @
Xi - . ’ B = ’y )
: )
/ / /
Xir x; wr
/ /
X1 wy
X/ w),
2 2
X= . , W= .
! /
XN Wy

Then the model can be rewritten as
Yi=XB+F\i+e:.

Let (B°, F°, A) denote the true parameters (superscript 0 is not used for A).
To identify B°, it was assumed in Section 4 that the matrix

D(F)_NlT ZX/MF [Nz ZZXMFX"’\/(ANA) '\"]

i=1 k=1
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is positive definite for all possible F. This assumption fails when time-invariant
regressors and common regressors exist. This is because D(vr) and D(W) are
not full rank matrices. However, the positive definiteness of D(F) is not a nec-
essary condition. In fact, all that is needed is the identification condition

D(F") > 0.

That is, the matrix D(F) is positive definite when evaluated at the true F°, a
much weaker condition than Assumption A. In the Supplemental Material, we
show that the above condition can be decomposed into some intuitive assump-
tions. First, this means that the interactive effects are genuine (not additive
effects); otherwise, we are back to the environment of Hausman and Taylor,
and instrumental variables must be used to identify 8. Second, there should
be no multicollinearity between W and F°, and no multicollinearity between x
and A. Finally, W and x cannot both contain the constant regressor (only one
grand mean parameter).

It remains to argue that D(F°) > 0 (or equivalently, the four conditions
above) implies consistent estimation. We state this result as a proposition.

PROPOSITION 3: Assume Assumptions B-D hold. If D(F®) > 0, then B > B°.

The proof of this proposition is nontrivial and is provided in the Supplemen-
tal Material. The proposition implies that D(F°) > 0 is a sufficient condition
for consistent estimation.

Given consistency, the rest of the argument for rate of convergence does not
hinge on any particular structure of the regressors. Therefore, the rate of con-
vergence of 8 and the limiting distribution are still valid in the presence of the
grand mean, time-invariant regressors, and common regressors. More specif-
ically, all results up to Section 7 (inclusive) are valid. The result of Section 8
is valid for regressors with variations in both dimensions. Similarly, hypothesis
testing in Section 9 can only rely on the subset of coefficients whose regressors
have variations in both dimensions.

Discussion

When additive effects are also present, (35) becomes
Yit:X;,§D+M+ai+§t+x;7+w;8+)\;Ft+3it,

where p is the grand mean (explicitly written out), and «; and &, are, respec-
tively, the individual and the time effects. The parameters y and & are no
longer directly estimable. Under the restrictions of (27) and (29), the within-
group transformation implies Yi, =X «® + AF, + &;,. The parameters ¢ and
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AL, are estimable by the interactive-effects estimator, so they can be treated
as known in terms of identification. Letting Y} = Y, — X|,¢ — A/F,, we have

(36) Yit:M+ai+§t+x;'Y+w;6+3it,

which is a standard model. As in Hausman and Taylor (1981), if we assume
a subset of X;,’s whose time averages are uncorrelated with «; but correlated
with x;, time averages can be used as instruments for x;. We can assume a
similar instrument for w, to estimate both y and 8. This is a direct extension of
the Hausman and Taylor framework for interactive-effects models.

A more interesting setup is to allow time-dependent coefficients for the
time-invariant regressors and, similarly, allow individual-dependent coeffi-
cients for the common regressors; namely

(7)) Yi=X,p+u+ai+E&+xy +wd + AF, + .

The observable variables are Y, X;,, x;, and w,. Again the levels of v, and §;
are not directly estimable due to «; + &,. For example, o; + x\y, = (a; + xc) +
x.(y,—c) =af +x,y'. However, the deviations of vy, from its time average y, —
E(vy,) and the deviations of §; from its individual average 6; — E(§;) are directly
estimable. In practice, these deviations or contrasts may be of more importance
than the levels, since they reveal the patterns across individuals or changes
over time, just like coefficients on dummy variables. Restrictions are needed to
estimate (¢, u, v;, 8;). For example, we need to impose E(y,) =0or ), vy, =0,
and we also need similar restrictions for é;, o;, &, A;, and F,, together with
some normalization and multicollinearity restrictions. Unreported simulations
show that these deviations can be well estimated. To estimate the levels E(v;)
and E(§;), the Hausman—Taylor approach appears to be applicable as well. In
this case, Y in (36) isreplaced by Y =Y, — X/, ¢ — x\y; —w,6F — A/F,, where
v =v.—E(y,) and 6] = §; — E(§;) are the deviations. The large sample theory
of this model warrants a separate study.

11. FINITE SAMPLE PROPERTIES VIA SIMULATIONS

We assess the performance of the estimator by Monte Carlo simulations.
A general model with common regressors and time-invariant regressors is con-
sidered:

Yi=Xi1B1+ Xi2Bo + 4+ xiy + w6 + AMJF, + &
((Bl’ BZ’ MY, 6) = (17 37 57 27 4))7

where A; = (Aj, Ap) and F, = (F,;, Fpp)'. The regressors are generated accord-
ing to

Xig=m +aNF,+ N+ VF 4+ m 0,
Xitp = Mo+ C2A;Fz + A+ V4 Nit,2
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TABLE 1

MODELS WITH GRAND MEAN, TIME-INVARIANT REGRESSORS AND COMMON REGRESSORS
(TwWO FACTORS, r =2)

Mean Mean Mean Mean Mean
N T B1=1 SD By=3 SD n=>5 SD y=2 SD 5§=4 SD

Infeasible Estimator
100 10 1.003 0.061 2999 0.061 4994 0.103 1.998 0.060 4.003 0.087
100 20 1.001 0.039 2998 0.041 5.002 0.065 2.000 0.040 4.000 0.054
100 50 1.000 0.025 3.002 0.024 5.000 0.039 1999 0.024 4.000 0.030
100 100 1.000 0.017 3.000 0.017 5.000 0.029 1.999 0.017 3.999 0.020
10 100 0.998 0.056 3.002 0.055 4.998 0.098 2.002 0.066 4.001 0.063
20 100 1.000 0.039 2998 0.039 5.000 0.064 2.002 0.040 3.999 0.046
50 100 1.000 0.024 3.001 0.025 4.999 0.040 2.001 0.025 4.000 0.029

Interactive-Effects Estimator
100 10 1.104 0.135 3.103 0.138 4.611 0925 1952 0.242 3.939 0.250
100 20 1.038 0.083 3.036 0.084 4.856 0524 199 0.104 3989 0.114
100 50 1.010 0.036 3.012 0.037 4981 0.156 1.995 0.098 3.999 0.058
100 100 1.006 0.032 3.006 0.033 4992 0.115 1.996 0.066 3.997 0.061
10 100 1.105 0.133 3.108 0.135 4.556 0.962 1.939 0.240 3.949 0.259
20 100 1.038 0.083 3.037 0.084 4.859 0479 1991 0.109 3.996 0.082
50 100 1.009 0.035 3.010 0.037 4974 0.081 2.000 0.041 4.000 0.033

with «' = (1, 1). The regressors are correlated with A;, F,, and the product A'F,.
The variables A;, F;, and 7, ; are all i.i.d. N(0,1) and the regression error
g;; is i.i.d. N(0,4). We set w; = w, = ¢ = ¢; = 1. Further, x; ~ ¢'A; 4+ ¢; and
w, = 'F, + m;, with e¢; and 7, being i.i.d. N(0, 1), so that x; is correlated with
A; and w;, is correlated with F,.

Simulation results are reported in Table I (based on 1000 repetitions).
The infeasible estimator in this table assumes observable F,. Both the infea-
sible and interactive-effects estimators are consistent, but the latter is less effi-
cient than the former, as expected. The coefficients for the common regressors
and time-invariant regressors are estimated well. The within-group estimator
can only estimate $8; and 3, and is not reported.

We next investigate what happens when interactive-effects estimator is used
when the underlying effects are additive. That is, A; = (a;, 1)’ and F, = (1, &,)’
so that A'F, = a; + 6,. With regressors X, ; and X, , generated with the earlier
formula, the model is

Yi=Xi1B1+ Xio2Bo+a;+ &+ iy

We consider three estimators: (i) the within-group estimator, (ii) the infeasible
estimator, and (iii) the interactive-effects estimator. All three are consistent.
The results are reported in Table II. The interactive-effects estimator remains
valid under additive effects, but is less efficient than the within-group estima-
tor, as expected.
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TABLE II
MODELS OF ADDITIVE EFFECTS

Interactive-Effects

Within-Group Estimator Infeasible Estimator Estimator
Mean Mean Mean Mean Mean Mean
N T py=1 SD p,=3 SD By SD By SD By SD By SD

100 3 1.002 0.146 2.997 0.144 1.001 0.208 2.998 0.206 1.155 0.253 3.164 0.259
100 5 1.001 0.099 3.002 0.100 1.001 0.114 3.003 0.118 1.189 0.194 3.190 0.186
100 10 1.000 0.068 2.996 0.066 1.000 0.072 2.995 0.072 1.110 0.167 3.106 0.167
100 20 0.999 0.048 2.999 0.046 0.998 0.048 2.998 0.047 1.017 0.083 3.016 0.080
100 50 1.001 0.029 2.999 0.029 1.001 0.029 2.999 0.029 1.003 0.029 3.000 0.029
100 100 0.999 0.021 3.000 0.021 0.999 0.021 3.000 0.021 1.000 0.021 3.001 0.021

3 100 1.001 0.142 2995 0.143 1.002 0.113 2.996 0.116 1.163 0.240 3.165 0.251
5 100 1.000 0.102 3.005 0.100 1.000 0.093 3.006 0.092 1.179 0.190 3.180 0.189
10 100 1.000 0.069 2.999 0.069 1.001 0.066 2.999 0.065 1.106 0.167 3.106 0.164
20 100 1.001 0.047 3.000 0.047 1.001 0.045 3.000 0.046 1.018 0.080 3.017 0.080
50 100 0.998 0.030 3.002 0.029 0.998 0.030 3.002 0.028 1.000 0.030 3.004 0.029

Additional simulations are reported in the Supplemental Material, where we
consider cross-sectionally correlated e;. Under cross-section correlation in e;,
and with a fixed N, the interactive-effects estimator is inconsistent. The esti-
mator becomes consistent as N going to infinity. These theoretical results are
confirmed by the simulations. A primary use of the factor model in practice is
to account for cross-sectional correlations. With a sufficient number of factors
included, much of the correlation in the error terms will either be removed or
be reduced, making the correlation a less critical issue. We also report results
that include lagged dependent variables as regressors. The idea is to parame-
trize and to control for serial correlation. The parameters are well estimated
in the simulation. The interactive-effects estimator is effective under large N
and large T. The computation is fast and the bias is decreasing with N and 7,
as shown in the theory and confirmed in the simulation.

12. CONCLUDING REMARKS

In this paper, we have examined issues related to identification and infer-
ence for panel data models with interactive effects. In earnings studies, the
interactive effects are a result of changing prices for a vector of unmeasured
skills. The model can also be motivated from an optimal choice of consumption
and labor supply for heterogeneous agents under a competitive economy with
complete markets. In macroeconomics, interactive effects represent common
shocks and heterogeneous impacts on the cross-units. In finance, the common
factors represent marketwide risks and the loadings reflect assets’ exposure to
the risks. A factor model is also a useful approach to controlling cross-section
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correlations. This paper focuses on some of the underlying econometric issues.
We showed that the convergence rate for the interactive-effects estimator is
~/NT, and this rate holds in spite of correlations and heteroskedasticity in both
dimensions. We also derived bias-corrected estimator and estimators under
additivity restrictions and their limiting distributions. We further studied the
problem of testing additive effects against interactive effects. The interactive-
effects estimator is easy to compute, and both the factor process F, and the
factor loadings A; can also be consistently estimated up to a rotation. Under
interactive effects, we showed that the grand mean, the coefficients of time-
invariant regressors, and the coefficients of common regressors are identifiable
and can be consistently estimated.

A useful extension is the large N and large 7" dynamic panel data model with
multiple interactive effects. The argument for consistency and rate of conver-
gence remains the same, but the asymptotic bias will take a different form. An-
other broad extension is nonstationary panel data analysis, particularly panel
data cointegration, a subject that recently attracted considerable attention. In
this setup, X, is a vector of an integrated variable and F, can be either inte-
grated or stationary. When F, is integrated, then Y;, X, and F, are cointe-
grated. Neglecting F, is equivalent to spurious regression and the estimation
of B will not be consistent. However, the interactive-effect approach can be
applied by jointly estimating the unobserved common stochastic trends F, and
the model coefficients, leading to consistent estimation. Finally, the models
introduced in Section 10 (see Discussion) warrant further investigation.

APPENDIX A: PROOFS

We use the following facts throughout: T-'|| X, > =T~ Y., [ X.|1> = 0,(1)
or T-2||X,|| = O,(1). Averaging over i, (TN)"' 3N, | X:|> = O,(1). Simi-
larly, T-12|F*|| = O,(1), T F|? =r, T2 F| = J/F, T IX/F| = O,(1),
and so forth. Throughout, we define éyr = min[+v/N, ~/T] so that & =

min[N, T]. The proofs of the lemmas are given in the Supplemental mater-
ial.

LEMMA A.1: Under Assumptions A-D,

N
Sl;p %;X;MF{Q =0,(1),
1 N
sgp W;A;FO’MFS,- =0,(1),
1 N
Sl;p W;SQPF&‘ =o0,(1),
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where the sup is taken with respect to F such that F'F/T =1.
PROOF OF PROPOSITION 1: Without loss of generality, assume B° = 0

(purely for notational simplicity). From Y; = X,;8° + F'A; + &, = F'A; + &,
expanding Syr (B, F), we obtain

3 ’ 1 Y 7 1 Y 1 0
Snr(B, F) = Syr(B, F) + 2B+ ;X,-Mpa,- +20 le NF"Mye,

N

N %;g;(pp — Pu)er,
where
N , /
(38) Syr(B, F) = B/(% ;X,-/MFXi)B + '[r[(F0 ]\;FFO) (ANA):|
, 1 S / 0
+28 57 gXiMFF Ai.
By Lemma A.1,

(39)  Swr(B, F)=Syr(B, F) +o0,(1)

uniformly over bounded B and over F such that F'F/T = I. Bounded B is in
fact not necessary because the objective function is quadratic in B8 (that is, it is
easy to argue that the objective function cannot achieve its minimum for very
large B).

Clearly, Sy7(B°, F°H) = 0 for any r x r invertible H, because Moy = Mo
and MpoF° = 0. The identification restrictions implicitly fix an H. We next
show that for any (B, F) # (8°, F'H), Syr(B, F) > 0; thus, Sy7(B, F) attains
its unique minimum value 0 at (8°, F°H) = (0, F°H). Define

1 & A'A
A=—SN"X'M;X,, B= Ir ),
NT; i (N ® T)

1 N
C:— )\/ MX,',
NT;( 'Q My X))

and let n = vec(M;F"). Then

Snr(B, F) =B AB+n'Bn+2BC'.
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Completing the square, we have

Syr(B.F)=pB/(A—CB'C)B+ (' + BCB)B(n+B~Cp)
= B'D(F)B + 0'B6,

where 0 = (1 + B~'CB). By Assumption A, D(F) is positive definite and B
is also positive definite, so S’NT(B, F) > 0. In addition, if either B8 # B’ =0 or
F # F°H, then S’NT(B, F) > 0. Thus, Sy7(6, F) achieves its unique minimum
at (B°, F°H). Further, for |8 > ¢ > 0, Sy7(B, F) > pminc® > 0, where pui, is
the minimum eigenvalue of the positive definite matrix infr D (F). This implies

that ﬁ is consistent for 8° = 0. However, we cannot deduce that F is consistent
for FOH. This is because F° is T x r and as T — oo, the number of elements
goes to infinity, so the usual consistency is not well defined. Other notions of
consistency will be examined.

To prove part (ii), note that the centered objective function satisfies

Syr(B°, F*) = 0 and, by definition, Sy7(8, F) < 0. Therefore, in view of (39),
0> Syr(B, F) =Svr(B, F) + 0, (D).

Combined with § N ( B . F ) > 0, it must be true that
Svr(B, F) = 0,(1).

From 8 - B° =0 and (38), it follows that the above implies

[ FOMF NAT
T N |

Because A’A/N > 0 and (F"M;F°)/T > 0, the above implies the latter matrix
is 0, (1), that s,

FYM:F' FYF° FUF FFO
4 - — =0,(1).
(40) T T 7 1 — oD

By Assumption B, FOF°/ T is invertible, so it follows that F’ vF /T is invertible.
Next,

|P; — Pro||® = tr[(Pp — Ppo)?] = 2tr(I, — F'PrF/ T).

But (40) implies F ’PFoﬁ /T 25 I,, which is equivalent to || Pz — Pro|| 250.
Q.E.D.

Note that for any positive definite matrices, A and B, the eigenvalues of AB
are the same as those of BA, A?B.A'?, and so forth; therefore, all eigenvalues
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are positive. In all remaining proofs, 8 and B° are used interchangeably, and
so are F and F°.

PROPOSITION A.1: Under Assumptions A—D, we can make the following state-
ments:

(1) Vnr is invertible and Vyr L5V, where V (r x r) is a diagonal matrix
consisting of the eigenvalues of 3, 3r; Vyr is defined in (12).

(i) Let H= (A'A/N)(F"F/T)Vy;. Then H is an r x r invertible matrix and

1, 4 Il n
FIF—FHI? == IF, — H'F|I?
=1

. 1
=0,(IB - B||2>+0p<m)'

PROOF: From
1 o .\ oA
[W Y (Y= XiB)(Y, —Xﬁ)’]F = FVyr
i=1
and Y; — X;8=X:(B— B)+ F°\ + &, by expanding terms, we obtain

FVyr =+ ZX(B BB =P XiF + 1 ZX(ﬁ BNF"F
ZX(B 3)3F+ ZFO/\(B B)XF
N N A
NT Z (B — B X[F
N
—T;FO)\ F+—Za)\F°’F+—ZsaF

N
NT Y FNAFUF
i=1

=I1+---+109.

The last term on the right is equal to FO(A’A/N)(F"F/T). Letting I1,...,18
denote the eight terms on the right, the above can be rewritten as

(41)  FVyr —FY(NA/N)Y(FYF/T)=11+---+18.
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Multiplying (F”F/T)~'(A’A/N)~" on each side of (41), we obtain
42)  Far(FYF/T)"(A'A/N)'1-F°
=U1+---+18)(F"F/T)" (A A/N)".

Note that the matrix Vyz(FYF/T)""(A'A/N)'is equal to H~!, but the invert-
ibility of Vyr is not proved yet. We have

T—1/2 ”ﬁ'[VNT(FO/FA'/ T)—l(A/A/N)_l] _ FO ||
< T2+ + 18 - [(FYF/T) " (A'A/N)™|.

Consider each term on the right. For the first term, note that T-'2||F|| = /7
and

N
T2 < — Z(M) 1B — BIPV/T
N — T

=0,(1B-BI>)=o0,8 - Bl

because |3 — B = o »(1). Using the same argument, it is easy to prove that
next four terms (/2-15) are each O, ( B — B). The last three terms do not ex-

plicitly depend on 3 — B and they have the same expressions as those in Bai

and Ng (2002). Each of these terms is O, (1/ min[+~/N, ~/T]), which was proved
in Bai and Ng (2002, Theorem 1). The proof there only uses the property that

F'F /T =1 and the assumptions on ¢;; thus the proof needs no modification.
In summary, we have

(43)  TP\FVyr(FUF/T)" (AA/N)" = F°|
=0,(|8 - BI) + 0,(1/ min[v'N, V'T]).
(i) Left multiplying (41) by £ and using F'F = T, we have
Vyr — (F'F ) TYANA/NYFYF/T)=T'F'(I14--- 4+ 18) = 0,(1)
because T~ F|| = /7 and T~'2||(I1 + --- 4 I8)|| = 0,,(1). Thus
Vir = (F'F*) TY(AWA/N)(F"F/T) + 0,(1).

Proposition 1 shows that F'FO /T is invertible; thus Vyr is invertible. To obtain
the limit of Vyr, left multiply (41) by F” and then divide by T to yield

(FYF/TY(AA/N)YF"E/T)+0,(1) = (F"F/T)Vyr
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because T-'F”(I1 + --- + I8) = 0,(1). The above equality shows that the

columns of FYF/T are the (nonnormalized) eigenvectors of the matrix
(FYF°/T)(AN'A/N), and Vyr consists of the eigenvalues of the same matrix

(in the limit). Thus Vyr — V, where V is r x r, consisting of the r eigenvalues
of the matrix 33 ,.
(ii) Since Vyr is invertible, the left-hand side of (43) can be written as

T-'2|FH-" — F°||; thus (43) is equivalent to
T2 F — F'H|| = O, (I8 — BIl) + O,(1/ min['N, V).
Taking squares on each side gives part (ii). Note that the cross-product term
from expanding the square has the same bound.
Q.E.D.

The proofs for the next four lemmas are given in the Supplemental Material.

LEMMA A.2: Under Assumptions A-C, there exists an M < oo, such that state-

ments (i) and (ii) hold:
(i) We have
NI 2
E\NT'2Y =3 ) FFlewew — E(ener)l| <M.
k=1 t=1 s=1
(ii)) Foralli=1,2,...,Nand h=1,2,...,r,we have
N (T 2
E N]/ZZ?{Z Xit[é‘kté‘ks—E(skxé‘ks)]Fhs} <M.
k=1 t=1 s=1

LEMMA A.3: Under Assumptions A-D, we have four equalities:
() T'F"(F — F°'H)=0,(B — B) + 0,(8:2).
(i) T-1F'(F = F°H) = 0,(8 — B) + 0, (8.
(iiiy T X, (F — F°H)=0,(B — B) 4+ 0,(83%) foreach k =1,2,...,N.
(iv) = SN XiMp(F — F'H) = 0,(B — B) + 0,(85%).

LEMMA A.4: Under Assumptions A-D, we also have four equalities:
() T'& (F — F°H)=T"20,(B8 — B) + 0,(8y%) for each k.
(i) 2= Yo &(F — F'H) = T20,( — B) + N20,(8 — B) +
O,(N7'7) +0,(8,7)-
(ifi) = Yo M (FH ' —F% g, = (NT) 20,(B—B)+O,(N")+ N x
0,(8y7)-
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(iv) &= S (X, F°/T)(F"F°/ TYFH'—F g =1/N) YN, SV (X x
F°/T)Y(FYF*/ TY(A'A/N) "' M\(2 YL, euen) + (NT) 20,8 — B) + N2 x
0,(837).-

LEMMA A.5: Let G = (FYF/T)""(A'A/N)~\. Under Assumptions A-D, we
have

1

N N
N2T2 ZZX;Mﬁ(SkS;( —NDOHFGA;

i=1 k=1

1 N
= Op(m> + (NT)_l/Z[Op(B -pB)+ Op(5;flT)]

1 . 1
T ﬁ0p<||ﬁ - BI) + ﬁ0p<6&%>-

PROPOSITION A.2: Assume Assumptions A-D hold. If T/N? — 0, then

R R 1N |
VNT(B—-B")=D(F)"! NTZ|:X;Mﬁ_ NZaile,cMﬁ:|8i
i=1 =1

frevion
+ TgNT'f‘Op( )

where ay = A.(ANA/N)A and

3

. 1 & (FYENT /A AN
__ Y XM, .
(44) {nt=—D(F) NT 2 XIMF_QF( T ) ( N ) A

with 0 = L3 0y and Oy = E(&;¢)).

PROOF: From Y; = X;B8° + F°A; + &;,

-1 N

N
B—p = (Z X;MpX,-) D XMFO)
i=1

i=1

N -1 N
+ (Z X;MﬁX,-) > XM;s,
i=1

i=1
or

1 N N

1 J / 5 ’ 0 1 /
(45) (W ;XiMﬁX,) B-B) =7 > XMFO\+ NT > X[M;e;.

i=1 i=1
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In view of M;F =0, we have M;F° = M;(F° — F A) for any A. Choosing
A=H"", from (42), we get

FO— FH ' = —[I1+---+I8)(FYF/T)" (A A/N)™".

It follows that

1 N
— Y X/M;F°\;
NT &
1 & FOEN ' /A AN\
=——— ) X/M;[I1 18 A
N L XML+ +](T)(N)
=J1+---4+J8,

where J1-J8 are implicitly defined vis-a-vis 11-18. For example,

1 ¢ FOENT (AANT
l=——= ) XM;(1 -
1= DA (). ()

Term J1 is bounded in norm by 0,,(1)||,[§ — BJI? and thus J1 = 0,,(1)(,@ - B).
Consider

J2=—

A'A

NZTZXM [ZXk(B B)A’< ) }Ai
1 N N , , A'A -1 .

= Vo7 ZZ(X"MﬁXk)[Ak(T> )\i:| (B—B)

i=1 k=1

111 && A
=7 NNZZXiMﬁXkaik (B—=PB),

i=1 k=1

where a; = AJ(A'A/N)~'A; is a scalar and thus commutable with ,é — B. Now

consider
1 L& F FFN\""/AA _1)\ (,é 8)
T = T N ' ’

1 k=

Writing &,F/T = &, F'H/T + &,(F — F'H)/T = 0,(T~"2) + 0,(B — B) +
Op(l/min[\/ﬁ, ﬁ]), by Lemma A.4, it is easy to see that J3 = op(l)(ﬁ - B).
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Next

N N . X,F’\
= NZT DD XM (B - B)’(%)

i=1 k=1
FFO\N ' AAN
X /\i-
T N

Writing M;F° = M;(F° — FH-") and using that T-"2|F° — FH-"|| is small,
then J4 is equal to 0,(1)(B8 — B). It is easy to show J5 = 0,(1)(8 — B) and thus
it is omitted. R

The last three terms J6-J8 do not explicitly depend on 8 — 8. Only term

J7 contributes to the limiting distribution of B — B; the other two terms

are 0,((NT)"'?) plus op(ﬁ — B). We shall establish these claims. Con-
sider

N

1 e B\ (FFO\ " (AA\
=— X/ M;F° K — .
70 NWZZ A"( T )( T ) (N) &

i=1 k=1

Denote G = (F'F°/T)"'(A’A/N)~! for the moment: it is a matrix of fixed di-
mension and does not vary with i. Using MzF° = M;(F° — FH™'), we can
write

1 N

N 1 N e F
= X/M F'—FH Y| = k
J6 NT 2 ( )(N;)\k< - ))G/\

Now
1 & 1 & 1<
s _ 2 nll] e 0
—T k§:1 )lkSkF = W kE:1 AkSkF H+ ﬁ ;:1: )‘kgk(F —F'H)

1 .
=0, —— NT)'?0,(B -
,,( _NT>+( )" 0,(B—=B)

+O,(N"Y)+N720,(85%)
1
— (ﬁ) +0,(N™) + N"120,(8,7)
by Lemma A.4(iii). The last equality is because (N T)~'/?> dominates (N T)~"/% x

(B — B). Furthermore, by Lemma A.3, ﬁ Zfi] X;Mﬁ(ﬁ —F'H)A = Op(ﬁ —
B) + O0,(8y%) for £ =1,2,...,r, and noting G does not depend on i and
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|G|l = O,(1), we have

=1[0,(B—B)+ 0,(55)]

1
~ Mﬁ) T Op(NT) + N0, (4 }

A 1
—o0,(B-B)+o, <m>+0(5 )N
+ N720,(855)-

The term J7 is simply

2

N N 0
= NZTZ ﬁ[zak)‘;f( N
k=1
N N

!’
a X Mpey.

i=1 k=1

Next consider J8, which has the expression

FUF\ ' (AAN
= NZTZZZXM 8k8k ( T ) (T) /\,‘.

i=1 k=1

Let E(erel) = O (T x T). Denoting G = (FYF/T)""(AN'A/N)~" and |G| =
0,(1), and rewriting gives

1 e ,

i=1 k=1

N N

YN XMi(ee, — Q)FGA.

i=1 k=1

1
T ON2T2

Denote the first term on the right by Ay7. By Lemma A.5, we have

J8 = Anr + 0,,( [0,(B = B) + 0, (53]

1>+1
TVN) «/NT

1 A 1
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Collecting terms from J1 to J8 with dominated terms ignored gives

1 & R
NT S XMFA =2+ 77+ Ayr+0,(B—B) +0,(NT)™7?)
i=1

1 _ _
+ Op(ﬁ> + N720,(8y%)-

Thus,

1 & .
(W Y XiMpX + Op(1)>(B —B)-J2
=1

1 N
= WZXIMﬁ8’+J7+ANT
i=1

1
+0,((NT)?*)+0, (m> +N720,(8y7).
Combining terms and multiplying by v NT yields

[D(F)+ 0,()IWNT(B - B)

1 & [ 1Y
=—> | XMz —=>" a,-kX,;Mﬁ} e+ ~NT Ayr
NT i=1 N k=1
+0,(1) 4+ O0,(T )+ T"?0,(87).

Thus, if 7/N? — 0, the last term is also 0,(1). Multiply D(F)~! on each
side of the above and note that D(ﬁ)‘I\/NTANT = N/T{yr. Finally,

D(ﬁ)*] [D(I:") +0,(1)]"' =1+ 0,(1), so we have proved the proposition.
Q.E.D.

LEMMA A.6: Under Assumptions A-D, {yr = O,(1), where {yr is given in
Proposition A.2.

LEMMA A.7: Under Assumptions A-D, we have the following equalities:
(i) HH'=(F'F'/T)" +0,(IB — BI) + 0,(857).
(i) [1P; — Pl =0,(I1B = BI) + O, (837)-

Proposition A.2 still involves estimated F. To replace F by F°, we need some
preliminary results.
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LEMMA A.8: Under Assumptions A-D,

1 & [ 1<
—— > | XiM; - —Zaik)(,;Mﬁ}gi
VNT N~

i=1

JR— [ 1Y
=— > | XiMp — =Y auX;Mp |&
NT i=1 N k=1

T n
+ (/;) & +VTO, 1B - B1%)

+0,(18 = B°) +VTO,(8y%),
where

1 (X, —V)YF® [ FOFO\ "
@ =y LY S (R

i=1 k=1
AT (1<
X ( ~ ) )\k<7;8”8k,) =0,(1).

Combining Proposition A.2 and Lemma A.8 and noting that /7' Op(||[§ -

B°1%) +0,(|B— B°|) is dominated by v NT (B — 8°) and ~/TO,(852) = 0,(1)
if T/N? — 0, we have an additional statement:

COROLLARY A.1: Under Assumptions A-D and as T/N* — 0,

— - 1
NT('B_'BO)ZD(F)_IWZ[X:MFO_NZaZkX/;MFO:|8‘
i=1

k=1

T N
+ \/;gNT + \/;fNT +o0,(1),

where éxr = D(F)7'€l,,, €, is defined in (47) and Lyr is given in (44).

PROOF OF THEOREM 1: The assumption implies that both 7/N and N/T
are O(1). Furthermore, {yr = O,(1) by Lemma A.6, and §LT and hence
Enr are O,(1) by Lemma A.8. The theorem follows from the expression for

V'NT(B — B) given in Corollary 1. Q.E.D.

LEMMA A.9: Under Assumptions A-D, the following equalities hold.:
(i) D(F)™" = D(F*)"' =0,(1).
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(i) T/NID(F)™"' = D(F*)"'1=0,(1)if T/N*— 0.
(i) \/N/T[D(F)" = D(F*)"1=0,(1)if N/T>— 0.
(iv) /T/N(énr —B) =0,(1) if T/N* — 0, where B is given in (18).
V) VN/T(nr —C)=0,(1)if N/T*— 0, where C is given in (19).

PROPOSITION A.3: Under Assumptions A-D, if T/N?> — 0 and N/T? — 0,
then

. R 1<
VNT(B - B°) = D(F") ' —— Z[X;MFO - — ZaikX,’cMFo:| &
VNT i=1 N k=1

/T IN
+ NB+ 7C+0p(1)7

where B and C are in (18) and (19), respectively.

In this representation, the left-hand side involves no estimated quantities.

PROOF OF PROPOSITION A.3: From Lemma A.9(i), D(F)™' = D(F*)~' +
0,(1), the matrix D(F)™! in Corollary 1 can be replaced by D(F°) since
A= XM — 230 au X Mple; = O,(1). Parts (iv) and (v) of
Lemma A.9 together with Corollary 1 again immediately lead to the propo-
sition. Q.E.D.

PROOF OF THEOREM 2: (i) We use the representation in Proposition A.3.
Without serial correlation or heteroskedasticity, C in Proposition A.3 is zero.
This follows from 2, = o2I; and MpQF° = (XY, 62)MpF° = 0. Further-
more, /T/NB 2> 0 since T/N — 0. Thus, by Proposition A.3,

N
(48)  VNT(B—B)=D(F) '3 Zies+0,(1).
i=1

JNT &

The limiting distribution now follows from Assumption E.

(i) The proof again uses the representation in Proposition A.3. From
N/T — 0, we have /N/TC — 0. We next argue that B = 0 when the
cross-section correlation and heteroskedasticity are absent. Recall that oy ,, =
E(&i&r,). By assumption, o, = o for i = j and o;;,, = 0 for i # j. Thus B in
(18) is simplified as

1~ (X, —V)F (F'FO\ ' (AA
B:—D(F“)‘INZ(’ Vi) ( ) < ) X2,

T T N

i=1
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where g2 =T"! Z[T:I of. From V; = + Zivzl Xa; and that a;; is a scalar, thus
commutable with all matrices, we have + SN Nag = = SV AN(ANA/N) X
Ar = A. This means that

1XN:V/F° FOFONT' 7 A'A ‘IA
N T \T N l

i=1
B ZX’FO FYPNT (AN
N k>

which implies B = 0. Thus (48) holds and the limiting distribution once again
follows from Assumption E. Q.E.D.

PROOF OF THEOREM 3: This again follows from the representation of
Proposition A.3. Under the assumption that 7/N — p, \/T/NB 5 p!2B,,

where By is the probability limit of B, and \/N/TC -2 p='2C,, where C, is
the probability limit of C. Combining with Assumption E, we obtain the theo-
rem. O.E.D.

Bias Correction

LEMMA A.10: UnderAssumptions A-D, the following equalities hold:
() MA—H AP=LY VA= HA = 0,31 = BIP) + 0, (857).
(i) N7\(A' = H A A= 0,118 = B + 0, (53).
(iii) A'A/N —H™(ANA/NYH™ = 0,118 = Bl + 0, (837).-
(iv) (AA/N)Y = H'(AA/NYTH = 0,1 - BID) + 0,(83%).
V) EXN A —H '\l = 0,85 + 0,318 = BID.
i) LN NT XA — H Al = 0,(85%) + 0, (1B — BI).

LEMMA A.11: Under the assumptions of Theorem 4, \/ T/N(l§ —B)=o0,(1).

LEMMA A.12: Under the assumptions of Theorem 4, /N / T(é’ —C)=o0,(1).

The proof of Theorem 4 follows from Proposition A.3, Lemma A.11, and
Lemma A.12. For the proof of Proposition 2, see the Supplemental Material.
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