We present a robust but still efficient simulation approach for high-resolution scanning tunneling microscopy (STM) with a flexible tip apex showing sharp submolecular features. The approach takes into account the electronic structure of the sample and tip as well as relaxation of the tip apex. We validate our model by achieving good agreement with various experimental images which allows us to explain the origin of several observed features. Namely, we have found that the high-resolution STM mechanism consists of standard STM imaging, convolving electronic states of the sample and the tip apex orbital structure, with the contrast heavily distorted by the relaxation of the flexible apex caused by interaction with the substrate.
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I. INTRODUCTION

Both scanning tunneling microscopy (STM) [1] and atomic force microscopy (AFM) [2] have demonstrated the capability to achieve submolecular resolution with a properly functionalyzed tip apex [3,4]. The unprecedented spatial resolution has advanced the characterization of atomic clusters [5], single molecules [6–8], their assemblies [9,10], and mutual interactions [11,12], as well as the understanding of on-surface chemical reactions [13,14] including the identification of intermediate and final products [15,16].

The origin of submolecular AFM contrast is well established [9,17–19]. In general, the sharp submolecular contrast results from a lateral bending of a flexible tip apex [in our approach represented by a probe particle (PP)]. This bending is caused by a lateral force acting on the tip apex, which results from an interplay between the repulsive Pauli, attractive van der Waals’, and electrostatic forces [8]. Sharp edges representing apparent bonds in AFM images [6,20] are the consequence of a discontinuity in the lateral bending of the flexible apex above ridge lines of the potential energy landscape, which are typically located above atoms or bonds [9,18,21].

In principle, high-resolution STM (HR-STM) imaging represents an experimentally less demanding way to achieve submolecular contrast compared to AFM. Furthermore, it provides information about the electronic structure, in addition to the physical structure, of the inspected molecules. Thus, information provided by STM is, in principle, superior to AFM. However, a detailed understanding of the HR-STM imaging mechanism is still missing [18,22,23], impeding its wider proliferation.

Previously, we demonstrated [18,24] that the relaxation of the flexible PP attached to the tip can partially explain the submolecular contrast observed not only in AFM, but also in STM and inelastic electron tunneling spectroscopy (IETS) [25] images. However, the original STM model [18] completely neglects the electronic structure in the description of the tunneling process between tip and sample. The fact that such a crude tunneling model was able to reproduce to some extent the sharp features visible in HR-STM experiments further emphasizes the importance of accounting for the tip apex relaxation in the close-distance regime. On the other hand, numerous HR-STM experiments [1,23,26] indicate that the submolecular contrast depends very much on various experimental details—such as the bias voltage, the substrate, or the microscopic structure of the STM tip apex. Thus, it is evident that the electronic structure has to be included in the correct description of HR-STM imaging.

Traditional STM simulation methods are based on either a nonperturbative approach [27–29] or a perturbative approach (e.g., in Ref. [30]). The latter is only valid when the tip and sample remain out of physical contact [31]. It frequently uses the Bardeen approach [32] and subsequent approximations derived by Chen [33–35] or Tersoff and Hamann [36] (TH). Importantly, the STM methods were devised for surfaces of solid-state materials with a rigid tip apex. Thus they do not take into account any tip apex relaxation, which is fundamental for the understanding of the submolecular contrast with functionalized tips.

In this work, we present an efficient STM model, which takes into account both the PP relaxation as well as electronic wave functions of tip and sample. We will show that this model (hereafter referred to as PP-STM) [37] is able to explain experimentally observed features, which could not be properly reproduced with either the original simple model [18] or traditional STM methods.

II. METHODS

A. Description of the PP-STM model

1. General description of the tunneling process

High-resolution AFM/STM images with functionalized tips are typically acquired at very close distances where repulsive Pauli forces dominate. Therefore, the influence of tip proximity can substantially affect the tunneling barrier [31]. Nevertheless, it has been shown [12] that the tunneling barrier is preserved even in the repulsive regime, due to the presence...
of a low-reactivity functionalized tip apex, such as CO or Xe. Consequently, the perturbative approach describing the tunneling processes still remains valid.

Thus, for a description of the tunneling, we make use of Bardeen tunneling theory [32,34], in which we compose the overall tunneling of contributions from individual eigenstates of the tip $T$ and sample $S$. Here we write the formula in atomic units ($e = m_e = \hbar = 1$)

$$I = 4\pi \int_0^\infty \sum_i \sum_j \rho_T(E_F - \nu)\rho_S(E_F + \nu)|M_{TS}|^2 d\nu,$$

(1)

where $E_F$ and $\nu$ are the Fermi level and applied sample bias voltage, respectively; $\rho_S$ and $\rho_T$ stand for the density of states (DOS) of sample and tip, respectively, at the corresponding energy. Finally, $M_{TS}$ represents the tunneling matrix elements between the states $T$ and $S$ [32,34]. In our method, we consider both tip DOS $\rho_T$ and the tunneling matrix elements $M_{TS}$ to be energetically independent. The conductance $G$ at sample bias voltage $V$ can be simply expressed from Eq. (1),

$$G(V) = \frac{dI}{dV}(V) = 4\pi \sum_i \sum_j \rho_T\rho_S|E_F + \nu)M_{TS}|^2 \nu$$

(2)

The summations in both Eqs. (1) and (2) go across the eigenstates of tip $T$ and sample $S$, which are involved in the tunneling process at the given energy, as shown in Fig. 1. Next, we will discuss separately the DOS of the sample ($\rho_S$) and tip ($\rho_T$), together with tunneling matrix elements $M_{TS}$.

2. Density of states of tip $\rho_T$

In our approach, the flexible tip is approximated by the last atom of the relaxing tip apex, which is represented by the PP [18,24]. The positions of the tilting PP are precalculated by a PP-AFM code [18,24], as discussed in Sec. III.

In principle, the DOS $\rho_T$ of the tip apex could be obtained from a density functional theory (DFT) calculation for a given tip model. The DOS of the apex can depend on the atomic and chemical structure of both the flexible frontier atom/molecule and a metallic tip base. But typically the precise structure of the metallic tip base in experiments is unknown.

Therefore, we opt for a different strategy, where the tip electronic structure is described by separate $s$, $p_x$, $p_y$, and $p_z$ orbitals located on the PP. The DOS corresponding to each of these orbitals is assumed to be energetically independent. Each of these PP orbitals provides a separate tunneling channel between the PP and sample. We attribute to each DOS of the PP orbital $\rho_T$ a weight between 0 and 1. This allows us to easily analyze the impact of each PP orbital on the calculated STM images and to find the best agreement with experimental evidence. We should note that in the present version, the orbitals on the PP do not tilt with the relaxing PP.

In the case of a weakly bound tip apex (e.g., a Xe atom), additional tunneling can appear—both between the sample and the PP, as expected, as well as between the PP and tip [18]. Here we consider only the tunneling between the PP and the sample. The validity of this approach is supported by good agreement with experimental evidence, as discussed in Sec. III. However, we cannot rule out that in some cases, the second tunneling can further modulate the calculated signal.

3. Density of states of sample $\rho_S$

The DOS of the sample $\rho_S$ for given eigenstate $S$ is represented by a Lorentzian function,

$$\rho_S(V; \eta) = \frac{1}{2\pi} \frac{\eta}{(\varepsilon_S - V)^2 + \eta^2},$$

(3)

where $\varepsilon_S$ is the eigenenergy of states $S$, which is obtained from the total-energy DFT calculations of the sample structure. The $\eta$ is a broadening factor typically $\sim 0.1$ eV.

The total-energy DFT calculations of the sample can be carried out with different codes based on the linear combination of atomic orbitals (LCAO) formalism, for consistency with the formalism in which the tunneling matrix $M_{TS}$ is represented (see discussion later). At the moment, three LCAO DFT codes can be used for creation of input files for the PP-STM code: FIREBALL [38], GPAW [39,40] in LCAO mode [41], and PHI-AIMS [42], but other codes could be easily adapted as well.

4. Tunneling matrix elements $M_{TS}$

The tunneling matrix elements in our approach are approximated by the Chen rules [33,34]. The matrix elements $M_{TS}$ derived in the LCAO formalism can be composed of
The examples of the fully expanded atomic hoppings $T_{Ta}^{Chen}$ and the matrix elements $M_{Ta}$ are shown in Appendix B.

B. Details of DFT calculations

1. PTCDA/Au(111)

We based a slab representing experimentally observed herringbone reconstruction of PTCDA molecules on Au(111) [Fig. 2(a)] on the geometry described by Martínez et al. [43]. The Au(111) slab was composed of three layers with Au lattice constant 4.18 and 30 Å of vacuum above it. The topmost golden layer together with the molecular layer were optimized by means of VASP DFT code [44]. For the optimization of the geometry, a GGA-PW91 functional [45], ultrasoft pseudopotentials [46], and Grimme description of van der Waals interactions [47] were applied. The energy cutoff of 396 eV was used for the plane-wave basis set. The force criterion for the differences of the total energy between the optimization steps was set to $10^{-5}$ eV.

The calculation of the LCAO coefficients was performed with FIREBALL [38] code, using the local density approximation (LDA) functional calculated on a grid with energy cutoff of 300 eV. The Brillouin zone was represented by a $\Gamma$ point only. The valence basis set and radial cuts for the localized orbitals are shown in Table I of Appendix C. In order to better describe the states of the substrate with $\Gamma$ point, a $2 \times 2$ supercell was used for these calculations [shown in Fig. 3(a)]. The DOS projected on the PTCDA molecules is shown in Fig. 3(b).

2. PTCDA/Ag(111)

The geometry of experimentally observed herringbone reconstruction of PTCDA/Ag(111) [Figs. 4(a) and 4(b)] was constructed according to Rohlfing et al. [48]. The Ag(111) slab was comprised of three nonrelaxed layers of Ag, with lattice constant 4.09 Å. 30 Å of vacuum above the slab was used in the three-dimensional (3D) periodic boundary conditions. The molecular layer located 3 Å above the substrate was not relaxed.

The LCAO coefficients were also calculated with the FIREBALL code and the same parameters ($2 \times 2$ supercell with $\Gamma$ point and basis in Table I in Appendix C) as described above for the PTCDA/Au(111). The supercell together with the DOS projected on the molecules are shown in Figs. 3(c) and 3(d), respectively. The Hartree potential used for the PP-AFM calculations was also computed by the FIREBALL code.

3. TOAT/Cu(111)

For DFT calculations of the TOAT molecule on Cu(111), we make use of a geometry obtained with cluster calculations in Ref. [49] that describes the most often observed configuration of the molecule on the surface. The almost flat molecule sits 3.3 Å above the copper layer with oxygens being placed 0.15 Å closer to the substrate [49]. The original small Cu cluster under the molecule was expanded to 91 Cu atoms [shown in Fig. 5(a)] to provide a better description of the substrate. This bigger cluster was used for the calculations of the LCAO coefficients to describe a molecule adsorbed far from other molecules.

Finally, we introduced a constant $C_d$ in Eq. (6) in order to have the possibility of changing the amplitude of the atomic tunneling hoppings $T_{Ta}^{Chen}$. Therefore, we refer to it as the amplitude constant $C_d$. We typically assume the same amplitude constant ($C_d = 1$) for all atoms of the sample. This approximation of the hoppings gives us good agreement for experiments with two systems—the perylenetetracarboxylic dianhydride (PTCDA) molecule adsorbed on Au(111) and Ag(111) (see Sec. III A and III B). However, in the case of strongly polarized 1,5,9-trioxo-13-azatriangulene (TOAT) adsorbed on Cu(111), the amplitude of the exponential can be modified by a variation of a tunneling barrier above different atoms of the sample. We discuss this in detail in Sec. III C.
calculations were performed with the GPAW code [39–41] in order to show that different codes could be adapted for the PP-STM calculations. The calculations were done with the LDA functional in the LCAO mode and the default basis set. The DOS projected only on the molecule from the GPAW is shown in Fig. 5(b).

The Hartree potential, used for the PP-AFM calculations and for the study of the element-dependent tunneling barrier discussed in Sec. III C, was taken from the original DFT calculations [49]. The shape of the Hartree potential above different atoms of the adsorbed TOAT molecule is shown in Fig. 5(c).

C. PP-AFM calculations

The PP-AFM simulations were done with the PP model described in [18,24]. The calculation of the Lennard-Jones (LJ) force field were done with default LJ parameters [18] (taken from the optimized potential for liquid simulations (OPLS) force field [50]). For these calculations, only the topmost atoms—atoms of the adsorbed molecules—contributed to the LJ force field. The Xe atom on the tip apex was represented by the PP with Xe LJ parameters, while the CO molecule was represented only by oxygen LJ parameters. If the tip apex is charged, the charge $Q$ is represented by a Gaussian cloud with its FWHM of 0.71 Å located on the PP [24]. The PP is positioned 4 Å below the last metal tip atom. The height scale used in the following text denotes the height of the PP above the molecule before relaxation. After the relaxation, the PP can become up to 0.14 Å higher, especially at very close distance scans, where the PP relaxes a lot. This height scale differs from that in Refs. [8,18,24,49].

1. PTCDA/Au(111)

The PP position calculations of PTCDA/Au(111) were done with the default spring stiffness $K$ of 0.5 N/m. In these calculations, no electrostatics were used. The PP was placed 3.2 Å above the molecule for the PTCDA/Au(111) close-distance scan simulations.

2. PTCDA/Ag(111)

The PP-AFM computations were done with the PP parameters that were fitted in Ref. [8] for the set obtained with a positively charged Xe tip: spring stiffness $K = 0.2$ N/m and charge $Q = 0.3$ elementary charge ($e$). The far- and close-distance scans were calculated with the PP being placed 4.3 and 3.7 Å above the molecule, respectively.

3. TOAT/Cu(111)

The spring stiffness $K$ and the charge $Q$ were set according to the findings in Ref. [8] in the PP-AFM calculations. Namely, they were $K = 0.24$ N/m, $Q = +0.3$ $e$ for the Xe tip simulations, and $K = 0.24$ N/m, $Q = 0.0$ $e$ for the CO tip simulations. For the far-distance Xe tip scan, we positioned the PP 4.9 Å above the molecule, while for the close-distance scan, we positioned the PP 3.5 Å above the molecule. The close-distance scan obtained with the CO tip was simulated with the PP being placed 2.9 Å above the molecule.

III. RESULTS AND DISCUSSION

In what follows, we will examine our approach by comparison with experimental HR-STM images obtained above three different systems: PTCDA molecule adsorbed on Au(111) [43,51] and Ag(111) [8,48] surfaces and TOAT molecule adsorbed on Cu(111) surfaces [49]. The experimental measurements were done in a constant-height STM mode with very low applied bias voltage or in a constant-height $dI/dV$ mode. Since the experimental images acquired with very low bias voltage can be seen as $dI/dV$ maps, all simulated STM images were calculated as constant-height $dI/dV$ maps at a particular energy.

A. PTCDA/Au(111)

Figure 2(a) shows the experimental $dI/dV$ map of PTCDA/Au(111) acquired with a CO-terminated tip at the energy corresponding to the highest occupied molecular orbital (HOMO) of PTCDA [51]. The molecular skeleton is rendered by the characteristic sharp edges, with a pronounced depression of the $dI/dV$ signal located in the central part of the molecule. To disentangle the effect of the electronic structure and the PP relaxation, we first calculated a $dI/dV$ map at the energy of the HOMO without the PP relaxation at a close-tip-scan distance; see Fig. 2(b). The combination of the HOMO orbital [shown in the inset of Fig. 2(b)] with $p_z$ and $p_x$ orbitals on the fixed PP transforms the original 12 lobes of the orbital into five stripes at each side of the molecule and four squares in the middle of it. It is noteworthy that unlike the TH, our approach takes into account the cancellation of an STM signal, due to interference effects [35,52,53], that plays an important role in the formation of the STM signal. For example, the destructive interference takes place in the middle of the molecule, where the different phases of the sample and tip orbitals lead to a cancellation of the calculated signal. However, the calculated STM image with fixed PP [Fig. 2(b)] lacks sharp edges and overall agreement with the experimental counterpart is poor.

In the next step, we perform STM simulations including the PP relaxation with the same tip-sample distance and energy; see Fig. 2(c). The impact of the PP relaxation is substantial and the resulting STM image agrees very well with the experimental evidence; compare Fig. 2(a) with 2(c). Namely, the PP relaxations distort the smooth signal giving rise to the sharp edges above the potential ridges. The effect of the relaxation is more clearly pronounced on a comparison of line profiles taken above the center of the molecule; see Fig. 2(d). When the PP is located above a central hexagon, it relaxes towards its center to minimize the interaction energy [positions of the PP are shown in Fig. 2(e)]. Therefore, the signal taken above the central hexagon is almost constant. The sharp edges are also visible on the image obtained with an $s$ orbital on the relaxing PP [Fig. 2(f)]; however, this simulation does not match well with the experimental image. Conversely, the very good agreement between the image simulated with $p_z$ and $p_x$ orbitals on the PP [Fig. 2(e)] and the experimental image obtained with a CO tip in the $dI/dV$ mode [Fig. 2(a)] indicates that the electronic structure of the
FIG. 2. Comparison between experimental and theoretical STM images calculated with rigid and flexible tip apex. (a) Experimental constant-height HR-STM \( dI/dV \) figure of PTCDA/Au(111) obtained with CO tip at \( V_{\text{bias}} = -1.6 \) V with respect to the sample [51]. (b),(c) Constant-height \( dI/dV \) simulations of PTCDA/Au(111) at the energy of HOMO of PTCDA obtained via our PP-STM code using \( p_x \) and \( p_y \) orbitals on the probe particle (PP) originally placed 3.2 Å above the molecule, with the (b) fixed and (c) relaxed PP, respectively. (d) Comparison of line profiles, taken above centers of PTCDA molecules as indicated by (b) the green dashed line for fixed PP and (c) the red full line for relaxed PP. The arrows indicate the changes in the \( dI/dV \) signal given by the PP relaxations. (e) Positions of the relaxed PP, indicated by red dots, when (c) and (f) were simulated. (f) The same scan as (c), but with \( s \) orbital on the PP. PP parameters: \( K = 0.5 \) N/m. All \( dI/dV \) scans are done above the area of 25 × 25 Å.

FIG. 3. Properties of PTCDA on Au(111) and Ag(111) surface. (a) Geometry of PTCDA molecules adsorbed on a Au(111) surface. (b) Density of states projected on the molecules for the PTCDA/Au(111) system. (c) Geometry of PTCDA molecules adsorbed on Ag(111) surface. (d) Density of states projected on the molecules for the PTCDA/Ag(111) system. The shown 2 × 2 supercells in (a) and (c) were used for calculations of the LCAO coefficients. The colors of the atoms are shown in the inset between (a) and (c).

CO tip in this experiment can be well described with \( p_x \) and \( p_y \) orbitals.

The appearance of sharp edges and the main part of the STM \( dI/dV \) contrast depends on the PP deviations, and the \( K \) stiffness is almost arbitrary—for lower stiffnesses, the deviations appear at higher \( z \) positions of tip, and the other way around. Since our main purpose was to show the general mechanism of the HR-STM imaging, we did not try to estimate the stiffness from the comparison with various PP-STM simulations proceeded with different lateral stiffnesses.

It is noteworthy that the PP-STM represents a very efficient method, as the calculated STM images shown in Fig. 2(c) including about 1200 atoms, take only 1 hour on a standard workstation computer.

B. PTCDA/Ag(111)

Figures 4(a) and 4(b) display experimental images of PTCDA molecules adsorbed on an Ag(111) surface obtained with a Xe tip at low sample bias voltage \( V_{\text{bias}} = -2 \) mV [8] in two different tip-sample distances. Figure 4(a) was acquired in a far tip-sample distance, when tip apex relaxation is not expected. The second experimental image [Fig. 4(b)] was obtained at a smaller tip-sample distance, when the sharp edges in both AFM and STM channels begin to appear. More importantly, the Xe tip in this experimental session was found to be positively charged [8].

Figures 4(c) and 4(d) show calculated STM images obtained with the positively charged Xe tip model \( Q = +0.3 \) e [8], where we considered only an \( s \) orbital on the PP. The good agreement between the experimental STM images [Figs. 4(a) and 4(b)] and their theoretical counterparts [Figs. 4(c) and 4(d)] validates our approach for both far and close tip-sample distances. While in the far-distance regime, the STM contrast is exclusively driven by the electronic structure of both tip and sample, in the close-distance regime the distinctive sharp edges [Figs. 4(b) and 4(d)] coincide with the edges in the HR-AFM image [8]. The positive charge located on the tip apex diminishes the apparent size of the anhydride groups at the edge of the PTCDA molecules in both STM and AFM [8]. This observation confirms that HR-STM images can potentially also be used for an analysis of the electrostatic field [8].

In this case, we were not able to reproduce the experimental contrast considering only freestanding molecule states. That is in contrast to the PTCDA/Au(111) system, where the
FIG. 4. Comparison of the PP-STM model with experiment—PTCDA/Ag(111)—for different heights of the tip. (a),(b) Constant-height HR-STM obtained with Xe tip and $V_{\text{bias}} = -2 \text{ mV}$ in (a) far and (b) close tip-sample distances, respectively. (c),(d) Simulated PP-STM ($dI/dV$) images with $s$ orbital on the PP, which is placed (c) 4.3 Å and (d) 3.7 Å above the molecule. The simulation energy is $+0.1 \text{ eV}$ above the Fermi level. PP parameters: $Q = +0.3 e$ and $K = 0.2 \text{ N/m}$. All figures show area $39 \times 39 \text{ Å}$.

molecular HOMO state was intrinsic to the STM signal. Here the role of the Ag substrate is very important. The simulated images were obtained at energy $-0.1 \text{ eV}$ below the Fermi level, where the interface states originating from hybridization of the lowest unoccupied molecular orbital (LUMO) with the metallic substrate are located; see Fig. 3(b).

C. TOAT/Cu(111)

In the last example, we will demonstrate not only that other molecules can be simulated, but also that the contrast difference between Xe and CO functionalized tips can be captured by our simulations. We will examine STM images of TOAT molecules deposited on Cu(111) surfaces, which has a large internal charge transfer due to the presence of an N atom in the center and three O atoms on the periphery of the molecule [8]. Figures 6(a) and 6(b) show STM images obtained with a Xe tip in the far- and close-distance regimes, while Fig. 6(c) was acquired with a CO tip in the close-distance regime [49]. We see that the STM contrast obtained in the close-distance regime with Xe and CO tips is quite different.

FIG. 5. Properties of TOAT molecule on Cu(111) surface. (a) Geometry of a single molecule adsorbed on a Cu(111) surface. Cluster calculations were used to describe an isolated molecule on the surface. (b) Density of states projected on the molecule for the TOAT/Cu(111) system. (c) Hartree potential profiles taken above the atoms of the molecule. The selected atoms are depicted in the inset, in the right bottom corner. The Hartree potential was taken from original calculations in Ref. [49].

FIG. 6. Comparison of the PP-STM model with experiment—TOAT/Cu(111)—for different tips and heights. (a)–(c) Experimental constant-height HR-STM images of a single TOAT molecule adsorbed on Cu(111) [49], obtained with Xe tip at $V_{\text{bias}} = 200 \text{ mV}$ in (a) large tip-sample distance and (b) tip-sample distance lowered by 1.40 Å. (c) A HR-STM image obtained with a CO tip with small tip-sample distance at $V_{\text{bias}} = 100 \text{ mV}$. (d),(e) PP-STM simulations at energy $+0.2 \text{ eV}$ above the Fermi level, with $s$ orbital on the PP ($K = 0.24 \text{ N/m}; Q = +0.3 e$) for PP height (d) 4.9 Å and (e) 3.5 Å above the molecule. (f) PP-STM simulation at energy $+0.2 \text{ eV}$ above the Fermi level, with $p_{x}$ and $p_{y}$ orbitals on the PP ($K = 0.24 \text{ N/m}; Q = 0.0 e$) at height 2.9 Å above the molecule. (g)–(i) The same PP-STM simulations as (d) and (f), but with $C_{o}$ constant for oxygen on the sample lowered by a factor of two. The area of all shown figures is $19 \times 19 \text{ Å}$.
The impact of the functionalized tips is twofold. First, an additive electrostatic interaction between PP and the strong electric field of the molecule may significantly change the PP relaxation and, consequently, the apparent position of sharp edges [8]. In the previous work [8], we estimated, from the detailed comparison of the experimental and simulated AFM images, an effective charge for Xe and CO to be $+0.3 \, e$ and $0.0 \, e$, respectively. Second, the different electronic wave functions of the functional group on a probe may change the STM contrast. In the next analysis, we will describe the wave function of Xe and CO tips by $s$ and $p_{x}, p_{y}$ orbitals on the PP, respectively, as they already provided the very good matches in the previous cases of PTCDA molecules.

Figures 6(d) and 6(e) represent calculated STM images for a positively charged Xe tip, while Fig. 6(f) shows a simulated STM image using a neutral CO tip, both at energy $+0.2 \, eV$ above the Fermi level. The effect of different effective charge can be nicely seen from a different apparent shape of outer benzene rings in the close-distance images [Figs. 6(b) and 6(c)]. Different orbital symmetries of the tip wave function give rise to distinct contrast in the STM images (compare, e.g., different contrast in the central part and on periphery of the molecule). However, overall agreement between the experiment and the simulation is not very good, especially on the periphery of the molecule.

One possible explanation can be related to the more complex electronic structure of the probe. In particular, Gross et al. [52] achieved good agreement between STM images acquired with CO tips in the far-distance regime by taking into account the linear combination of $s$, $p_{x}$, and $p_{y}$ orbitals on the probe. Pavlíček et al. [54] claimed that the $p$ and $s$ contributions can depend on the applied bias voltage. However, in our case, the combinations of $s = p$ orbitals do not improve the agreement with the experimental data.

On the other hand, from analysis of the Hartree potential above the adsorbed molecule, we found a local increase of the tunneling barrier above the oxygen due to a negative partial charge on the oxygen [see Fig. 5(c)]. We tried to mimic the variation of the tunneling barrier by lowering the $C_{s}$ constant for the oxygen atoms by a factor of two. The HR-STM simulations displayed in Figs. 6(g)–6(i) show significant improvements in the match with the experimental figures for both tip functionalizations and for both tip-sample distance regimes.

More rigorous treatment of the $C_{s}$ constant, by taking into consideration the local variation of the potential barrier height, is left as a subject for further development. Alternatively, the atomic hoppings $T_{T,a}$ from Eq. (5) could be calculated numerically according to a procedure described in Ref. [29]. We would like to emphasize that many other parameters (e.g., chemical and atomic structure of the whole tip apex including-metallic base, charges induced due to the applied bias voltage and/or tip-sample proximity [12], and tunneling between the PP and the tip [18]), which are not taken into account in our model, could also play a role in varying the STM contrast. Despite this fact, we found the PP-STM model provides satisfactory agreement with the available experimental data.

IV. CONCLUSION

In conclusion, we have introduced the PP-STM model for simulations of HR-STM images acquired with a flexible tip apex. The PP-STM model takes into account both the relaxation of the probe particle and the tunneling process between electronic states of the sample and the tip. We have employed the Bardeen theory to describe the tunneling process, while the relaxation of the probe particle is described by the mechanistic PP-AFM model [18,24]. We have performed extensive comparison of simulated HR-STM images with experimental evidence to demonstrate the validity and the limits of the PP-STM model. The model sheds more light on the HR-STM mechanism, which consists of the standard STM imaging heavily distorted by the relaxation of the flexible tip apex. We believe that the detailed understanding of the high-resolution mechanism of STM imaging will serve the further proliferation of application of this technique.
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APPENDIX A: DERIVATION OF THE $C_{s}$ AND $C_{p}$ CONSTANTS

The constants $C_{s}$ and $C_{p}$ are not the Chen’s constants $C_{tm}$ that in the original paper describe the tip state composed of many atomic orbitals [33]. In our approach, the states of the tip are single atomic orbitals. The constants $C_{s}$ and $C_{p}$ are introduced to the PP-STM model to have mirror symmetry between the tip and the sample: For the same atom on the PP and on the sample, it is natural to expect that the tunneling between the $s$ orbital on the tip and the $p_{z}$ orbital on the sample would give the same contributions as the contribution obtained with the switched orbitals. This can be rewritten as

$$T_{s,a}^{Chen} = T_{p,a}^{Chen}$$

(A1)

where, for the left hopping, $T_{s,a}^{LCAO} = T_{s,a}^{LCAO}$ and $T_{p,a}^{LCAO} = T_{p,a}^{LCAO}$ and for the right hopping, $T_{s,a}^{LCAO} = T_{s,a}^{LCAO}$ and $T_{p,a}^{LCAO} = T_{p,a}^{LCAO}$. Now the left hopping can be rewritten according to Eq. (B1) without its zero contributions,

$$T_{s,a}^{Chen} = 2k^{3/2}C_{a}C_{a} \exp(-k|\vec{r}_{a}|) \frac{1}{\sqrt{\pi}} \left[ \sqrt{\frac{k}{\epsilon_{s,a}} \epsilon_{s,a}} \right]$$

(A2)

An analogy to Eq. (B2) for the $p_{z}$ orbital on the tip can be derived from Eqs. (5) and (6). Here we show only the
part without the zero contribution necessary for the constants derivation,

\[ T_{p,s}^{\text{Chen}} = 2k^3/2 C_p C_a \exp(-\kappa |\vec{r}_a|) \left( \frac{1}{4 \pi |\vec{r}_a|^2} \right) \frac{1}{\sqrt{4 \pi \kappa |\vec{r}_a|^2}} \left[ \kappa C_p - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right]. \]  

(A3)

Since we do not require quantitative agreement with experiment and since \( C_p \) is arbitrary in the previous consideration, we set it to one (\( C_p = 1 \)). Now, the constant \( C_p \) can be enumerated from Eqs. (A2) and (A3),

\[ C_p = \frac{\sqrt{3}}{\kappa}. \]  

(A4)

APPENDIX B: EXPANSION OF TUNNELING MATRIX ELEMENTS \( T_{Fs} \) AND ATOMIC CONTRIBUTIONS \( T_{Fs}^{\text{Chen}} \)

1. Expansion of atomic contributions \( T_{Fs}^{\text{Chen}} \)

According to Eq. (5), the atomic hoppings \( T_{Fs}^{\text{Chen}} \) depend on the symmetry of the tip—more precisely on the orbital \( T \) localized on the PP. Here we show two examples of fully expanded \( T_{Fs}^{\text{Chen}} \) hoppings derived from Eqs. (5) and (6) for \( s \) and \( p \) orbital on the PP:

\[ T_{s}^{\text{Chen}} = 2k^3/2 C_s C_a \exp(-\kappa |\vec{r}_a|) \left( \frac{1}{4 \pi |\vec{r}_a|^2} \right) \frac{1}{\sqrt{4 \pi \kappa |\vec{r}_a|^2}} \left[ \kappa C_s - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right]. \]  

(B1)

and

\[ T_{p}^{\text{Chen}} = 2k^3/2 C_p C_a \exp(-\kappa |\vec{r}_a|) \left( \frac{1}{4 \pi |\vec{r}_a|^2} \right) \frac{1}{\sqrt{4 \pi \kappa |\vec{r}_a|^2}} \left[ \kappa C_p - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right]. \]  

(B2)

2. Full expansion of \( M_{s}^{p} \) for \( s \) orbital on PP

\[ M_{s}^{p} = \sum_{\vec{r}_a} \sqrt{4\pi \kappa C_s C_p \exp(-\kappa |\vec{r}_a|)} \left[ \frac{1}{|\vec{r}_a|^2} \right] \left[ \kappa C_p - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right] \left[ \kappa C_s - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right]. \]  

(B3)

3. Full expansion of \( M_{p}^{s} \) for \( p \) orbital on PP

\[ M_{p}^{s} = \sum_{\vec{r}_a} \sqrt{4\pi \kappa C_p C_s \exp(-\kappa |\vec{r}_a|)} \left[ \frac{1}{|\vec{r}_a|^2} \right] \left[ \kappa C_p - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right] \left[ \kappa C_s - \frac{3 \kappa^2}{|\vec{r}_a|^2} \right]. \]  

(B4)

APPENDIX C: TABLE OF RADIAL CUTS FOR FIREBALL BASIS SET

The radial cut off radii of numerical basis set used in the PP-STM simulations are listed in Table I.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Orbital</th>
<th>Radial cut (( a_0 ))</th>
<th>Atom</th>
<th>Orbital</th>
<th>Radial cut (( a_0 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>s</td>
<td>4.0</td>
<td>Ag</td>
<td>s</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>s*</td>
<td>4.0</td>
<td></td>
<td>p</td>
<td>5.5</td>
</tr>
<tr>
<td>C</td>
<td>s</td>
<td>4.5</td>
<td>Au</td>
<td>s</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>4.5</td>
<td></td>
<td>p</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>5.4</td>
<td></td>
<td>d</td>
<td>4.3</td>
</tr>
<tr>
<td>O</td>
<td>s</td>
<td>3.3</td>
<td></td>
<td>p</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>s*</td>
<td>3.3</td>
<td></td>
<td>p*</td>
<td>3.8</td>
</tr>
</tbody>
</table>
