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SYSTEM AND METHOD FOR SPEECH 
RECOGNITION USING 

PITCH-SYNCHRONOUS SPECTRAL 
PARAMETERS 

The present application is a continuation in part of patent 
application Ser. No. 13/692,584, entitled “System and 
Method for Speech Synthesis Using Timbre Vectors”, ?led 
Dec. 3, 2012, by inventor Chengjun Julian Chen. 

FIELD OF THE INVENTION 

The present invention generally relates to automatic speech 
recognition, in particular to automatic speech recognition 
using pitch-synchronous spectral parameters, for example in 
particular timbre vectors. 

BACKGROUND OF THE INVENTION 

Speech recognition is an automatic process to convert the 
voice signal of speech into text, which has three steps. The 
?rst step, acoustic processing, reduces the speech signal into 
a parametric representation. The second step is to ?nd the 
most possible sequences of phonemes from the said para 
metrical representation of the speech signal. The third step is 
to ?nd the most possible sequence of words from the possible 
phoneme sequence and a language model. The current inven 
tion is related to a new type of parametric representation of 
speech signal and the process of converting speech signal into 
that parametric representation. 

In current commercial speech recognition systems, the 
speech signal is ?rst multiplied by a shifting process window, 
typically a Hamming window of duration about 25 msec and 
a shifts about 10 msec, to form a frame, see FIG. 2(A). A set 
of parameters is produced from each windowed speech sig 
nal. Therefore, for each 10 msec, a set of parameters repre 
senting the speech signal in the 25 msec window duration is 
produced. The most widely used parameter representations 
are linear prediction coef?cients (LPC) and mel-frequency 
cepstral coef?cients (MFCC). Such a method has ?aws. First, 
the positions of the processing windows are unrelated to the 
pitch periods. Therefore, pitch information and spectral infor 
mation cannot be cleanly separated. Second, because the 
window duration is typically 2.5 times greater that the shift 
time, a phoneme boundary is always crossed by two or three 
consecutive windows. In other words, large number of frames 
cross phoneme boundaries, see FIG. 2(A). 
A better way of parameteriZing the speech signal is ?rst to 

segment the speech signals into frames that are synchronous 
to the pitch periods, see FIG. 2(B). For voiced section of the 
speech signals, 211, each frame is a single pitch period, 213. 
For unvoiced signals, 212, the frames 214 are segmented for 
convenience, typically into frames approximately equal to the 
average pitch periods of the voiced sections. The advantages 
of the pitch-synchronous parameterization are: First, the 
speech signal in a single frame only represent the spectrum or 
timbre of the speech, decoupled from pitch. Therefore, timbre 
information is cleanly separated from pitch information. Sec 
ond, because a phoneme boundary must be either a boundary 
between a voiced section and an unvoiced section, or at a 
pitch-period boundary, each frame has a unique phoneme 
identity. Therefore, each parameter set has a unique phoneme 
identity. The accuracy of speech recognition can be 
improved. (See Part E of Springer Handbook of Speech Pro 
cessing, Springer Verlag 2008). 

SUMMARY OF THE INVENTION 

The present invention de?nes a pitch-synchronous para 
metrical representation of the speech signals as the basis for 
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2 
speech recognition, and discloses methods of generating the 
said pitch-synchronous parametrical representation from 
speech signals, in particular timbre vectors. 
According to an exemplary embodiment of the invention, 

see FIG. 1, a speech signal is ?rst going through a pitch-marks 
picking program to pick the pitch marks. The pitch marks are 
sent to a process unit to generate a complete set of segmen 
tation points. The speech signal is segmented into pitch 
synchronous frames according to the said segmentation 
points. An ends-meeting program is executed to make the 
values at the two ends of every frame equal. Using Fourier 
analysis, the speech signal in each frame is converted into a 
pitch-synchronous amplitude spectrum, then Laguerre func 
tions are used to convert the said pitch-synchronous ampli 
tude spectrum into a unit vector characteristic to the instan 
taneous timbre, referred to as the timbre vector. Those timbre 
vectors constitute the parametrical representation of the 
speech signal. 
Using recorded speech by a speaker or a number of speak 

ers reading a prepared text which contains all phonemes of the 
target language, an acoustic database can be formed. The 
speech signal of the read text is converted into timbre vectors. 
The phoneme identity of each timbre vector is determined by 
correlating to the text. The average timbre vector and variance 
for each individual phoneme is collected from the paired 
record, which forms an acoustic database. 

During speech recognition, the incoming speech signal is 
?rst converted into a sequence of timbre vectors. Those tim 
bre vectors are then compared with the timbre vectors in the 
database to ?nd the most likely phoneme sequence. The pos 
sible phoneme sequence is then sent to a language decoder to 
?nd out the most likely text. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 is a block diagram of a speech recognition systems 
using pitch-synchronous spectral parameters. 

FIG. 2 shows the fundamental difference between the 
prior-art signal processing methods using a overlapping and 
shifting process window and the pitch-synchronous method 
of the present invention. 

FIG. 3 is an example of the asymmetric window for ?nding 
pitch marks. 

FIG. 4 is an example of the pro?le function for ?nding the 
pitch marks. 

FIG. 5 is a chart of number of pitch marks as a function of 
the window scale for optimiZing the window scale. 

FIG. 6 shows the ends-meeting program to equalize the 
values of two ends of the waveform in a pitch period. 

FIG. 7 is an example of amplitude spectrum in a pitch 
period, including the raw data, those after interpolation, and 
those recovered from a Laguerre transform function expan 
sion. 

FIG. 8 is a graph of the Laguerre functions. 
FIG. 9 is an example of the proximity indices. 

DETAILED DESCRIPTION OF THE INVENTION 

Various exemplary embodiments of the present invention 
are implemented on a computer system including one or more 
processors and one or more memory units. In this regard, 
according to exemplary embodiments, steps of the various 
methods described herein are performed on one or more 

computer processors according to instructions encoded on a 
computer-readable medium. 

FIG. 1 is a block diagram of the automatic speech recog 
nition system according to an exemplary embodiment of the 
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present invention. The input signal 102, typically in PCM 
(pulse-code modulation) format, is ?rst convoluted with an 
asymmetric window 101, to generate a pro?le function 104. 
The peaks 1 05 in the pro?le function, with values greater than 
a threshold, are assigned as pitch marks 106 of the speech 
signal, which are the frame endpoints in the voice section of 
the input speech signal 102. The pitch marks only exist for the 
voiced sections of the speech signal. Using a procedure 107, 
those frame endpoints are extended into unvoiced and silence 
sections of the PCM signal, typically by dividing those sec 
tions with a constant time interval roughly equals to the 
average pitch period in the voiced sections. A complete set of 
frame endpoints 108 is generated. Through a segmenter 109, 
using the said frame endpoints, the PCM signal 102 is then 
segmented into raw frames 110. In general, the PCM values of 
the two ends of a raw frame do not match. By performing 
Fourier analysis on those raw frames, artifacts would be gen 
erated. An ends-matching procedure 111 is applied on each 
raw frame to convert it into a cyclic frame 112 which can be 
legitimately treated as a sample of a continuous periodic 
function. Then, Fourier analysis 113 is applied to each said 
frame 112 to generate amplitude Fourier coef?cients 114. 
According to the sampling theorem, the number of points of 
the amplitude spectrum is one half of the number of points of 
each frame. Therefore, it is a discrete amplitude spectrum. 
Using an interpolation procedure 115, the discrete amplitude 
spectrum is extended to a large number of points on the 
frequency axis, typically 512 or 1024 points, to generate a 
virtually continuous spectral function. The continuous spec 
tral function is then expanded using Laguerre functions, 117, 
to generate a set of expansion coef?cients. The Laguerre 
expansion coef?cients constitute a timbre vector 118 of the 
said frame 112. The timbre vector 118 contains precise infor 
mation of the timbre of the frame. Through those said timbre 
vectors, a timbre distance between two frames can be accu 
rately de?ned. 

The set of the said timbre vectors 118 are sent to the 
remaining part of the speech recognition engine, 119 through 
124. In the acoustic decoder 119, the timbre vectors are com 
pared with a database comprising a correlation tables of pho 
nemes or subphoneme units versus timbre vectors. A number 
of most likely phoneme sequences 121 is generated. The most 
likely phoneme sequence 121 is sent to language decoder 
123, assisted with language model 122, to ?nd the most likely 
output text 124. 

The fundamental difference of the present invention from 
prior arts is the way of segmenting speech signals into frames, 
see FIG. 2(A). In prior-art speech recognition systems, the 
speech signals 201 and 202 are ?rst multiplied by a shifting 
process window 203, typically a Hamming window of dura 
tion about 25 msec and a shifts about 10 msec, to form a 
frame. A set of parameters is produced from each windowed 
speech signal. Therefore, for each 10 msec, a set of param 
eters representing the speech signal in the 25 msec window 
duration is produced. The most widely used parameter rep 
resentations are linear prediction coef?cients (LPC) and mel 
frequency cepstral coef?cients (MFCC). Such a method has 
?aws. First, the position of the processing window is unre 
lated to the pitch periods. Pitch information and timbre infor 
mation cannot be separated cleanly. Second, many frames 
203 cross phoneme boundaries, as shown in FIG. 2(A), some 
frames cross the boundary of voiced section 201 and unvoiced 
section 202. 
The present invention starts with a different segmentation 

method. see FIG. 2(B). The speech signals 211 and 212 are 
?rst segmented into frames that are synchronous to pitch 
periods, 213 and 214. For voiced sections of the speech sig 
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4 
nal, 211, each frame is a single pitch period, 213. For 
unvoiced signals, 212, the frames 214 are segmented for 
convenience, typically into frame sizes approximately equal 
to the average pitchperiods of the voiced sections. The advan 
tages of the pitch-synchronous parameterization are: First, 
the speech signal in a single frame only represent the spec 
trum or timbre of the speech, decoupled from pitch. There 
fore, timbre information is cleanly separated from pitch infor 
mation. Second, because a phoneme boundary must be either 
a boundary between a voiced section and an unvoiced section, 
or at a pitch-period boundary, each frame has a unique pho 
neme identity, and therefore, each parameter set has a unique 
phoneme identity. The accuracy of speech recognition can be 
improved. (See Part E of Springer Handbook of Speech Pro 
cessing, Springer Verlag 2008). 

To segment the speech signal into pitch-synchronous 
frames, one known method is to rely on the simultaneously 
acquired electroglottograph (EGG) signals. For speech rec 
ognition, in most cases there is no electroglottograph instru 
ment. However, to segment the speech signals into pitch 
synchronous frames, one does not require the exact glottal 
closure instants. It only requires the identi?cation of a section 
in a pitch period where the variation is weak. Based on the 
observed waveforms, a method to identify the weakly varying 
section in a pitch period is designed. It is based on the fact that 
at the starting moment of a pitch period, the signal variation is 
the greatest. Therefore, by convoluting the speech signal with 
a asymmetric window function w(n) shown in FIG. 3, the 
location with weakest variation can be found. An example of 
asymmetric window function is de?ned on an interval 
(—N<n<N), with a formula 

The 1 sign is used to accommodate the polarity of the pcm 
signals. If a positive sign is taken, the value is positive for 
0<n<N, but becomes zero at nIN; and it is negative for 
—N<n<0, again becomes zero at nI—N. Denoting the pcm 
signal as p(n), A pro?le function is generated 

FAN 

Typical result is shown in FIG. 4. Here, 401 is the voice 
signal. 402 indicates the starting point of each pitch period, 
where the variation of signal is the greatest. 403 is the pro?le 
function generated using the asymmetric window function 
w(n).As shown, the peak positions 404 of the pro?le function 
403 are pointing to the locations with weak variation 405. The 
reason why this simple method works is also shown in FIG. 4: 
Each pitch period starts with a large variation of pcm signal at 
402. The variation decreases gradually and becomes weak 
near the end of each pitch period. 

In order to generate accurate results, the size of the win 
dow, N, should be properly chosen. This can be done with a 
simple test: For a sentence of a given speaker, do the pitch 
mark ?nding procedure with a number of different widths N, 
and count the total number of pitch marks thus generated. If 
the polarity is correct, for a broad range of window scales, the 
total number of pitch marks should be stable, within a few 
percents. FIG. 5 shows a typical result. 501 is a curve with the 
correct polarity. When the window size it too small, there are 
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many spurious pitch marks, shown in 501. When the window 
scale is approximately correct, 502, there is a wide range of 
window scales where the output is stable, here from 9 msec to 
15 msec. Choosing a window size of 12 msec is good. lfthe 
window scale is too large, 503, the number of pitch marks 
reduces quickly. If the polarity is incorrect, 504, for relatively 
small window scales, the number of spurious pitch marks 
increases rapidly. With a wrong polarity, the pitch mark is in 
the middle of a pitch period. Therefore, the test can also 
determine the correct polarity. 
As shown in FIG. 4, values of the voice signal at two 

adjacent pitch marks, for example two adjacent 405 points, 
may not match. The following is an algorithm to equalize the 
ends. Let the number of sampling points between two adja 
cent pitch marks be N, and the original voice signal be x0(n). 
The smoothed signal x(n) in a small interval 0<n<M is 
de?ned as 

Where M is about N/ 10. Otherwise x(n)q<0(n). FIG. 6 
shows an example. The starting pcm 601 and the end pcm 602 
of the original waveform do not match. Fourier analysis can 
not be done. By cutting a small section of waveform 603 from 
the previous pitch period, making a linear interpolation with 
the small section at the end of the current pitch period 604 to 
make a new small section 605, to replace the small section 
604 in the original waveform, as shown in the right-hand side 
waveform, the new ends 606 and 607 are matched. Because 
the ends-matching is executed in the weakly varying region, 
the disturbance to the spectrum is negligible. 

For unvoiced sections, see 212 of FIG. 2, the signals are 
segmented for convenience. For example, an unvoiced sec 
tion is segmented into frames of sizes approximately equal to 
the average pitch periods in the voiced sections, see 212 in 
FIG. 2. An ends-matching procedure is also applied to the 
unvoiced frames. 

After the ends are matched, 606 and 607, the waveform in 
a frame is processed by Fourier analysis to generate an ampli 
tude spectrum, see FIG. 7. Because the number of points in a 
pitch period is ?nite, according to the sampling theorem, the 
number of amplitude spectrum is one half of the number of 
points in a pitch period, see 701 of FIG. 7. For the conversion 
into timbre vectors using numerical integration, the discrete 
points 701 is interpolated by various methods, including qua 
dratic, cubic, and the Whittaker- Shannon algorithm, into 
many more points in the frequency axis, represented by the 
dotted curve 702. The continuous spectrum is expanded using 
Laguerre functions to generate a set of Laguerre expansion 
coef?cients, which constitute a timbre vector. The continuous 
amplitude spectrum can be recovered from the timbre vectors 
with high accuracy, 703. Therefore, the timbre vector repre 
sents the amplitude spectrum with high accuracy, see follow 
1ng. 

Laguerre functions, FIG. 8, are de?ned as 

where k is an integer, typically kIO, 2 or 4; and the asso 
ciated Laguerre polynomials are 
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Lika) = x (8%” ). 

In FIG. 8, the argument of the Laguerre functions is scaled 
to frequency, 801. The low-order Laguerre functions are con 
centrated in low-frequency region, 802. For higher-order 
Laguerre functions, in the low-frequency region, there is an 
oscillation, 803; and in hi gh-frequency region, there are broad 
peaks. Therefore, the Laguerre functions closely resembles 
the frequency-response curve of human ears. 
The amplitude spectrum A(u)) is expanded into Laguerre 

functions 

n:0 

where the coef?cients are calculated by 

C” = meA(w)(I>n(/<w)dw, O 

and K is a scaling factor to maximize accuracy. The norm of 
the vector C is the intensity parameter I, 

N u 
3 
gMz 3(3) 

and the normalized Laguerre coef?cients are de?ned as 

CnICn/I. 

The amplitude spectrum can be recovered from the 
Laguerre coe?icients. By using suf?cient number of 
Laguarre functions, the accuracy can be suf?cientley high, 
see 703 of FIG. 7. 

In addition to the normalized Laguerre coef?cients, the 
voicedness index indicating whether the frame is voiced or 
unvoiced, the duration of the frame (pitch period for voiced 
sections), and the intensity of that frame are retained as part of 
the parameters of a frame. Those parameters are useful in the 
decoding process, 119. 
The pitch-synchronous parametric representation based on 

timbre vectors represents the timbre of each pitch period. A 
timbre distance 6 between two frames can be de?ned as 

where c0)” and ca)” are elements of the two timbre vectors. 
Experiments have shown that for two timbre vectors of the 
same phoneme (not diphthong), the distance is less than 0.1. 
For timbre vectors of different vowels, the distance is 0.1 to 
0.6. For a vowel and a consonant, the distance is even greater. 
A more convenient parameter, the timbre proximity index, 
can be de?ned 

where e is a small positive number (here 6:0.1) to avoid 
in?nity. The timbre proximity index is greater if the two 
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phonemes are similar. FIG. 9 shows an example of the varia 
tion of timbre proximity index with the frame index. Showing 
is a sequence of three IPA phonemes, [iao]. 901 is the varia 
tion of P with regard to the base phoneme of [i], 902 is the 
variation of P with regard to the base phoneme of [a], and 903 
is the variation of P with regard to the base phoneme of [0]. 
Therefore, the phoneme identity of each pitch period can be 
identi?ed. A speech recognition system of high accuracy can 
be built based on this method. 

While this invention has been described in conjunction 
with the exemplary embodiments outlined above, it is evident 
that many alternatives, modi?cations and variations will be 
apparent to those skilled in the art. Accordingly, the exem 
plary embodiments of the invention, as set forth above, are 
intended to be illustrative, not limiting. Various changes may 
be made without departing from the spirit and scope of the 
invention. 

1 claim: 
1. A method of automatic speech recognition to convert 

speech signal into text using one or more processors compris 
ing: 
A) segmenting the speech signal into pitch-synchronous 

frames, wherein for voiced sections each said frame is a 
single pitch period; 

B) for each frame, equalizing the two ends of the waveform 
using an ends-matching program; 

C) generating an amplitude spectrum of each said frame 
using Fourier analysis; 

D) transforming each said amplitude spectrum into a tim 
bre vector using Laguerre functions; 

E) performing acoustic decoding to ?nd a list of most likely 
phonemes or sub-phoneme units for each said timbre 
vector by comparing with a timbre vector database; 

F) decoding the sequence of the list of the most likely 
phonemes or sub-phoneme units using a language 
model database to ?nd out the most likely text; 
wherein the segmenting of the speech-signal is based on 

an analysis of the speech signals using an asymmetric 
window which includes: 

a) conducting, for a speaker, a test to ?nd the best size of 
the asymmetric window; 

b) convoluting the speech-signal with the said asymmet 
ric window to form a pro?le function; 

c) picking up the maxima in the said pro?le function as 
segmentation points; 

d) extending the segmentation points to unvoiced sec 
tions. 

2. The method in claim 1, wherein segmenting of the 
speech-signal is based on the glottal closure instants derived 
from simultaneously recorded electro glotto graph signals and 
by analyzing the sections of speech signal where glottal clo 
sure signals do not exist. 

3. The method in claim 1, wherein the acoustic decoding 
comprises distinguishing different voiced phonemes by com 
puting a timbre distance between each said timbre vector and 
the timbre vectors of different voiced phonemes in the timbre 
vector database. 

4. The method in claim 1, wherein the acoustic decoding 
comprises distinguishing different unvoiced consonants by 
computing a timbre distance between each said timbre vector 
and the timbre vectors of different unvoiced consonants in the 
timbre vector database. 

5. The method in claim 1, wherein the different tones in 
tone languages are identi?ed using the frame durations and 
the slope of changes in frame durations in the said timbre 
vectors. 
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8 
6. The method in claim 1, wherein the timbre vector data 

base is constructed by the steps comprising: 
recording speech-signal by a speaker or a number of speak 

ers reading a prepared text which contains all phonemes 
of the target language into digital form; 

segmenting the speech signal into pitch-synchronous 
frames, wherein for voiced sections each said frame is a 
single pitch period; 

generating amplitude spectra of the said frames using Fou 
rier analysis; 

transforming the said amplitude spectra into timbre vectors 
using Laguerre functions; 

transcribing the prepared text into phonemes or sub-pho 
neme units; 

identifying the phoneme of each said timbre vector by 
comparing with the phonemes or sub -phoneme tran 
scription of the prepared text; 

collecting the pairs of timbre vectors and the correspond 
ing phonemes or sub-phoneme units to form a database. 

7. A system of automatic speech recognition to convert 
speech-signal into text comprising one or more data process 
ing apparatus; and a computer-readable medium coupled to 
the one or more data processing apparatus having instructions 
stored thereon which, when executed by the one or more data 
processing apparatus, cause the one or more data processing 
apparatus to perform a method comprising: 
A) segmenting the speech signal into pitch-synchronous 

frames, wherein for voiced sections each said frame is a 
single pitch period; 

B) for each frame, equalizing the two ends of the waveform 
using an ends-matching program; 

C) generating an amplitude spectrum of each said frame 
using Fourier analysis; 

D) transforming each said amplitude spectrum into a tim 
bre vector using Laguerre functions; 

E) performing acoustic decoding to ?nd a list of most likely 
phonemes or sub-phoneme units for each said timbre 
vector by comparing with a timbre vector database; 

F) decoding the sequence of the list of the most likely 
phonemes or sub-phoneme units using a language 
model database to ?nd out the most likely text; 
wherein the segmenting of the speech-signal is based on 

an analysis of the speech signals using an asymmetric 
window including: 

a) conducting, for a speaker, a test to ?nd the best size of 
the asymmetric window; 

b) convoluting the speech-signal with the said asymmet 
ric window to form a pro?le function; 

c) picking up the maxima in the said pro?le function as 
segmentation points; 

d) extend the segmentation points to unvoiced sections. 
8. The system in claim 7, wherein segmenting of the 

speech-signal is based on the glottal closure instants derived 
from simultaneously recorded electroglottograph signals and 
by analyzing the sections of speech signal where glottal clo 
sure signals do not exist. 

9. The system in claim 7, wherein the acoustic decoding 
comprises distinguishing different voiced phonemes by com 
puting a timbre distance between each said timbre vector and 
the timbre vectors of different voiced phonemes in the timbre 
vector database. 

10. The system in claim 7, wherein the acoustic decoding 
comprises distinguishing different unvoiced consonants by 
computing a timbre distance between each said timbre vector 
and the timbre vectors of different unvoiced consonants in the 
timbre vector database. 
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11. The system in claim 7, wherein the different tones in 
tone languages are identi?ed using the frame durations and 
the slope of changes in frame durations in the said timbre 
vectors. 

12. The system in claim 7, Wherein the timbre vector data 
base is constructed by the steps comprising: 

recording speech-signal by a speaker or a number of speak 
ers reading a prepared text Which contains all phonemes 
of the target language into digital form; 

segmenting the speech signal into pitch-synchronous 
frames, Wherein for voiced sections each said frame is a 
single pitch period; 

generating amplitude spectra of the said frames using Fou 
rier analysis; 

transforming the said amplitude spectra into timbre vectors 
using Laguerre functions; 

transcribing the prepared text into phonemes or sub-pho 
neme units; 

identifying the phoneme of each said timbre vector by 
comparing With the phonemes or sub-phoneme tran 
scription of the prepared text; 

collecting the pairs of timbre vectors and the correspond 
ing phonemes or sub-phoneme units to form a database. 

* * * * * 
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