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ABSTRACT

Metamodeling has been a topic of longstanding interest in stochastic simulation because of the usefulness of
metamodels for optimization, sensitivity, and real- or near-real-time decision making. Experiment design is
the foundation of classical metamodeling: an effective experiment design uncovers the spatial relationships
among the design/decision variables and the simulation response; therefore, more design points, providing
better coverage of space, is almost always better. However, metamodeling based on likelihood ratios (LRs)
turns the design question on its head: each design point provides an unbiased prediction of the response
at any other location in space, but perhaps with such inflated variance as to be counterproductive. Thus,
the question becomes more which design points to employ for prediction and less where to place them. In
this paper we take the first comprehensive look at LR metamodeling, categorizing both the various types
of LR metamodels and the contexts in which they might be employed.

1 INTRODUCTION

Simulation metamodeling—representing some aspect of the performance of a system that is described by
a stochastic simulation via a functional model—has been of interest since at least the 1960’s; see Kleijnen
(1974), Kleijnen (1975) for one of the first comprehensive treatments. Early works focused on the mean
response and linear regression metamodels, with an emphasis on experiment designs that exploited the
advantages of simulation over a physical experiment; see for instance Schruben and Margolin (1978). There
has been substantial progress since then for different responses and different metamodel forms.

The value of metamodeling is that it draws statistical strength from simulations run at a number
of distinct design points to make better predictions at settings not yet simulated, or even at the design
points themselves. Once created, a metamodel can typically be evaluated with little computational effort,
while simulations at new settings take time. Further, the fitted metamodel can provide insight into system
behavior—e.g., the coefficients of a linear regression may be interpreted as rates of change with respect to the
design variables—or even be used for system optimization. Experiment design for fitting linear regression
metamodels, and more recently inference based on Gaussian process metamodels, are well-studied topics
in the simulation literature and beyond (Barton and Meckesheimer 2006).

Metamodeling inherently involves a bias-variance tradeoff: bias because the underlying functional
model, even if “fitted” optimally, is not of the same form as the true, unknown response surface; and
variance because the more flexible the base metamodel is the more sensitive it is to the random simulation
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outputs employed to tune it. This is the case whether considering the basis functions in a linear regression
or the correlation kernels in a Gaussian-process regression. Typically it is assumed (hoped) that the base
metamodel is of the “correct form” or is flexible enough that the bias is not significant; therefore, the
focus is on experiment design and parameter estimation to achieve low variance. Unfortunately, a low-bias
metamodel may not always be achievable.

In this paper we consider a type of metamodeling that, when applicable, always leads to unbiased,
or at the very least consistent, metamodels, but for which control of prediction variance may be difficult
even with many design points. The approach is, loosely speaking, based on “importance sampling,” but
more precisely exploits likelihood ratios (LRs); it is applicable when the design or decision variables are
parameters of the simulation input distributions. “Inputs” are the fully specified probability distributions
that drive the simulation, such as service times in queues and underlying asset values in finance. The idea
is not new e.g., Beckman and McKay (1987), but there are a number of variations and different problem
contexts, as well as myths, and these have not been considered comprehensively prior to this paper.

The organization of the paper is as follow: Section 2 links LR and classical metamodeling. Section 3
describes the possible benefits of employing LR metamodels, and the different contexts within which they
might be useful. In Section 4 we carefully organize the various LR metamodels that have appeared in the
literature, and in Section 5 we summarize an empirical evaluation.

2 FOUNDATION

We consider a simulation output Y () whose distribution is a function of a d x 1 vector of design or decision
variables 8 € ® C R9. Our interest is in metamodeling some property of Y (8) as a function of 8, such as
u(6)=E[Y(0)] or p(6) =Pr{Y(0) < y}; we will focus on the mean p(-) to be concrete.

Suppose we have already performed simulation experiments at design points 61, 0,,...,0,, observing
stochastic simulation outputs Y(6;),Y(0>),...,Y(6;), and we wish to predict the value of p(6y), where
6y may or may not be one of the design points. The predictors from a number of metamodeling approaches
can be represented as
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a weighted average of the observed responses at the design points; this includes both linear and Gaussian-
process regression. The w;(0y, 0;)’s are estimated weights that typically depend on both the design point
and the prediction point, and mlght depend on all of the design points. Our LR metamodels can also be
expressed in this way, which we do to facilitate comparisons. For simplicity of presentation in this section
we consider only a single simulation replication at each design point; later when we introduce replications,
the weights may also depend on the replications.

Metamodeling methods differ in the philosophy that leads to the weights: For linear regression,
a strong functional relationship between the response and the design variables is conjectured, such as
1(6) = Po+ B 6, where the B parameters are tuned using noisy data, leading to the estimated weights.
Stated differently, the 3°s are learned by observing how the simulated system responds to different 6 settings,
so diverse experiment designs that tease out the individual effect of each element of 6 are important. If
w(o)=Po+ BTG is actually the correct form of the relationship then this sort of approach is hard to beat.

For Gaussian-process regression, the unknown response function pi(-) is conjectured to be a realization of
a Gaussian random field. This implies that [1(6o),1(61),...,1(6;)] have a multivariate normal distribution
with spatial correlation structure that is a function of 6 (Ankenman et al. 2010). The metamodel is the
conditional distribution of (6¢) given noisy observations of the other responses, noisy observations that
are also used to tune the spatial correlation relationship.

In most metamodeling methods it is important that the observed responses Y (01),Y(603),...,Y(0;)
estimate the response W(-) at distinct, diverse design points in © so that the structure of the relationship
can be estimated. Bias arises because the underlying functional/spatial model is often incorrect.
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The weights for LR metamodeling are derived from a different philosophy: weight the outputs
Y(01),Y(62),...,Y(8,) so that they each represent responses at the prediction point 6y. This is only
feasible when the 0’s are parameters of the stochastic inputs to the simulation. We present the simplest
case here for exposition.

Suppose we can represent the simulation output as Y (6) = g(X) where X ~ f(x|0) and f is the known
joint distribution of the m x 1 input X. Define the likelihood ratio as ¢;(x) = f(x|6¢)/f(x|6;); throughout
this paper we will assume that the support of f(-|0) is not a function of 6. Now consider observing
Y;=Y(0;)=g(X;), where X; ~ f(x]0;),j=1,2,...,J are independently generated at each design point.
Then one possible LR metamodel is

/\LR 90

J
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The weight in representation (1) is w;(00,0;) = ¢;(X;)/J. Standard results show that (2) is unbiased for
1(6p), as in fact is each term £;(X;)Y;. Notice that d1vers1ty of the experiment design is no longer directly
relevant, as how the output at 6; is related to the output at 6 is in a sense already known via ¢;(X;).
However, it is possible that including some ¢;(X;)Y; terms in the average will actually increase the variance
of the prediction, so a more refined weighting, including weight O for some design points, may be desirable.
This type of metamodel, and its many variations, are what we investigate. See Chapter 9 of Owen (2013)
for an introduction to the key ideas from the perspective of importance sampling for variance reduction;
other key references include Hesterberg (1995), Owen and Zhou (2000) and Veach and Guibas (1995).
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3 BENEFITS AND CONTEXTS

Clearly the range of applicabilty of LR metamodeling is more limited than other methods because of the
restriction on 6. Why then, might it be useful?

* Predictions are unbiased, and no form of the metamodel has to be guessed or justified. Further,
predictions are consistent as the number of replications at a fixed, finite set of design points increases,
rather than as the number of design points increases. Consistency in classical metamodeling usually
requires infill, meaning that ® is packed more and more densely with design points asymptotically.

* A metamodel can be formed from a single design point, 6;. No other method of which we are
aware has this potential.

+  The weights may be the same for any performance measure that is a function of Y, e.g., E[Y?] or
I(Y <y).

Unfortunately, none of these potential benefits guarantee a low-variance prediction.

We have also identified three distinct contexts within which LR metamodels might be used: Global
69, Moving 0y, and Target 0. The effectiveness of LR methods and which variation we might use can
depend on the context.

3.1 Global 6

This is the context of classical metamodeling: The design points 81, 0,,...,0; are selected so that their
simulation results facilitate good predictions for any 8y € ®. For LR metamodeling, the question is both
what design points to choose, and which of them to actually employ for a given 6. Due to the potential
for variance inflation, these are not easy questions, as we illustrate in our empirical results.

3.2 Moving 6

Here the design points 01, 0,, 03, ... are revealed sequentially, but they move stochastically throughout ©.
At stage k of experimentation we have the simulation outputs from design points 6,0,,...,0;_1 (and
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possibly 6;) and we want to predict some property of Y (6y) using all or some of the accumulated results.
This is the context of Feng and Staum (2017) in which 0 represents some financial market conditions in
force on day k. They show that under certain conditions the LR metamodel predictions converge as the
number of repeated experiments increases even though the number of simulation replications per experiment
remains constant. We do not explore this context any further here.

3.3 Target 6

Here the design points 61,605, 03,... are also revealed sequentially, but they approach an unknown, fixed
value 0. At stage k of experimentation, we have the simulation outputs from design points 01,0,,...,0;
and we want to predict some property of Y (0y) using some or all of the accumulated results. This might
occur if O is being estimated from real-world data and each day brings additional data; or if 6 is a solution
to a simulation optimization problem (e.g., mean maximizing) and we are employing some search method
to find it. To the best of our knowledge, this context has not been considered previously. We address this
context in our empirical study and show that LR metamodeling has substantial potential.

4 LR METAMODELS AND PROPERTIES

In this section we survey many of the variations of LR metamodels. The goal is to introduce the key ideas
and properties of these estimators; other combinations of these ideas are possible. For ease of notation,

let X;; denote the ith independent sample from the jth distribution, indexed by 6 ;; that is X;; Hd- f(16;).
We also let Y;; =Y;(0;) = g(Xij).

4.1 LR Metamodels Formed from One Design Point

We first introduce three types of LR metamodels that are formed from a single design point. We summarize
known results on the variance of these estimators as a measure of their efficiency. For clarity, we let 6 be
the single design point from which we have obtained n; replications, and 6 be the prediction point that
has not been simulated.

Baseline Likelihood Ratio (BLR) Metamodel:

]

~ 1
LR (0g;n1) = azfl(xil)g(xil)- 3)
i=1

For this estimator we have E [[1f"®(69;n,)] = 1 (6o) and Var [P R (09;n,)] = 612,BLR/”1 where

ofgr = Var[li(Xi)g(Xi)] =E [¢1(Xin)*¢(Xi1)?] — 1(60)°

/ (s(%)(x[60) — 1(80)f (x61)°
Q f(x|61) '

“

We observe from (4) that we have an estimator with small variance if (g(x)f(x|00) — 1(60)f(x|01))* is
small. On the other hand, if f(x|6;) is very small in regions where (f(x|60)g(x) — 1 f(x|01))? lacks
this proportionality then we can have a very large variance. Indeed, in some cases the variance can be
infinite (Owen 2013). The next two estimators mitigate the potential of large variance by accepting some
bias. Both exploit the fact that under mild conditions, Eg [¢1(Xi1)] = 1.

Self-normalizing Likelihood Ratio (SLR) Metamodel: = The SLR estimator renormalizes the BLR
estimator so that the weights constructed using the likelihood ratios sum up to 1. Specifically,

~ a 01 (X
M%R(eoml):Z[ 1K) g(Xin). )

i—1 Z;l)lzl gl (XPI)
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Using the Delta method, we can show that,
v (7% (80:n1) — p(60)) = N (0,67 51z)
as ny — oo, where
E | (44 (Xn)g(Xn) — p(60)61(Xa))’
(E[6r(Xan)])

- (8(x)/(x]60) — 1(00)f(x160))°
o f(x[61) |

This establishes consistency, but not unbiasedness. Comparing (6) to (4), the numerator in (6) is independent
of 0, while in (4) it is not. We notice that

E [(g(Xi1) — 1(60))241 (Xa)?] <E [(¢(Xir) — 1(60))*] *E [ (Xa)*] .

Thus, when the design space is bounded and under suitable moment conditions the possibility of infinite
variance is eliminated.

Of 51k =E [(g(Xi1) — 1(60))*61 (Xin)?]

(0)
1/2

Remark 1 A variation of LR metamodeling that we will not cover in detail is the so-called rejection
method (Owen 2013): The idea is to resample from X;1,X>1,...,X,, 1 so that it is representative of samples
from f(-|6p) by using rejection based on the revised likelihoods. However, we can show that rejection is
equivalent to SLR asymptotically, making SLR preferable.

Regression/Control Variate Likelihood Ratio (RLR) Metamodel: = While SLR renormalizes the
observed likelihood ratios to have sum 1, the RLR metamodel uses the difference between the average
likelihood ratio and 1 to correct the BLR metamodel in a way that reduces variance. A general treatment
of regression-based control variates can be found in Nelson (1990). Consider an estimator of the form

nlli [0 (Xin)g(Xir) — B (61 (Xin) — 1))
i=1

The fB; that minimizes the variance of this estimator is f; = Cov [¢(Xi1)g(Xi1), 41 (Xi1)] /Var [¢1(Xi1)],
which make the variance 612’ rir/ M1, Where

Cov [¢1 (Xi1)g(Xi1), 41 (Xi1 )]2
Var [¢1(Xi1)]

= o e (1= Corr[61 (Xa)g(Xin). &1 (X))

Thus, the variance is no greater, and typically less than, BLR. In fact, the correlation will be large—and
thus the variance small—when ¢;(x) o< £;(x)g(x), which is different from BLR for which we will have
small variance if ¢ (x) o< 1/g(x). Thus, RLR might be effective when BLR is not and vice versa.

To implement RLR we have to estimate ;. Let /; = Y, €1(Xi1)/ni. The least-squares regression
estimator is

512,RLR = Var[(;(X;1)g(Xi1)] —

B = i (6 (Xin) — £1)g(Xin )01 (Xin)
1 oG —h)?
The RLR estimator is thus
_ 1o -
I (0g;ny) = o ) [el(Xil)g(Xil) —Bi(61(Xin) — 1)] : (7
i—1

1

Employing El inflates the variance by a factor of approximately (n; —2)/(n; —3), which is negligible
when 7n; is not too small (Nelson 1990).
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4.2 LR Metamodels Formed from Multiple Design Points

The LR metamodels in Section 4.1 are built using simulation outputs from a single design point 6.
These will rarely be sufficient in practice, and rather are building blocks for LR metamodels based on
multiple design points 01,0,,...,0;. Since single-design-point LR metamodels are unbiased (or nearly
s0), simple averaging of J of them is possible. However, more sophisticated weighted averages can perform
substantially better (lead to smaller variances). We consider these variations in this section.

4.2.1 Linear Combinations of Single-Design-Point LR Metamodels

A direct way to form LR metamodels using multiple design points is to combine the LR metamodels
presented in Section 4.1. Specifically, consider LR metamodels of the following form:

J
Aest Z 90, est(eo) (8)

where uegt(eo) are the single-design-point LR metamodels discussed in Section 4.1; i.e., “est” may be
“BLR,” “SLR,” or “RLR.” The weights w(6o, 0) satisfy w(6¢,6;) >0 and ¥.}_; w(60,6;) = 1. We allow
w(69,0;) to depend on both the prediction point and all of the design points.

Optimally Weighted: Let 67

Cest = Var [ﬁ;st(eo; 1)] The variance-minimizing weights solve

. J = ~est . G}veSt
min  Var [£/_, (60,0, (Qo,n‘,-)] ¥4 #3(60,0,)
J
S.t. Z{:] \//17]‘(90, 9]‘) =1
7,(00,0,)>0, j=1,2,....

T'he optimal solution is
-2
n;o.
~est—OW J
stt 0 (9079 ) </ . Joest

2
q=1 an'q est

This gives us

7 72
ﬁest—OW ] est ﬁest(eo;n ) 9)
; ZJ 1nt]6q est / !
Notice that the larger the number of replications or the smaller the variance at design point j, the larger
the weight assigned to it.
Despite the theoretical optimality of the weights w Ae“ W(00,8;), they depend on the LR variances

j ost = Var [mst(eo)}. In practical implementations, these quantities are unknown and therefore need

to be estimated from simulation outputs. Unfortunately, our experience is that the estimation errors can
signficantly inflate the variance relative to the true optimal weights. Moreover, the impact of these estimation
errors increases as more design points are included. A feature of LR metamodels is that adding design
points is not always productive.

To overcome the variance estimation error one may use simpler weights that do not require any
distributional information about the design point 6; or the prediction point 6y. For instance, we can
put equal weight on each single-design-point LR metamodel. This gives us the Equally Weighted LR
Metamodel

ﬁest—EW Z ‘uest 90,71] (10)
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A slight enhancement is to make the weights proportional to the sample size, that is w W (60,0; j)=nj/n,
where n =Y/ i=1n;j. This yields the Proportionally Weighted LR Metamodel

~est—PW
u (60) =

M\

( ')Ae“e ). (11

When the sample sizes are chosen so that all of the sz,est /nj’s are close in value, then the equally weighted
metamodel will work well.
4.2.2 Linear Combinations of Replications at Different Design Points

Another way to build LR metamodels from multiple design points is to use more granular weights
w(09,0;,X;;) to combine the individual replications at different design points. In this section we consider
LR metamodels of the form

w(00,0;,Xi)l;(Xij)Yij. 12)

HM=

t L 1
’\es -

=L
In addition to the prediction point 6 and all design points 01,0,,...,0,, the weights w(6o, 6 ;,X;;) may
also depend on all of the simulation inputs and outputs (X;,Y;;) fori=1,2,...,n;and j=1,2,...,J. As
studied in Veach and Guibas (1995) in the context of multiple importance sampling, the combined LR
metamodel ['(6)) is unbiased if ):f:l w(60,0;,X;;) =1 for all X in the common support.

Let oj = nj/n where n = Y/ _n j> our results below are specific to this choice of «;. Given the J

j=1
design points 81, 0,,...,0;, define the corresponding mixture distribution and mixture likelihood ratio as
f(x[60)
f(x]04 ojf(x]6;) and ly(x)= . (13)
| Z ]f | (X( ) f(x|9(x)
Given simulation outputs Y;;,i = 1,2,...,n;, where the inputs are sampled from distribution f(x|6;), for

j=1,2,...,J, the main idea is to view the entire collection of simulation outputs as a sample from this

mixture distribution, where the number of observations from each distribution is forced to be proportional to

the mixture probability. Similar to Section 4.1, we next introduce three variants of mixture LR estimators.
BLR-M Metamodel Consider the weights

i 0,
W (0,0,,X,) = IR0 iy =12
f(Xij[0q)
Then we have
R ~ J 1 nj o ; 0. 1 J nj
[iBLR M(GO):Zfz if (X105 >€(X,~j)Yij:*Z Ca(Xij)Yi). (14)
=11 =1 f(Xij|0q) niZiim1

For each simulation input X;; at design point 6 ;, the weights wBLR=M (g, 0 j»X;j) depend on the prediction
point, all of the design points, and the particular simulation output Y;;.

The BLR-M metamodel coincides with the “balance heuristic” studied in Veach and Guibas (1995) in
the context of multiple importance sampling. Veach and Guibas (1995) showed that the BLR-M metamodel
cannot be much worse than any other LR metamodel of the form (12). This robustness protects us from
infinite variance if we also include simulations from the prediction point itself (Owen and Zhou 2000).
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Theorem 1 (Paraphrase of Theorem 9.2 in Veach and Guibas (1995)) Let [i°*(60) be any unbiased estimator
of the form (12), then

ar ~BLR—M ar [ 1 . 1 2
Var [{I (60)] < Var [1*(680)] + <minj{nj} Z§_1nj>“(90) :

SLR-M Metamodel Motivated by the SLR metamodel in Section 4.1, consider the self-normalizing

weights
n;f(Xil0,)/f(Xijl0a)
Yoo Lol la(Xpg)

wEM(00,6,,X,)) = =12,..,n53j=12,....J.

Then we have

ﬁSLR‘M(Go)Zii[ | 13)

g1 Lpi1 La(Xpg)

For each simulation input X;; at design point 0, the weights W8~ (6,,6;,X;,) depend on the prediction
point, all of the design points, and all of the simulation outputs from all of the design points. Analogous
to the SLR metamodel, the estimator is biased but consistent. To the best of our knowledge 5%~ ()
has not been studied in the literature, but it is an obvious competitor.

RLR-M Metamodel Motivated by the RLR metamodel in Section 4.1, we consider the estimator

~RLR— 1 & &
art(g,) = *ZZ [Ca(Xij)Yij = Ba(la(Xij) = 1)]
] li=
= g M(GO)—ﬂa (Ca—1), (16)
where 7o = ¥ X7 £o(Xij)/n. We notice that
(x]69)
E 0;)dx = 0o)
Afx|6a | X= /fx‘ 0

] ll 1
The variance-minimizing B is

Cov [la, u®"*M(69)] L1 0Cov [la(X4), La(X1))V1 )]
Var [{4] Yooy Var[fo (X ;)]

o = 9

which can be estimated via regression, yielding

5, - T T4 (a(X) ~ Ta) (X,
¢ ijlZi'zl(fa( ij)_gtx) '

Due to the control variate feature this estimator achieves a smaller variance than @588~ (9,) provided n
is not too small. To the best of our knowledge, {*“®~¥ (@) has not been studied in the literature.

Remark 2 The RLR-M metamodel combines all J design points into a single control variate, but it is also
possible to treat them as J individual control variates. This has the advantage that one could try to select
only effective control variates using methods such as those in Bauer and Wilson (1992). The disadvantage
is that the variance inflation factor becomes approximately (n—2)/(n—J —2) (Nelson 1990).
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S EMPIRICAL STUDY

Consider a stochastic activity network (SAN) with five activities for which the simulation response is the time
to complete the network given by ¥ (0) = max {X(]) +X@ x4 xO) 4 x6) x@) 4 x6) }, where the activ-

ity times are independent Exponentials, i.e. XX ~ 90e=0" k=12 ... 5 LetX = (XM, x@ .. xO).
We focus on LR metamodels for u(0) =E[Y(0)].

In the first setting, we want to make predictions at any 0 = (9(1>, 02, ..., 6(5)) in a space of possible
values; i.e. we are building a global metamodel. We consider the extreme case in which we simulate at
only a single 0 to cover the entire parameter space. In the second setting, the true distribution of X is fixed
and has the rate vector 8y = (Oé 1), 52)7 ... (55)). On each time click ¢+ we estimate 0 from ¢m accumulated
i.i.d. observations of X. In particular, the 7-th design point 8, is the maximum likelihood estimator of 6.
Then 8, — 0 as t — oo almost surely. We also simulate # i.i.d. activity times following the distribution of
0;. We look at the improvement in estimating pt(6¢) at time ¢ from using all simulations at 61,0, ...,6;
via LR metamodeling. This is a target 6, example.

5.1 SAN Estimation for Global 6

In this experiment we compare and contrast the three LR metamodels formed from one design point, i.e.,
the ones discussed in Section 4.1. In particular, we consider the SAN with service rates 6 = (6;,1,1,1,05)
where (0;,0s) € [0.5,1.5] x[0.5,1.5]. Let ® = [0.5,1.5] x 1 x 1 x 1 x [0.5,1.5] be the design space. We are
interested in estimating () for all & € © using LR metamodels that are formed from simulation outputs
at the center 6" = (1,1, 1,1,1). A 20-by-20 grid is formed in the space (6, 6s) € [0.5,1.5] x [0.5,1.5]. The
true response surface at each grid point is estimated by the sample average of 10’ independent replications;
the resulting response surface is depicted in Figure 1a. We see that the time-to-completion is long when the
activity rates are low (top left corner of the surface) and is short when the activity rates are high (bottom
right corner of the surface).

The accuracy of each LR metamodel is assessed by its MSE at each grid point over 10* macro
replications. In each macro replication i, we run 100 independent replications at 6 then use those
outputs to estimate [%(9;100) at all 20% grid points, where the superscript est could be BLR, SLR, or
RLR. In addition, for comparison, in each macro replication we also run 100 independent replications
at each of the 400 grid points to estimate the response surface using the standard Monte Carlo (SMC)
estimator, i.e., the sample average. The estimated MSE (variance) of the SMC estimator using the 10*
macro replications is depicted in Figure 1b. We see that the variance of the SMC estimator is large in
regions where the value of the response surface is large. The MSE at each grid point is calculated as

MSE®(0) = 10%)00 2}230 0 (Ziesti(9;100) — ()2 To facilitate easy comparisons, we plotted the MSEs
for the three LR metamodels relative to the variance of the SMC estimator (the ratio) in Figures lc—le.
Note that although the same colors are used in these figures, the ranges of MSEs are different.
Comparing Figures 1c—1e, we see that the accuracies for the three metamodels are quite different.
Despite the computational savings, LR metamodels can sometimes provide predictions with inflated MSEs,
especially when one of the two activity rates is low, i.e., 8; € [0.5,0.8] or 05 € [0.5,0.8]; sometimes so
much that the prediction becomes useless. In particular, the predictions made by BLR estimators could
have MSEs 100 times larger than the SMC variance; we truncated the MSEs in Figure 1c at 100 for ease of
visualization. However, the RLR metamodel predictions have smaller MSE than the variance of the SMC
estimator in a large area of the design space. Based on the different ranges of relative MSEs, the RLR
metamodel is more accurate than the SLR metamodel, which is more accurate than the BLR metamodel.
Despite different ranges, all three LR metamodels suffer large MSEs when one of the two activity rates is
low. Moreover, the degradation of MSE is much faster than the increase of variance for the SMC estimator.
This means that, when using LR metamodels for prediction, one needs to be careful about which design
point to employ. Lastly, we see from Figure le that the RLR metamodel can have lower MSEs for some
0’s than the MSE at the design point 6* itself. This suggests that careful consideration about where to
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employ the LR metamodel, or combining the LR estimators from only a selected subset of the design
points, could yield significant benefits at the cost of density evaluations to form the LR. However, in most
practical problems simulation model execution is significantly more costly than density evaluation. Thus,
LR metamodels can offer significant computational savings, and may be the preferred to SMC even for
design points with inflated MSEs once the user considers the precision-computation trade off.

In a further experiment, we explore whether combining LR metamodel predictions and the SMC
estimator has improved MSEs compared to each estimator in isolation. In particular, at each of the 20% grid
points we consider the average of the SMC estimate and the LR metamodel prediction using simulation
outputs at * = (1,1,1,1,1). Similar to the first experiment, 10* macro replications are run and the resulting
MSE:s relative to the variance of merely the SMC estimator are depicted in Figures 1f-1h. Again these
figures have very different ranges despite the similarity in colors. Comparing Figures 1f to 1c, 1g to 1d,
and 1h to le, we see that the combined predictions have smaller MSEs, hence are more accurate than
the LR metamodel prediction alone. Based on the values of the relative MSEs in these figures, we see
that combining RLR metamodel predictions and the SMC estimator always lowers MSEs. When both
activity rates are high (e.g., higher than 0.7 for SLR and higher than 0.9 for BLR), combining SLR or BLR
metamodel predictions with the SMC estimator can also lower the MSE compared to the SMC estimator
alone. Notice that incorporating samples from multiple design points facilitates using the more sophisticated
combination methods discussed in Section 4.2, which will lead to even better performance.

5.2 SAN Estimation for Target 9

In this experiment, we apply LR metamodels formed from multiple design points, i.e., the LR metamodels
discussed in Section 4.2. Ateachtimet?,t=1,2,...,100, we obtain m = 10 new random observations of the
five activity times, and use the accumulated ¢m observations to construct an estimator of 6, denoted 6,. All
of the observations are exponentially distributed with a common target activity rate vector 6o = (1,1,1,1,1).
Therefore, the strong law of large numbers implies that lim,_., 6, LN 69, hence the name farget 0y. At
time ¢, we simulate n = 50 independent replications of time-to-completion Y (6,). Our goal is to construct
an estimator of (6y) using the samples generated at 65, 1 <s <r. We denote the estimator constructed
at r as 1°°9(6,).

We consider 9 different LR metamodels: each of the three basic LR metamodels, BLR, SLR, RLR,
with each of the three combination methods, PW, OW, and M, as discussed in Section 4.2. As a benchmark
for comparison, the sample average of the n independent replications is included as the crude estimator.
As a second benchmark, we consider a brute force estimator, which is a sample average of nt independent
replications of Y (6,) at time ¢.

To access the accuracies for the LR estimators, we conducted 10* independent macro replications, each
of which consists of t =1,2,...,100 experiments as described above. The MSEs are calculated over the
macro replications at each of the 100 experiments, i.e., MSE, = WZ}CO’OOO(@S“(G,) — u(B9))?, where
est is any of the 9 LR metamodels or the 2 benchmark estimators. The true 11(6¢) is estimated by the SMC
estimator using 107 independent replications. The resulting MSEs are plotted in log-scale in Figure 2.

We next summarize our observations. We find that self-normalization is beneficial in all LR metamodels,
regardless the method of combination (see Figure 2a, for example). Note that in the regression-based LR
estimators we treat each design point as an individual regression before combining. The regression estimators
have fairly good performance in general, but it deteriorates a bit as more experiments are run; we conjecture
that the control-variate correction is less effective, because there is less difference from 1 as 6; approaches
6p. We observe poor performance when the optimal weights are estimated (OW, see Figure 2b); this
observation is consistent with those in Feng and Staum (2017). Comparing the MSEs for the three M-based
LR metamodels in Figure 2c, we see that the M-based estimators perform reasonably well regardless of the
basic LR metamodel employed. When comparing the MSEs of the LR metamodels to the two benchmark
estimators, we see that all three M-based LR metamodels produce estimates that are almost as accurate as
the brute force estimator, but with significant computational savings relative to brute force.
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Figure 1: Global metamodels for SAN example.
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(c) Different basic LR metamodels.

Figure 2: MSEs vs. number of iterations for LR metamodels formed from multiple design points.
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