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Abstract. The steady improvement in image/video editing techniques has en-
abled people to synthesize realistic images/videos conveniently. Some legal is-
sues may occur when a doctored image cannot be distinguished from a real one
by visual examination. Realizing that it might be impossible to develop a method
that is universal for all kinds of images and JPEG is the most frequently used
image format, we propose an approach that can detect doctored JPEG images
and further locate the doctored parts, by examining the double quantization effect
hidden among the DCT coefficients. Up to date, this approach is the only one that
can locate the doctored part automatically. And it has several other advantages:
the ability to detect images doctored by different kinds of synthesizing methods
(such as alpha matting and inpainting, besides simple image cut/paste), the abil-
ity to work without fully decompressing the JPEG images, and the fast speed.
Experiments show that our method is effective for JPEG images, especially when
the compression quality is high.

1 Introduction

In recent years, numerous image/video editing techniques (e.g. [1]-[12]) have been de-
veloped so that realistic synthetic images/videos can be produced conveniently without
leaving noticeable visual artifacts (e.g. Figures 1(a) and (d)). Although image/video
editing technologies can greatly enrich the user experience and reduce the production
cost, realistic synthetic images/videos may also cause problems. The B. Walski event
[17] is an example of news report with degraded fidelity. Therefore, developing tech-
nologies to judge whether the content of an image/video has been altered is very impor-
tant.

Watermark [13] has been successful in digital right management (DRM). How-
ever, doctored image/video detection is a problem that is different from DRM. More-
over, plenty of images/videos are not protected by watermark. Therefore, watermark-
independent technologies for doctored image/video detection are necessary, as pointed
out in [14, 19]. Faridet al.have done some pioneering work on this problem. They pro-
posed testing some statistics of the images that may be changed after tempering [14]
(but did not develop effective algorithms that use these statistics to detect doctored im-
ages), including the interpolation relationship among the nearby pixels if resampling
happens when synthesis, the double quantization (DQ) effect of two JPEG compression
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Fig. 1.Examples of image doctoring and our detection results. (a) and (d) are two doctored JPEG
images, where (a) is synthesized by replacing the face and (b) is by masking the lion and inpaint-
ing with structure propagation [9]. (b) and (e) are our detection results, where the doctored parts
are shown as the black regions. For comparison, the original images are given in (c) and (f).

steps with different qualities before and after the images are synthesized, the gamma
consistency via blind gamma estimation using the bicoherence, the signal to noise ratio
(SNR) consistency, and the Color Filter Array (CFA) interpolation relationship among
the nearby pixels [15]. Ng [18] improved the bicoherence technique in [14] to detect
spliced images. But temporarily they only presented their work on testing whether a
given 128 × 128 patch, rather than a complete image, is a spliced one or not. Lin et
al. [19] also proposed an algorithm that checks the normality and consistency of the
camera response functions computed from different selections of patches along certain
kinds of edges. These approaches may be effective in some aspects, but are by no means
always reliable or provide a complete solution.

It is already recognized that doctored image detection, as apassiveimage authen-
tication technique, can easily have counter measures [14] if the detection algorithm is
known to the public. For example, resampling test [14] fails when the image is further
resampled after synthesis. The SNR test [14] fails if the same noise is added across the
whole synthesized image. The blind gamma estimation [14] and camera response func-
tion computation [19] do not work if the forger synthesizes in the irradiance domain
by converting the graylevel into irradiance using the camera response functions [19]
estimated in the component images, and then applying a consistent camera response
function to convert the irradiance back into graylevel. And the CFA checking [15] fails
if the synthesized image is downsampled into a Bayer pattern and then demosaicked
again. That is why Popescu and Farid conclude at the end of [14] that developing im-
age authentication techniques will increase the difficulties in creating convincing im-
age forgeries, rather than solving the problem completely. In the battle between image
forgery and forgery detection, the techniques of both sides are expected to improve
alternately.

To proceed, we first give some definitions (Figure 2). A “doctored” image (Fig-
ure 2(a)) means part of the content of a real image is altered. Note that this concept
does not include those wholly synthesized images, e.g. an image completely rendered
by computer graphics or by texture synthesis. But if part of the content of a real im-
age is replaced by those synthesized or copied data, then it is viewed as “doctored”.
In other words, that an image is doctored implies that it must contain two parts: the
undoctored part and the doctored part. A DCT block (Figure 2(b)), or simply called a
“block”, is a group of pixels in an8 × 8 window. It is the unit of DCT that is used in
JPEG. A DCT grid is the horizontal lines and the vertical lines that partition an image



(a) (b) (c)
Fig. 2. Illustrations to clarify some terminologies used in the body text. (a) A doctored image
must contain the undoctored part (blank area) and the doctored part (shaded area). Note that the
undoctored part can either be the background (left figure) or the foreground (right figure). (b) A
DCT block is a group of pixels in an8×8 window on which DCT is operated when compression.
A DCT block is also call a block for brevity. The gray block is one of the DCT blocks. The DCT
grid is the grid that partition the image into DCT blocks. (c) A doctored block (shaded blocks) is
a DCT block that is inside the doctored part or across the synthesis edge. An undoctored block
(blank blocks) is a DCT block that is completely inside the undoctored part.
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Fig. 3. The work flow of our algorithm.

into blocks when doing JPEG compression. A doctored block (Figure 2(c)) refers to
a block in the doctored part or along the synthesis edge and an undoctored block is a
block in the undoctored part.

Realizing that it might be impossible to have a universal algorithm that is effective
for all kinds of images, in this paper, we focus on detecting doctored JPEG images
only, by checking the DQ effects (detailed in Section 2.2) of the double quantized DCT
coefficients. Intuitively speaking, the DQ effect is the exhibition of periodic peaks and
valleys in the histograms of the DCT coefficients. The reason we target JPEG images
is because JPEG is the most widely used image format. Particularly in digital cameras,
JPEG may be the most preferred image format due to its efficiency of compression.
What is remarkable is that the doctored part can be automatically located using our
algorithm. This capability is rarely possessed by the previous methods.

Although DQ effect is already suggested in [14, 20] and the underlying theory is also
exposed in [14, 20], those papers actually onlysuggestedthat DQ effect can be utilized
for image authentication: those having DQ effects are possibly doctored. This is not a
strong testing as people may simply save the same image with different compression
qualities. No workable algorithm was proposed in [14, 20] to tell whether an image is
doctored or not. In contrast, our algorithm is more sophisticated. It actually detects the
parts thatbreakthe DQ effect and deems this part as doctored.

Figure 3 shows the work flow of our algorithm. Given a JPEG image, we first dump
its DCT coefficients and quantization matrices for YUV channels. If the image is origi-



nally stored in other lossless format, we first convert it to the JPEG format at the highest
compression quality. Then we build histograms for each channel and each frequency.
Note that the DCT coefficients are of 64 frequencies in total, varying from (0,0) to
(7,7). For each frequency, the DCT coefficients of all the blocks can be gathered to
build a histogram. Moreover, a color image is always converted into YUV space for
JPEG compression. Therefore, we can build at most64× 3 = 192 histograms of DCT
coefficients of different frequencies and different channels. However, as high frequency
DCT coefficients are often quantized to zeros, we actually only build the histograms of
low frequencies of each channel. For each block in the image, using a histogram we
compute one probability of its being a doctored block, by checking the DQ effect of
this histogram (more details will be presented in Section 3.2). With these histograms,
we can fuse the probabilities to give the normality of that block. Then the normality
map is thresholded to differentiate the possibly doctored part and possibly undoctored
part. With such a segmentation, a four dimensional feature vector is computed for the
image. Finally, a trained SVM is applied to decide whether the image is doctored. If it
is doctored, then the segmented doctored part is also output.

Our method has several advantages. First, it is capable of locating the doctored part
automatically. This is a feature that is rarely possessed by the existing methods. The
duplicated region detection [16] may be the only exception. But copying a part of an
image to another position of the image is not a common practice in image forging.
Second, most of the existing methods aim at detecting doctored images synthesized
by the cut/paste skill. In contrast, our method could deal with images whose doctored
part is produced by different kinds of methods such as inpainting, alpha matting, tex-
ture synthesis and other editing skills besides image cut/paste. Third, our algorithm
directly analyzes the DCT coefficients without fully decompressing the JPEG image.
This saves the memory cost and the computation load. Finally, our method is much
faster than the bi-coherence based approaches [14, 18], iterative methods [14], and the
camera response function based algorithm [19].

However, it is not surprising that there are cases under which our method does not
work:

1. The original image to contribute the undoctored part is not a JPEG image. In this
case the DQ effect of the undoctored part cannot be detected.

2. Heavy compression after image forgery. Suppose the JPEG compression quality of
the real image isQ1, and after it is doctored, the new image is saved with compres-
sion quality ofQ2. Generally speaking, the smallerQ2/Q1 is, the more invisible
the DQ effect of the undoctored part is, hence the more difficult our detection is.

The rest of this paper is organized as follows. We first give the background of our
approach in Section 2, then introduce the core part of our algorithm in Section 3. Next
we present the experimental results in Section 4. Finally, we conclude our paper with
discussions and future work in Section 5.

2 Background



2.1 The Model of Image Forgery and JPEG Compression

We model the image forgery process in three steps:

1. Load a JPEG compressed imageI1.
2. Replace a region ofI1 by pasting or matting a region from another JPEG com-

pressed imageI2, or inpainting or synthesizing new content inside the region.
3. Save the forged image in any lossless format or JPEG. When detection, we will

re-save the image as JPEG with quantization steps being 1 if it is saved in a lossless
format3.

To explain the DQ effect that results from double JPEG compression, we shall give
a brief introduction of JPEG compression. The encoding (compression) of JPEG image
involves three basic steps [14]:

1. Discrete cosine transform (DCT): An image is first divided into DCT blocks. Each
block is subtracted by 128 and transformed to the YUV color space. Finally DCT
is applied to each channel of the block.

2. Quantization: the DCT coefficients are divided by a quantization step and rounded
to the nearest integer.

3. Entropy coding: lossless entropy coding of quantized DCT coefficients (e.g. Huff-
man coding).

The quantization steps for different frequencies are stored in quantization matrices (lu-
minance matrix for Y channel or chroma matrix for U and V channels). The quanti-
zation matrices can be retrieved from the JPEG image. Here, two points need to be
mentioned:

1. The higher the compression quality is, the smaller the quantization step will be, and
vice versa;

2. The quantization step may be different for different frequencies and different chan-
nels.

The decoding of a JPEG image involves the inverse of the pervious three steps taken
in reverse order: entropy decoding, de-quantization, and inverse DCT (IDCT). Unlike
the other two operations, the quantization step is not invertible as will be discussed in
Section 2.2. The entropy encoding and decoding step will be ignored in the following
discussion, since it has nothing to do with our method.

Consequently, when an image is doubly JPEG compressed, it will undergo the fol-
lowing steps and the DCT coefficients will change accordingly:

1. The first compression:
(a) DCT (suppose after this step a coefficient value isu).
(b) the first quantization with a quantization stepq1 (now the coefficient value

becomesQq1(u) = [u/q1], where[x] means roundingx to the nearest integer).
2. The first decompression:

3 Note that most of the existing image formats other than JPEG and JPEG2000 are lossless.



(a) dequantization withq1 (now the coefficient value becomesQ−1
q1

(Qq1(u)) =
[u/q1] q1.

(b) inverse DCT (IDCT).
3. The second compression:

(a) DCT.
(b) the second quantization with a quantization stepq2 (now the coefficient value

u becomesQq1q2(u) = [[u/q1] q1/q2]).

We will show in the following section that the histograms of double quantized DCT
coefficients have some unique properties that can be utilized for forgery detection.

2.2 Double Quantization Effect

The DQ effect has been discussed in [14], but their discussion is based on quantization
with the floor function. However, in JPEG compression the rounding function, instead
of the floor function, is utilized in the quantization step. So we provide the analysis
of DQ effect based on quantization with the rounding function here, which can more
accurately explain the DQ effect caused by double JPEG compression.

Denoteh1 andh2 the histograms of DCT coefficients of a frequencybeforethe first
quantization andafter the second quantization, respectively. We will investigate howh1

changes after double quantization. Suppose a DCT coefficient in theu1-th bin of h1 is
relocated in a binu2 in h2, then

Qq1q2(u1) =
[[

u1

q1

]
q1

q2

]
= u2.

Hence,
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2
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wheredxe andbxc denote the ceiling and floor function, respectively.
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In either cases, the numbern(u2) of the original histogram bins contributing to bin
u2 in the double quantized histogramh2 depends onu2 and can be expressed as:

n(u2) = q1

(⌊
q2

q1

(
u2 +

1
2

)⌋
−

⌈
q2

q1

(
u2 − 1

2

)⌉
+ 1

)
. (1)
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Fig. 4. The left two figures are histograms of single quantized signals with steps 2 (a) and 5 (b).
The right two figures are histograms of double quantized signals with steps 5 followed by 2 (c),
and 2 followed by 3 (d). Note the periodic artifacts in the histograms of double quantized signals.
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Fig. 5. A typical DCT coefficient histogram of a doctored JPEG image. This histogram can be
viewed as the sum of two histograms. One has high peaks and deep valleys and the other has a
random distribution. The first “virtual” histogram collects the contribution of undoctored blocks,
while the second one collects the contribution of doctored blocks.

Note thatn(u2) is a periodic function, with a period:

p = q1/gcd(q1, q2),

where gcd(q1, q2) is the greatest common divider ofq1 andq2. This periodicity is the
reason of the periodic pattern in histograms of double quantized signals (Figures 4(c)
and (d) and Figure 5).

What is notable is that whenq2 < q1 the histogram after double quantization can
have periodically missing values (For example, whenq1 = 5, q2 = 2, thenn(5k+1) =
0. Please also refer to Figure 4(c).), while whenq2 > q1 the histogram can exhibit some
periodic pattern of peaks and valleys (Figures 4(d) and 5). In both cases, it could be
viewed as showing peaks and valleys periodically. This is called thedouble quantization
(DQ) effect.

3 Core of Our Algorithm

3.1 DQ effect analysis in doctored JPEG images

Although DQ effect has been suggested for doctored image detection in [14, 20], by
detecting the DQ effect from the spectrum of the histogram and using the DQ effect as



the indicator of doctored images, [14, 20] actually did not develop a workable algorithm
for real-world doctored image detection. Since people may simply compress a real im-
age twice with different quality, the presence of DQ effect does not necessary imply the
existence of forgery of the image.

However, we have found that if we analyze the DCT coefficients more deeply and
thoroughly, it will be possible for us to detect the doctored image, and even locate the
doctored part automatically. Our idea is that: as long as a JPEG image contains both the
doctored part and the undoctored part, the DCT coefficient histograms of the undoctored
part will still have DQ effect, because this part of the doctored image is the same as that
of the double compressed original JPEG image. But the histograms of doctored part
will not have DQ effects. There are several reasons:

1. Absence of the first JPEG compression in the doctored part. Suppose the doctored
part is cut from a BMP image or other kind of images rather than JPEG ones,
then the doctored part will not undergo the first JPEG compression, and of course
does not have DQ effect. Similarly, when the doctored part is synthesized by alpha
matting or inpainting, or other similar skills, then the doctored part will not have
DQ effect either.

2. Mismatch of the DCT grid of the doctored part with that of the undoctored part.
Suppose the doctored part is cut from a JPEG image, or even the original JPEG
image itself, the doctored part is still of little possibility to have DQ effect. Recall
the description in Section 2.1, one assumption to assure the existence of DQ effect
is that the DCT in the second compression should be just the inverse operation of
IDCT in the first decompression. But if there is mismatch of the DCT grids, then
the assumption is violated. For example, if the first block of a JPEG image, i.e. the
block from pixel (0,0) to pixel (7,7), is pasted to another position of the same image,
say to the position from pixel (18,18) to (25,25), then in the second compression
step, the doctored part will be divided into four sub-blocks: block (18,18)-(23,23),
block (24,18)-(25,23), block (18,24)-(23,25), and block (24,24)-(25,25). None of
these sub-blocks can recover the DCT coefficients of the original block.

3. Composition of DCT blocks along the boundary of the doctored part. There is little
possibility that the doctored part exactly consists of8 × 8 blocks, so blocks along
the boundary of the doctored part will consist of pixels in the doctored part and
also pixels in the undoctored part. These blocks also do not follow the rules of DQ
effect. Moreover, some post-processing, such as smoothing or alpha matting, along
the boundary of the doctored part can also cause those blocks break the rules of DQ
effect.

In summary, when the doctored part is synthesized or edited by different skills,
such as image cut/past, matting, texture synthesis, inpaiting, and computer graphics
rendering, there might always exist one or more reasons, especially the last two, that
cause the absence of DQ effect in the doctored part. Therefore, the histogram of the
whole doctored JPEG image could be regarded as the superposition of two histograms:
one has periodical peaks and valleys, and the other has random bin values in the same
period. They are contributed by the undoctored part and the doctored part, respectively.
Figure 5 shows a typical histogram of a doctored JPEG image.



3.2 Bayesian approach of detecting doctored blocks

From the analysis in Section 3.1, we know that doctored blocks and undoctored
blocks will have different possibility to contribute to the same bin in one period of a
histogramh. Suppose a period starts from thes0-bin and ends at the(s0 +p−1)-th bin,
then the possibility of an undoctored block which contributes to that period appearing
in the(s0 + i)-bin can be estimated as:

Pu(s0 + i) = h(s0 + i)/
p−1∑

k=0

h(s0 + k), (2)

because it tends to appear in the high peaks and the above formula indeed gives high
values at high peaks. Here,h(k) denotes the value of thek-th bin of the DCT coefficient
histogramh. On the other hand, the possibility of a doctored block which contributes
to that period appearing in the bin(s0 + i) can be estimated as:

Pd(s0 + i) = 1/p, (3)

because its distribution in one period should be random. From the naive Bayesian ap-
proach, if a block contributes to the(s0 + i)-th bin, then the posteriori probability of it
being a doctored block or an undoctored block is:

P (doctored|s0 + i) = Pd/(Pd + Pu), and (4)

P (undoctored|s0 + i) = Pu/(Pd + Pu), (5)

respectively.
In the discussion above, we need to know the periodp in order to computePu or

Pd. It can be estimated as follows. Supposes0 is the index of the bin that has the largest
value. For eachp between 1 andsmax/20, we compute the following quantity:

H(p) =
1

imax − imin + 1

imax∑

i=imin

[h(i · p + s0)]α,

whereimax = b(smax − s0)/pc, imin = d(smin − s0)/pe, smax andsmin are the
maximum and minimum index of the bins in the histogram, respectively, andα is a
parameter (can be simply chosen as 1).H(p) evaluates how well the supposed periodp
gathers the high-valued bins. The periodp is finally estimated as:p = arg max

p
H(p). If

p = 1, then this histogram suggests that the JPEG image is single compressed. There-
fore, it cannot tell whether a block is doctored or not and we should turn to the next
histogram.

If p > 1, then each period of the histogram assigns a probability to every block
that contributes to the bins in that period, using equation (4). And this is done for every
histogram with estimated periodp > 1. Consequently, we obtain a normality map of
blocks of the image under examination, each pixel value of which being the accumu-
lated posterior probabilities.



3.3 Feature Extraction

If the image is doctored, we expect that low normality blocks cluster. Any image seg-
mentation algorithm can be applied to do this task. However, to save computation, we
simply threshold the normality map by choosing a threshold:

Topt = arg max
T

(σ/(σ0 + σ1)) , (6)

where given aT the blocks are classified into to classesC0 andC1, σ0 andσ1 are the
variances of the normalities in each class, respectively, andσ is the squared difference
between the mean normalities of the classes. The formulation of (6) is similar to the
Fisher discriminator in pattern recognition.

With the optimal threshold, we expect that those blocks in classC0 (i.e. those having
normalities belowTopt) are doctored blocks. However, this is still insufficient for confi-
dent decision because any normality map can be segmented in the above manner. How-
ever, based on the segmentation, we can extract four features:Topt, σ, σ0 + σ1, and the
connectivityK0 of C0. Again, there are many methods to define the connectivityK0.
Considering the computation load, we choose to compute the connectivity as follows.
First the normality map is medium filtered. Then for each blocki in C0, find the num-
berei of blocks in classC1 in its 4-neighborhood. ThenK0 =

∑
i

max(ei − 2, 0)/N0,

whereN0 is the number of blocks inC0. As we can see, the more connectedC0 is,
the smallerK0 is. We usemax(ei − 2, 0) instead ofei directly because we also allow
narrowly shapedC0: if ei is used, round shapedC0 will be preferred.

With the four-dimensional feature vector, i.e.Topt, σ, σ0 + σ1, andK0, we can
safely decide whether the image is doctored by feeding the feature vector into a trained
SVM. If the output is positive, thenC0 is decided as the doctored part of the image.

4 Experiments

The training and evaluation of a doctored image detection algorithm is actually quite
embarrassing. If the images are donated by others or downloaded from the web, then we
cannot be completely sure about whether they are doctored or original because usually
we cannot tell them by visual inspection. Even the donator claims that s/he does not
make any change to the image, as long as the image is not produced by him or her,
it is still unsafe. To have a large database, may be the only way is to synthesize by
ourselves, using the images that are also captured by ourselves. However, people may
still challenge us with the diversity of the doctoring techniques and the doctored images.
Therefore, temporarily maybe the best way is to present many detection results that we
are sure about the ground truth.

We synthesized 20 images using the Lazy Snapping tool [11], the Poisson Matting
tool [8], the image completion tool [9], and the image inpainting tool (it is a part of the
image completion tool), and trained an SVM using these images. Then we apply our
algorithm and the SVM to detect the images that are contributed by authors of some
Siggraph papers. As we believe in their claims that they are the owner of the images,
we take their labelling of doctored or undoctored as the ground truth.



Figure 6 shows some examples of successful detection. Given the doctored images
shown in the first column, human inspection may fail. However, our algorithm can
detect the doctored parts almost correctly. In comparison, the normalities of the original
images do not show much variance.

Our algorithm is fast. Analyzing an image of a size500 × 500 only requires about
4 seconds on our Pentium 1.9GHz PC, with unoptimized codes. For comparison, Fig-
ures 7 (a) and (b) show the estimated gammas for each column of Figures 6(i) and (k),
respectively, using the blind gamma estimation algorithm proposed in [14]. Our algo-
rithm only took 4.1 seconds to analyze Figure 6(i) or (k) and gave the correct results,
while the blind gamma estimation algorithm [14] took 610 seconds but the detection
was still erroneous.

5 Discussions and Future Work

With the improvement of image/video editing technologies, realistic images can be
synthesized easily. Such eye-fooling images have caused some problems. Thus it is
necessary to develop technologies that detect or help us detect those doctored images.
Observing that JPEG is the most frequently used image format, especially in digital
cameras, we have proposed an algorithm for doctored JPEG image detection by ana-
lyzing the DQ effects hidden among the histograms of the DCT coefficients. The four
advantages possessed by our algorithm, namely automatic doctored part determination,
resistent to different kinds of forgery techniques in the doctored part, ability to work
without full decompression, and fast detection speed, make our algorithm very attrac-
tive.

However, more investigations are still needed to improve our approach. For exam-
ple, a more accurate definition of (2) should be:

Pu(s0 + i) = n(s0 + i)/
p−1∑

k=0

n(s0 + k).

But we need to knowq1 andq2 in order to computen(k) according to (1). Actuallyq2

can be dumped from the JPEG image. Unfortunately,q1 is lost after the first decompres-
sion and hence has to be estimated. Although Lukas and Fridrich [20] have proposed an
algorithm to estimate the first quantization matrix, the algorithm is too restrictive and
may not be reliable. Hence we are exploring a simple yet practical method to estimate
q1. Moreover, since counter measures can be easily designed to break our detection
(e.g. resizing the doctored JPEG image or compressing the doctored image heavily af-
ter synthesis), we still have to improve our algorithm by finding more robust low-level
cues.

Acknowledgment: The authors would like to thank Dr. Yin Li, Dr. Jian Sun, and Dr.
Lu Yuan for sharing us test images, Mr. Lincan Zou for collecting the training samples,
and Dr. Yuwen He and Dr. Debing Liu for providing us the code to dump the DCT
coefficients and the quantization matrices in the JPEG images.
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Fig. 6. Some detection results of our algorithm. The images are all taken from Siggaph papers.
The first two images are doctored by inpainting. The last two images are doctored by matting. The
left columns are the doctored images. The third column are the original images. The normality
maps and the masks of doctored parts are shown in the middle column. For comparison, the
normality maps of original images are also shown on the right-most column. Visual examination
may fail for these images.
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Fig. 7. The estimated column-wise gammas using the blind gamma estimation algorithm in [14].
(a) and (b) correspond to Figures 6(i) and (k), respectively. The horizontal axis is the column
index and the vertical axis is the gamma value. The gamma is searched from 0.8 to 2.8 with a
step size 0.2. By the methodology in [14], Figure 6(k) is more likely to be classified as doctored
than Figure 6(i) is because the gamma distribution in (b) is more abnormal than that in (a).
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