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GROWTH MANAGEMENT AND HOUSING PRICES:
THE CASE OF PORTLAND, OREGON

JUSTIN PHILLIPS and EBAN GOODSTEIN

Portland, Oregon, is well known for its relatively unique urban growth boundary
(UGB), a very tight form of zoning designed to control sprawl. The UGB has recently
been criticized for raising housing prices. From a theoretical perspective, the UGB will
put upward pressure on land and thus housing prices, but the magnitude of this effect is
uncertain. Increasing density should substitute for higher land prices, partially offsetting
any reduction in the supply of housing. In addition, at any given moment, speculative
factors influence housing price levels in bull markets such as the one Portland has been
experiencing. This article presents an econometric analysis assessing these conflicting
effects. We find the UGB has created upward pressure on housing prices, but the effect
is relatively small in magnitude. (JEL R21, R52)

I. INTRODUCTION

In 1995, the Wall Street Journal ran a front-
page story with the lead: “Portland, Oregon,
Shows Nation’s City Planners How to Guide
Growth.” This article is illustrative of the
universal praise Portland has, until recently,
received as a model of intelligent urban plan-
ning. Much of Portland’s success has been
attributed to the urban growth boundary
(UGB). Instituted in 1979, the UGB draws a
very tight zoning band around the city, reduc-
ing sprawl and promoting high density and
infill development.

However, by 1998, a different spin on the
UGB was appearing in the national and inter-
national media ranging from the Economist
to the Washington Post. The UGB, it was
alleged, was precipitating an affordable hous-
ing crisis in Portland. Articles in the local
daily paper, the Oregonian, also appear to
accept as a fact of life that the UGB is
partially if not largely responsible for the
runup in housing prices (Economist, 1997;
Claiborne, 1997; Nokes, 1997a). And yet,
other cities in the western United States
without UGBs have experienced compara-
ble increases in housing prices. Despite
the recent increase in the Portland area,
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median housing prices are now only about
average for western cities. Do the housing
price increases in Portland reflect the real
supply constraint imposed by the UGB, or
has Portland fallen prey to a more con-
ventional housing market dynamic, powered
by a combination of increased demand and
speculation?

Despite the international interest these
questions have generated, there has been no
serious attempt to assess the impact of the
UGB on Portland housing prices. This article
seeks to fill that gap. Section II presents some
background on the UGB; section III consid-
ers the theoretical impact the UGB should be
expected to have on land and density, and on
housing prices. Section IV estimates a cross-
sectional model of intercity housing prices to
assess the degree to which Portland’s housing
prices are out of line with underlying funda-
mentals. We conclude that the UGB has had
a small, and statistically weak, upward influ-
ence on housing prices.

ABBREVIATIONS

CMSA: Consolidated Metropolitan Statistical
Area

HOI: Housing Opportunity Index
MSA: Metropolitan Statistical Area
NAHB: National Association of Home Builders
PMSA: Primary Metropolitan Statistical Area
UGB: Urban Growth Boundary
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II. THE URBAN GROWTH BOUNDARY

In 1979, the Portland metropolitan region
adopted an urban growth boundary, complying
with an Oregon law mandating the creation of
such boundaries across the state. During that
sameyear, themetropolitanarea took theaddi-
tional step of creating a powerful regional gov-
ernment, Metro, to oversee the UGB and plan
for urban growth. The combination of these
actions made the Portland region the nation’s
largest area within a long-range urban contain-
ment boundary and the only area in theUnited
States with an elected regional government.

Over the past 18 years, Metro has main-
tained the political strength necessary to hold
the size of the urban growth boundary steady.
Despite a sharp rise in population, the total
area of the boundary has expanded by only
5 square miles in the years since its incep-
tion. This is quite a feat when one consid-
ers that the land size of the city of Denver
(which has had a population growth rate sim-
ilar to that of Portland) has increased by 180
square miles in the past 37 years (Katz, 1997,
p. A1).

Furthermore, over the same period, down-
town Portland has been revitalized. The num-
ber of jobs in the central city has doubled
since the 1970s, breathing new life and activ-
ity into areas that were being deserted before
the existence of the UGB (Katz, 1997). Also,
the conversion of high-quality farmland into
urban uses, a major policy concern during
the 1970s, has slowed. Between 1982 and
1987, approximately 22,000 acres of farm-
land were consumed (significantly fewer than
the 30,000 lost in 1973 alone; Nelson, 1992,
pp. 477–478).

However, in more recent years, much of
the positive recognition has turned into crit-
icism. Complaints about land shortages, con-
gested roads, and overcrowding have become
more common. According to data from
the National Association of Home Builders
(NAHB), the median price of a house in the
Portland area rose from $85,000 in 1991 to
$144,000 in 1996, an increase of 69%.1 Dur-
ing that same period, the NAHB Housing
Opportunity Index shows that Portland fell
from being the 79th most affordable housing

1. The data for the median home price in Portland
for 1991 and 1996 were taken from the third quarter of
their respective years.

market in the nation to the 170th.2 Afford-
able housing advocates now claim that the
metropolitan area is in need of approximately
47,000 units of affordable housing (Nokes,
1997c). Furthermore, Metro figures indicate
that 25% of mortgage holders are living in
housing which is considered unaffordable by
federal government standards.3

As it currently stands, the Portland UGB
consists of a 364-square-mile area that
includes 24 cities and the urban portions
of Clackamas, Multnomah, and Washington
counties. (Metro Home Page, 1997). The
UGB is designed to serve as a growth man-
agement tool. The boundary does not intend
to stop or limit growth, but rather aims to
prevent it from encroaching into the coun-
tryside. Stated simply, the UGB manages
growth by drawing a distinct line around
the metropolitan area, separating urbanizable
areas from rural areas. This limits develop-
ment to land that falls within the boundary,
thereby encouraging a more compact use of
land, maximizing the usage of existing facili-
ties and services, and allowing for the preser-
vation of open spaces and farms.

However, Metro does not limit itself to
only directing the location of development.
It engages in a considerable amount of long-
term planning that includes the creation of
population density targets, promoting trans-
portation systems that encourage and provide
for the use of mass transit, and preparing
for future development. Metro is required by
law to keep enough land within the UGB to
accommodate expected development during
a 20-year period of time. This means that the
boundary is not static. Yet, Metro still con-
trols both the timing and location of new land
made available for development. This process
is accomplished through a system of urban
reserves. Metro identifies rural lands adjacent

2. The Housing Opportunity Index measures the
proportion of homes sold in a specific market that a fam-
ily earning the median income can afford to buy. The
HOI monitors home prices in 191 metropolitan areas.

3. Housing is defined as being affordable by the U.S.
Department of Housing and Urban Development when
“[a]ll housing costs (rent or mortgage, utilities, property
taxes, and insurance) do not exceed 30% of total house-
hold income” (Metro, 1997a, p. 5). Also, it should be
noted that in a number of other comparably sized west-
ern cities, including Denver, Seattle, and Phoenix, an
even larger percentage of homeowners are paying more
than the federal affordability standard (Metro, 1997a,
pp. 7–8).
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to the boundary for potential inclusion, and
if there is a need for additional urban land
because of higher than expected population
or employment growth, the Metro Council
can vote to expand the UGB to include some
of these lands (Metro Home Page, 1997).

Metro’s most recent analysis indicated that
there would be a shortage of 29,350 homes
over the next 20 years, given no expansion.
As a result, in late 1997 the body’s governing
council voted to expand the UGB by 4,500
acres. However, because of the relatively
small size of the expansion, homebuilders are
predicting a further upward spiral in hous-
ing prices (Nokes 1997b, p. A1). With this
background, we can now begin to evaluate
the connection between the UGB and hous-
ing prices.

III. THE UGB AND HOUSING MARKETS

Theoretical impacts of the UGB on hous-
ing prices reflect a balance between rising
land prices and increased density. The UGB
will clearly lead to an increase in land prices.
Knapp (1985) found evidence for this effect
soon after the boundary was established, in
data from the early 1980s. More recently, a
Metro study reports that the price per acre
for single-family residential areas declined
from $150,000 per acre near the center of
the UGB to $120,000 per acre at the edge.
Just beyond the UGB the price dropped dra-
matically to $18,000 per acre (Metro, 1997b,
p. 25).

At the same time as land prices rise, a
trend toward increasing density will emerge.
This results from two different forces. First,
higher densities are encouraged and often
required as an integral component of growth
management. Second, as the cost of land
rises, houses tend to be built on smaller
lots. This occurs because builders will use
less land in order to keep the cost of their
houses from rising too high, and homeowners
will be unable to buy as much land as they
would normally like. Thus, from both the pro-
duction and consumption sides, higher land
prices lead to greater density (Mildner et al.,
1996, pp. 1–12).

And indeed, the average lot size of new
residential development has declined in both
Clackamas and Multnomah counties. From
1991 to 1995, the size of the average residen-
tial lot fell by 13.5% in Clackamas County

and by 20% in Multnomah County.4 In addi-
tion, Portland has seen high rates of both
infill development and redevelopment along
with the percentage of new households locat-
ing within the boundary. In the recent past,
29% of residential development came from
infill and redevelopment. This trend is not
isolated to the housing market. For example,
37% of the recent employment development
has come from both infill and redevelop-
ment. Likewise, Metro data indicates that
most new housing growth is occurring within
the boundary (65%). This percentage is much
higher than it was during the 1980s and
seems to indicate that the region is not seeing
leapfrog residential development on a large
scale5 (Metro, 1997b, p. I-3).

The trends toward higher land prices and
increased densities theoretically pull hous-
ing prices in opposite directions. On the one
hand, since land is one of the most signif-
icant inputs for housing, one would expect
housing prices to be positively correlated with
land prices. However, the factor substitution
inherent in increased densities (the substitu-
tion of capital for land) may succeed in miti-
gating any increase in land prices. This occurs
because consumers are generally willing to
pay less for housing as density increases
due to the fact that higher densities usually
mean smaller yards, fewer open spaces, and
less privacy. Thus, it is theoretically possi-
ble for increased land costs to be passed on
to the consumer in the form of increasingly
smaller lot sizes. Because rising land prices
and increasing densities have opposite effects
on housing prices, the impact of Portland’s

4. Lot sizes in Clackamas County fell from 11,102
square feet to 9,602 square feet. During this same period
of time, average lot sizes in Multnomah County fell from
8,823 square feet to 7,030 square feet. The average lot
size in Washington County remained constant at about
9,000 square feet per acre, but the data for this county
are dominated by the unincorporated areas. Addition-
ally, the impact on densities has been felt outside the
UGB. Lot sizes in Clark County, which is not part of the
UGB but is considered part of the Portland metropolitan
area, fell by 18% from 1992 to 1994 (Mildner et al., 1996,
pp. 4.3–5.7). As land and housing prices rise within the
UGB, people have begun to develop outside the bound-
ary through a process referred to as leapfrog develop-
ment. This has raised the prices of land and housing in
these outlying areas, resulting in higher densities, as is
indicated by the Clark County data.

5. Metro asserts that most of the residential devel-
opment not occurring within the UGB is taking place in
Clark County (as was indicated by the data on lot size
for Clark County in the preceding paragraph).
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urban growth boundary on the housing mar-
ket really depends on which of these two
forces is stronger.

Figure 1 shows that housing prices in
Portland were well beneath the national
median price in 1991. However, it also illus-
trates that Portland had already surpassed
the national average by 1994 and that the
disparity between the mean housing price in
Portland and that of the rest of the coun-
try has continued to grow. Housing prices
in the Portland metropolitan area have risen
substantially over the past 6 years. Prices
increased by 69% from 1991 to 1996, a
rate much faster than the national average.
According to the graph, the mean home price
in Portland was approximately $25,000 higher
than the national mean in 1996.

Table 1 below shows similar data for eight
other western cities with populations of over
one million. Specifically, Table 1 shows the
median price of a home in 1991, 1993, and
1996 for each of these cities. It also illustrates
the percentage change in prices that each of
these experienced.

Table 1 shows that, while the price of the
median home in Portland has risen consider-
ably over the past 6 years, Portland’s hous-
ing prices have only more closely aligned
themselves with those in similarly sized
metropolitan areas in the western region of
the United States. In 1991, Portland was tied
with Phoenix, Arizona, and Salt Lake City,
Utah, for the lowest price housing of the
cities listed in the table. However, by 1996
Portland had jumped to the middle of the
pack, but was still below the median price.
During that period of time, Portland had
the second highest percentage increase in
housing prices (more than double the aver-
age of the other cities). Only Salt Lake City
had a larger percentage increase; however,
some of this may be due to the construction
boom associated with the upcoming winter
Olympics.

It is this evidence that has led the media
to conclude that the UGB is responsible
for the dramatic runup in Portland’s hous-
ing prices. However, Salt Lake experienced
similar changes in housing prices, income,
and population as Portland. Yet, Salt Lake
City does not have an UGB. Moreover, while
economic theory indicates very clearly that
both land prices and density levels should
increase as a direct result of the UGB, the

TABLE 1
Median Housing Prices (Western

Metropolitan Areas)

Metropolitan
Area 1991 1993 1996 % Change

San Francisco $275,000 280,000 289,000 5.09%
San Diego 171,000 163,000 165,000 −3.90%
Seattle 135,000 140,000 153,000 14.33%
Salt Lake City 85,000 102,000 146,000 71.76%
Portland 85,000 108,000 144,000 69.41%
Sacramento 145,000 140,000 135,000 −6.90%
Denver 90,000 101,000 130,000 44.44%
Las Vegas 97,000 117,000 123,000 26.80%
Phoenix 85,000 109,000 120,000 41.18%

Source: NAHB Housing Opportunity Index
database.

theoretical relationship between the UGB
and housing prices is more ambiguous. It
could be that more conventional demand
side housing market dynamics explain hous-
ing prices increases in Portland. Since the
early 1990s, the region has enjoyed above
average employment growth, spearheaded by
its emergence as a center for high-tech devel-
opment as well as its status as an excellent
base for conducting international trade with
the Far East (Metro, 1997b, p. RF-5).

Moreover, it is important to note that an
initial increase in housing prices may cre-
ate a “bull market” in which prices rise
rapidly over a prolonged period of time. Case
(1986, 1991) and Case and Shiller (1988,
1989, 1990) studied such housing markets,
including those in Anaheim, San Francisco
and Boston, in which the initial increase may
very well result from the demand-side factors
mentioned above; however, the subsequent
upward movement in prices is primarily
motivated by psychological forces, operating
on top of economic fundamentals. If it is
assumed that housing consumers (who are
also investors) look to observed price move-
ments to form their future expectations of
prices, one can certainly imagine a situation
in which consumers scramble to purchase a
home either because they think that it is a
good time to buy or because they are afraid
of being priced out of the market. This pro-
cess stimulates demand and only serves to
further increase housing prices, creating a
boom in the local housing market.
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FIGURE 1
Housing Prices

Case and Shiller (1988) conclude that
housing booms should be recognized as being
the response of housing consumers to one
another, former changes in prices, or outside
proof of boom markets, in addition to under-
lying economic conditions. They also argue
that there is no single cause for all booms,
but that the trigger is apparently an event
or sequence of events not observed by most
homebuyers, such as a demographic change
or income growth, to which consumers then
respond. All of this suggests an “inefficient”
market for residential real estate in which
consumer speculation—as opposed to real
supply and demand conditions—appears to
play a significant role. It bears mentioning
that in the case of Portland, some of the
consumer speculation may be fueled by the
existence of the UGB in addition to initial
housing price increases.

To summarize, the UGB has clearly
increased land prices and housing density;
however, due to the increased density, it is
not clear that there has been a reduction in
the stock of housing units, and thus upward
pressure on prices from a long run supply

constraint.6 Additional, explanations for the
runup in Portland housing prices include,
first, rapid demand growth reflecting healthy
fundamentals, and second, the development
a speculative bull market on the back of that
initial demand surge. We now attempt to
weigh these explanations.

IV. MODELING INTERCITY HOUSING PRICES

The strategy used in this study to test for
the price effects of the UGB is straightfor-
ward. The approach is to compare Portland’s
housing prices to prices in other major cities
around the country, using regression analysis
to control for other demand and supply side
effects, as well as speculative influences on
price. This allows us to do two things: first,
to evaluate Metro’s claim that the Portland
housing market has merely been catching up
with respect to economic fundamentals; sec-
ond, using a proxy variable in our regres-
sions, to develop a direct estimate of the price
effect of the UGB.

6. Moreover, since the boundary is expandable,
there is no reason to believe, a priori, that a supply short-
age will develop.
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TABLE 2
Variables in the Model

Expected
Variable Sign

PRI Median housing price (1996)
POP Population (1995) +
INC Median income (1996) +
UNR Unemployment rate (1996) −
WTH Climate mildness index +
CCI Construction cost index +
LAN Land availability −
MUN Number of municipalities −
REG Wharton regulatory index +
SPC Percentage change in PRI, 1990–1995 +

There is an extensive literature that esti-
mates cross-sectional models of housing
prices or housing price changes (Ozanne and
Thibodeau, 1983; Segal and Srinivasan, 1985;
Abraham and Hendershott, 1992; Malpezzi,
1996; Potepan, 1996).7 This literature was
surveyed to develop a reduced form price
equation of the form

PRI = f �POP� INC�UNR�CLI�(1)

CCI�LAN�MUN�REG� �P��

where the variables are defined in Table 2.
The dependent variable is simply the mean
housing price; thus, there is no adjustment
for quality. Hedonic measures are not readily
available, and for the purposes of this study,
not really suitable.8

The first four independent variables reflect
the demand side of the market; their
expected relationship with equilibrium hous-
ing prices requires no further explanation.
The next four variables capture supply-side
constraints. Our construction cost data are

7. Peng and Wheaton (1994) look at the impact of
restrictive land policies in Hong Kong; their results indi-
cate that such policies do raise the price of housing.
However, the model also shows that the adjustment in
prices to changes in the supply of land is gradual, unlike
housing price increases observed in Portland.

8. Because land prices have risen as a result of the
UGB, the median Portland house will have a smaller
yard than comparably sized housing in, say, Denver. The
study does not seek to answer questions about a quality-
adjusted housing stock. Instead, the intent is to deter-
mine whether or not the UGB reduces the stock of
Portland-style housing in Portland.

from Boeckh (1996, pp. 4–13) and incorpo-
rate index figures for the cost of constructing
frame residences.

The land availability variable measures the
effect that surrounding bodies of water have
on the supply of developable land avail-
able within or near a metropolitan area. The
index used here was created by Rose (1989).
The values assigned to different metropoli-
tan areas fluctuate between 1 (for Atlanta,
Ga.), which means that the supply of devel-
opable land is in no way limited by bodies of
water, to .470 for Honolulu, indicating that its
urban land supply is 47% of what would be
available in the absence of water restrictions
(Rose, 1989, p. 343).9

The third supply-side variable used in
the model is the number of municipalities
within the metropolitan area. This has been
a traditional proxy for regulatory constraints
in cross-sectional models of housing prices
since it was introduced by Ozanne and Thi-
bodeau (1985) (see also Potepan, 1996). The
assumption here is that a metropolitan area
faces a downward-sloping demand for its
land. Therefore, if the owners of land could
somehow restrict its supply, they would earn
larger profits. Ozanne and Thibodeau further
assumed that in areas with few governments
controlling most of the land, municipali-
ties would perceive the downward-sloping
demand and restrict land development. On
the other hand, in areas with land divided
among many governments, each government
would discern a horizontal demand for land
and therefore would have no incentive to
restrict development. Thus, the fewer the
municipalities, the more restrictions on devel-
opment one might expect.

The final supply-side variable is a city-
specific regulatory variable developed by
Malpezzi (1996), from the Wharton Urban
Decentralization Project. This measure is
based on information regarding development
processes collected in 60 metropolitan areas
via a survey of local planning officials. The
specific components of the Wharton data that
Malpezzi considered when creating his regu-
latory index were the change in approval time
for single-family housing projects between

9. This index takes into consideration only large
bodies of water and not mountains as well. Ideally, a vari-
able that incorporated both of these would be the best
suited for this study.
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1983 and 1988, the estimated time between
application for rezoning and issuance of per-
mit for a residential subdivision, the acreage
of land zoned for single-family and multi-
family housing as compared with demand,
the percentage of zoning changes approved,
and the Wharton scale for adequate infra-
structure. To arrive at the final values for his
index, Malpezzi added the unweighted values
of each of these five components.

While this variable is the best measure-
ment of metropolitan area growth regula-
tion that we have been able to find, it is
not without its problems. First of all, this
index was created in 1990, six years before
the time period this study is focusing on. It
is certainly possible that growth regulations
have change since the creation of the index.
However, in relative terms growth restrictions
have likely remained the same for most cities,
with one important exception. The hypothesis
that the UGB has raised Portland’s housing
prices dramatically in the last 5 years implies,
of course, that Portland’s regulatory barriers
to development have intensified significantly
over the period. We will exploit this conjec-
ture in our estimation below.

The final explanatory variable attempts to
capture speculative effects—controlling for
economic fundamentals on the demand and
supply side, one would expect markets where
there has been a significant runup in price
over the last five years to have higher hous-
ing price levels.10

This variable unfortunately suffers from a
possible omitted variable bias: rapid increases
in price will be due only in part to specula-
tion; they will also reflect in part tight supply
and demand conditions. To the extent that
this model fails to capture some of the impor-
tant supply and demand elements determin-
ing price, the estimated coefficient on the
speculative variable will be biased upward.

10. The model was also run with a dummy for west-
ern cities and, in one specification, a dummy for non-
California western cities. The logic in the latter case
was this: during the early 1990s, the folk lore was that
out-migration from recession-wracked California, where
housing prices nevertheless remained well above regional
averages, was driving up prices throughout the West.
Both variables were generally significant, and both spec-
ifications led to small improvements in the overall fit for
the model, but had little impact on the Wharton regula-
tory variable. In both cases, the inclusion of the western
dummies not surprisingly reduced the explanatory power
of the speculative change in price variable.

For example, suppose that in addition to the
factors listed in Table 2, housing prices were
also significantly determined by crime rates;
suppose also that between 1990 and 1995
crime rates dropped in half the cities—where
housing prices rose—and increased in the
other half—where housing price dropped. In
that case, the model would attribute higher
housing prices in the first set of markets to
speculation, when in fact they were due to
lower crime rates. (For median housing data,
it turns out, changes in citywide crime rates
are not good predictors of changes in hous-
ing prices.)

While this is a significant possibility, this
bias is likely to be small and will not in any
case affect our major conclusions. The bias is
likely to be small because the model includes
most of the major supply and demand factors
identified in the cross-sectional literature in
their price equation, and because both Case
and Shiller (1989) and Abraham and Hender-
shott (1992) find that a substantial portion of
the year to year to change in housing prices
can be explained by speculative motives.

V. ESTIMATION AND RESULTS

Equation 1 is estimated in a linear form
using data from 37 cities. One adjustment
was made to the data, to reflect the pur-
ported tightening of the UGB constraint. In
Malpezzi’s (1996) 1990 Wharton data set,
Portland carries a value of 19, close to the
median. We chose to stack the deck in favor
of a UGB effect by assuming that by 1996
the UGB had become such a strong check
on development that Portland now ranked
as the most regulated city in the country—
ahead of Honolulu and San Francisco—with
a Wharton index ranking of 30.11 The results
of the ordinary least squares estimation are
reported in Table 3.

Given concerns about the possible endoge-
niety of the speculation variable, the regres-
sion was run both excluding and including
it. In both cases all the variables have the
expected signs, and in both cases median
income levels, the climate mildness index,

11. Note that under the maintained hypothesis—tight
regulation in Portland in 1996—it would be incorrect to
estimate the 1996 housing equation using Portland’s 1990
value for the Wharton index. In fact, doing so would bias
the estimate on the Wharton coefficient.
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TABLE 3
Regression Results

Coefficient Estimate Coefficient Estimate
Variable (Standard Error) (Standard Error)

POP .00087 .00061
(.00234) (.00212)

INC 2�9∗ 3�0∗
(0.7) (0.7)

UNR −5836�4∗∗ −3153�4
(3425.0) (3279.0)

CLI 690�2∗ 740�4∗
(175) (160.3)

CCI 34�8∗ 41�1∗
(15.24) (14.1)

LAN −26137 −22612
(26250) (23910)

MUN 37.4 31.6
(60.1) (54.7)

REG 1955�0∗∗ 1386.2
(1119) (1040)

�P — 417�0∗
(159.2)

Constant −106930 −135290
Adj R2 .82 .85
N 37 37

*Significant at the 1% level.
**Significant at the 10% level.

and the construction cost index are highly
significant.12

With the change in price variable omit-
ted, the unemployment rate and the Wharton
index also register significant at the 10% level.
The addition of the speculative price change
variable both reduces the magnitude of the
affects of these latter two variables some-
what, and increases their standard errors—
indicating a not surprising multicollinearity.
However, the model remains fairly stable, and
thus the independent effects of the unemploy-
ment rate and the Wharton index, while no
longer quite statistically significant, still man-
age to peek through. Finally, the adjusted R2

values indicate a good fit.
Based on these coefficient estimates, the

predicted prices for a house in Portland
in 1996 were, respectively, $145,927 and
$163,179. The actual price in Portland was
$144,000. Thus, if one ignores the impact

12. The failure of the topographical constraints vari-
able to register significant may be explained by a lack of
variation in our data; with the exceptions of Honolulu,
Chicago, and San Francisco, the metropolitan areas in
the study experienced few water limitations to expansion.

of speculation in Portland’s housing market
over the last five years, the economic funda-
mentals (with the assumption of a strongly
binding UGB) imply a price close to the
current market value. However, if one adds
to the basic demand and supply picture—as
independent data—the history of rapid price
increases, Portland’s current price is $20,000
under the price comparable cities around the
country are supporting. This $20,000 price
difference is not statistically significant, how-
ever. Our conclusion from this analysis is that
the Portland housing market has indeed been
realigning itself with housing prices of simi-
larly sized western cities, but is now close to
achieving an equilibrium.

How much of a premium has the UGB
added to the median housing price in
Portland? Recall that we arbitrarily set the
Portland Wharton index value at the max-
imum possible value of 30. If we roll that
back to Portland’s actual 1990 Wharton value
of 19,13 the point estimates from the two
regression equations suggest that housing
prices would fall by, respectively, $21,503, or
$15,246 with the speculative impacts figured
in (see Table 4). Again, however, these differ-
ences in predicted price are not statistically
significant.14

In addition, it is critical to recognize that
these are worst-case scenarios. It is difficult
to imagine that the UGB has made Portland
a more regulated city than San Francisco
or Honolulu, both of which have historically
been considered to have very strict growth
policies. Ultimately, we interpret the results
as providing weak evidence that the UGB has
probably increased median housing prices;
the most likely interpretation is that the price
increase is less than $10,000.

VI. CONCLUSION

Portland, Oregon, is viewed as an inter-
national leader in growth management policy.
This article has provided a first rigorous
look at a topic that has been debated inter-
nationally: is Portland’s UGB responsible

13. The policy exercise conducted here is thus to ask,
what does the model estimate would happen if one were
to roll back Portland’s supply-side constraint to the 1990
level?

14. The increased restrictiveness of the boundary
could simply be the result of pressures created by popu-
lation and income growth combined with a constant land
supply.
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TABLE 4
Predicted Portland Housing Prices

Predicted Predicted Change in
Model Actual Price Price (REG = 30) Price (REG = 19) Predicted Price

�P $144,000 $145,927 $124,413 $21,504
Omitted

�P $144,000 $163,179 $147,933 $15,246
Included

for an affordability crisis in that city? The
answer is, probably not. While the UGB has
likely imposed upward pressure on prices, the
results indicate that the effect has been fairly
modest. The large price increases Portland
has experienced over the past 7 years most
likely reflect the conventional housing mar-
ket dynamic identified by Case and Shiller—a
speculative bull market riding on the back of
an initial demand surge. It is of course possi-
ble, in addition, that popular perceptions of a
UGB-induced land shortage have helped fuel
such a speculative wave.

APPENDIX

The standard deviation, variance, and minimum and
maximum values for each variable are listed in Table 5.

Data for 37 metropolitan areas were gathered. Each
area was measured as either a metropolitan statistical
area (MSA)15 or a primary metropolitan statistical area
(PMSA), depending upon how it is defined by the U.S.
Census Bureau. However, the method of measurement
for each metropolitan area was kept consistent across
all the variables. In other words, if the Census Bureau
defines New York City as a PMSA, all of the New York
City data used in this study will reflect this definition.

We considered measuring some of the metropolitan
areas (those the Census Bureau regarded as PMSAs)
as consolidated metropolitan statistical areas (CMSAs).
The difference between these two forms of measure-
ment is that a PMSA is essentially a separate component
area within a CMSA that meets certain statistical crite-
ria established by the U.S. Census Bureau. The bureau
opted against the use of CMSAs because of the belief
that the component areas may often constitute sepa-
rate housing markets. For example, the Portland CMSA
includes Salem. However, the housing markets in these
two cities are separated by miles of protected farmland,
and both markets fall under very different regulatory
frameworks. Additionally, data limitations made the use
of PMSAs necessary.

The time period chosen for this model was 1996. The
reason that this year was chosen over any number of

15. A metropolitan statistical area consists of one city
with 50,000 or more inhabitants or a Census Bureau-
defined urbanized area (of at least 50,000 inhabitants)
and a total metropolitan population of at least 100,000
(75,000 in New England; Census Bureau web page).

other possibilities is because it was the most recent year
for which a complete data set was available. By choosing
1996, one captures as much of Portland’s recent rise in
housing prices as possible.

For the dependent variable, the model uses the
median home price in each metropolitan area. The
data for this variable come from the National Associ-
ation of Homebuilders (NAHB) Housing Opportunity
Index (HOI) database. The HOI database calculates the
median home price by collecting a representative sample
of all home sales in the metropolitan area, including those
of new homes. The home price for each MSA or PMSA
was taken from the third quarter of 1996. However,
the housing data for Hartford, Connecticut, Providence,
Rhode Island, and Phoenix, Arizona, were not available
for the third quarter due to data collection problems. As a
result, the observations for Hartford and Providence were
taken from first quarter of 1996 while the median hous-
ing price for Phoenix was taken from the second quarter.

Like the data for the dependent variable, the 1996
income statistics came from the NAHB’s HOI database
and reflect the median level across the metropoli-
tan area.

The final three demand-side variables are the total
population, the metropolitan area unemployment rate,
and the climate. For the population variable, data came
from the U.S. Census Bureau’s web page. The obser-
vations we used reflect the total population of the
metropolitan area as of July 1, 1996. The unemployment
data are from the Bureau of Labor Statistics’ web page.
It is the nonseasonably adjusted unemployment rate as
measured in July of 1996. Finally, the data for the cli-
mate variable are from the Places Rated Almanac (1997,
pp. 179–181). This almanac scores the weather condi-
tions of each metropolitan area based upon mildness,
brightness, and stability and generates from this a climate
mildness index. The scores ranged from a high of 98.12
(San Francisco, CA) to a low of 5.84 (Grand Forks, ND).
Obviously, the higher the value of the index, the more
“ideal” the climate.

The first of the supply-side variables used is the
nonhousing construction cost index. The data for this
variable are from Boeckh (1996, pp. 4–13). For each
metropolitan area, Boeckh measures 115 different labor,
material, insurance, and tax costs to compile a number
of residential and commercial construction cost indices.
The model used here incorporates the index figures for
the cost of constructing frame residences.

The three other supply-side explanatory variables look
at controls imposed upon development. The topographi-
cal constraints variable measures the effect that surround-
ing bodies of water have on the supply of developable land
available within or near a metropolitan area. The index
used here was created byRose (1989). The values assigned
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TABLE 5
Summary Statistics

Variable Mean Standard Deviation Variance Minimum Maximum

Median housing price $123,970 41,480 1.72E + 09 $78,000 $289,000
Total population 2.61E + 06 2.02E + 06 4.09E + 12 8.72E + 05 9.13E + 06
Median income $47,003 5,963.30 3.56E +07 $35,500 $61,300
Construction cost index 1,844 415.35 172,510 1,345 3,220
Unemployment rate 4.94% 1.5 2.269 3 9.2
Climate mildness index 54.041 25.735 662.3 10.76 98.12
Topographical constraints 0.869 0.1528 0.0233 0.47 1
Wharton regulatory index 20.78 4.184 17.508 13 30
Number of municipalities 76.73 70.503 4,970.70 1 294
Percentage change in housing prices 17.22% 20.604 424.54 −16�22% 71.21%

to different metropolitan areas fluctuate between 1 (for
Atlanta, GA), which means that the supply of developable
land is in no way limited by bodies of water, to .470 for
Honolulu, indicating that its urban land supply is 47% of
whatwould be available in the absenceofwater restrictions
(Rose, 1989, p. 343).

The second of the supply-side restraint variables is the
city-specific regulatory variable developed by Malpezzi
(1996), as reported above. In constructing this index,
Malfpezzi used data from the Wharton Urban Decen-
tralization Project carried out by Peter Linneman, which
collected information regarding development processes
in 60 metropolitan areas by surveying local planning offi-
cials. The specific components of the Wharton data that
Malpezzi considered when creating his regulatory index
were the change in approval time for single-family hous-
ing projects between 1983 and 1988, the estimated time
between application for rezoning and issuance of per-
mit for a residential subdivision, the acreage of land
zoned for single-family and multifamily housing as com-
pared with demand, the percentage of zoning changes
approved, and the Wharton scale for adequate infras-
tructure. To arrive at the final values for his index,
Malpezzi added the unweighted values of each of these
five components. (p. 222). The last supply-side variable
used in the model is the number of municipalities within
the metropolitan area. The necessary data was compiled
from the U.S. Census Bureau (1994, vol. 1, table 28) and
totaled the number of municipalities (excluding town-
ships) in each county of the MSAs and PMSAs used in
the sample.

For our final variable, the change in housing prices,
we computed the percentage growth in the median value
from the third quarter of 1991 to the third quarter of
1996, using the NAHB HOI database.16 Five years was
selected as a suitable indicator of whether or not the
metropolitan area was experiencing the kind of sustained
“bull markets” identified by Case and Shiller (1989). It
seems unlikely that a variable which looked at only 1 or 2

16. Both the observation of median housing prices
for 1991 and 1996 for Hartford, Connecticut, and
Providence, Rhode Island, were taken from first quar-
ter instead of the third. The median housing price for
Phoenix, Arizona, was taken from the second quarter of
both years.

years would be a significant indicator of an overshooting
housing market.

REFERENCES

Abraham, Jesse M., and Patric H. Hendershott, “Pat-
terns and Determinants of Metropolitan House
Prices, 1977 to 1991, ”Real Estate and the Credit
Crunch, Federal Reserve Bank of Boston, Melvin
Village, NH, 1992.

Boeckh, E. H., Boeckh Building Cost Index Numbers,
July–August 1996, Thompson Publishing Group,
New Berlin, WI, 1996.

Bureau of Labor Statistics, “State and Metropolitan
Area Employment and Unemployment: August,
1997,” ftp://stats.bls.gov/pub/news.release/laus.txt,
November 20, 1997.

Case, Karl E., “The Market for Single-Family Homes in
the Boston Area,” New England Economic Review,
May/June 1986, 38–48.

Case, Karl E., “The Real Estate Cycle and the Econ-
omy: Consequences of the Massachusetts Boom of
1984–87,” New England Economic Review, Septem-
ber/October 1991, 37–46.

Case, Karl E., and Robert J. Shiller, “The Behav-
ior of Home Buyers in Boom and Post-Boom
Markets,” New England Economic Review, Novem-
ber/December 1988, 29–46.

Case, Karl E., and Robert J. Shiller, “The Efficiency of
the Market for the Single-Family Homes,” American
Economic Review, 79:3, 1989, 125–137.

Case, Karl E., and Robert J. Shiller, “Forecasting
Prices and Excess Returns in the Housing Market,”
AREUEA Journal, 18:3, 1990, 253–273.

Claiborne, William, “Crack’s in Portland’s ‘Great Wall,’ ”
Washington Post, September 29, 1997, A1:1.

Economist, “City Planning: Paradise Dimmed,” August
9, 1997.

Katz, Alan, “Developing the Future,” Denver Post,
February 10, 1997, A1.

Knapp, Gerrit J., “The Price Effects of Urban Growth
Boundaries in Metropolitan Portland, Oregon,”
Land Economics, 61:1, 1985, 26–35.



344 CONTEMPORARY ECONOMIC POLICY

Malpezzi, Stephen, “Housing Prices, Externalities, and
Regulations in U.S. Metropolitan Areas,” Journal of
Housing Research, 7:2, 1996, 209–241.

Metro, Evaluation of No-Growth and Slow-Growth Poli-
cies for the Portland Region, ECO Northwest,
Eugene, OR, 1994.

Metro Growth Management Services Department, Hous-
ing Needs Analysis, Metro Regional Government,
Portland, OR, 1997a.

Metro Growth Management Services Department,
Urban Growth Report, Metro Regional Government,
Portland, OR, 1997b.

Metro Home Page, www.metro.dst.or.us, 1997.
Mildner, Gerald C. S., Kenneth H. Deuker, and Anthony

M. Rufolo, Impact of the Urban Growth Boundary on
Metropolitan Housing Markets, Portland State Uni-
versity Center for Urban Studies, 1996.

Mills, Edwin S., and Bruce W. Hamilton, Urban Eco-
nomics, HarperCollins College Publishers, New
York, NY, 1994.

Nelson, Arthur C., “Preserving Prime Farmland in the
Face of Urbanization: Lessons from Oregon,” Jour-
nal of the American Planning Association, 4:58, 1992,
467–483.

Nokes, R. Gregory, “Too Trendy for Its Own Good,”
Oregonian, September 13, 1997a, D1.

Nokes, R. Gregory, “Metro OKs Modest Expansion,”
Oregonian, October 24, 1997b, A1.

Nokes, R. Gregory, “Affordable Housing Subdivides
Metro Area,” Oregonian, December 28, 1997c, B2.

Ozanne, Larry, and Thomas Thibodeau, “Explaining
Metropolitan Housing Price Differences,” Journal of
Urban Economics, 13:1, 1983, 51–66.

Peek, Joe, and James A. Wilcox, “The Measurement
and Determinants of Single-Family House Prices,”
AREUEA Journal, 19:3, 1991, 353–382.

Peng, Ruijue, and William C. Wheaton, “Effects of
Restrictive Land Supply on Housing in Hong Kong:
An Econometric Analysis,” Journal of Housing
Research, 5:2, 1994, 263–290.

Potepan, Michael J., “Explaining Intermetropolitan Vari-
ation in Housing Prices, Rents and Land Prices,”
Real Estate Economics, 24:2, 1996, 219–245.

Rose, Louis A., “Topographical Constraints and Urban
Land Supply Indexes,” Journal of Urban Economics,
236, 1989, 335–347.

Savageau, David, and Loftus, Geoffrey Loftus, Places
Rated Almanac, Macmillan, New York, NY, 1997.

Segal, David, and Srinivasan, Phillip, “The Impact of
Suburban Growth Restrictions on U.S. Housing
Price Inflation, 1975–1978,” Urban Geography, 6:1,
1985, 14–26.

U.S.CensusBureau,DepartmentofCommerce,1992Cen-
sus of Government: Government Organization, U.S.
Government Printing Office,Washington, DC, 1994.

U.S. Census Bureau, Population Division, U.S. Census
Bureau Web Page, http://www.census.gov/popula-
tion/ censusdata/90den ma.txt, December 29, 1997a.

U.S. Census Bureau, Population Division, U.S. Census
Bureau Web Page, http://www.census.gov/popula-
tion/estimates/metro-city/ma96-07.txt, December 29,
1997b.

U.S. Census Bureau, Population Division, U.S. Census
Bureau Web Page, http://www.census.gov/popula-
tion/ estimates/metro-city/metal95.txt, November 20,
1997c.


