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We compare two approaches for estimating state-level public opinion: disaggregation by state of national surveys and
a simulation approach using multilevel modeling of individual opinion and poststratification by population share. We
present the first systematic assessment of the predictive accuracy of each and give practical advice about when and how
each method should be used. To do so, we use an original data set of over 100 surveys on gay rights issues as well as 1988
presidential election data. Under optimal conditions, both methods work well, but multilevel modeling performs better
generally. Compared to baseline opinion measures, it yields smaller errors, higher correlations, and more reliable estimates.
Multilevel modeling is clearly superior when samples are smaller—indeed, one can accurately estimate state opinion using
only a single large national survey. This greatly expands the scope of issues for which researchers can study subnational

opinion directly or as an influence on policymaking.

emocratic theory suggests that the varying at-

titudes and policy preference of citizens across

states should play a large role in shaping both
electoral outcomes and policymaking. Accurate measure-
ments of state-level opinion are therefore needed to study
a wide range of related political issues, issues at the heart
of political science such as representation and policy re-
sponsiveness.

Unfortunately, measuring state opinion is not easy.
Despite the proliferation of public opinion polls, state-
level surveys are still quite rare. Finding comparable sur-
veys across all (or even many) states is nearly impossible.
And, while most national poll data include the home state
of the respondents, there are almost always too few re-
spondents within each state to be considered an adequate
sample.

In response to these problems, scholars have devised
sophisticated techniques for coping with sparse data,
techniques which allow them to use national surveys to
generate estimates of state-level opinion. The two main

methods are disaggregation and simulation. However, each
method raises some concerns—and important questions
remain as to which method should be used, when, and
how.

The currently dominant method is disaggregation,
developed and popularized by Erikson, Wright, and
Mclver (1993). This method pools large numbers of na-
tional surveys and then disaggregates the data so as to
calculate opinion percentages by state. Erikson, Wright,
and Mclver’s work grew, in part, out of a critique of earlier
methods that simulated state-level public opinion using
only demographic data.! Erikson, Wright, and Mclver
showed that states vary even after controlling for demo-
graphics and that the difference between state effects is
often the same magnitude as the effect of shifting demo-
graphic categories (1993, 53). In short, we should not
ignore geography.

Disaggregation is easily implemented, in that it skips
any analysis of demographic correlations. It does, how-
ever, have its own drawbacks. Typically, surveys over many
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years, say 10 to 25, must be pooled to guarantee sufficient
samples within states (e.g., Brace et al. 2002; Gibson 1992;
Norrander 2001).? This blocks any inquiry into temporal
dynamics. And, if such dynamics exist, they would call
into question how well the estimates reflect current opin-
ion. There are also sampling issues, such as clustering,
that undermine sample randomness within states.

As an alternative, recent work by Park, Gelman, and
Bafumi (2006) presents a new version of simulating state
opinion, based on multilevel regression and poststrati-
fication (MRP).? This has the potential to combine the
best features of both disaggregation and simulation tech-
niques. It revives the old simulation method, incorpo-
rating demographic information to improve state esti-
mation, while allowing for nondemographic differences
between states. That is, opinion is modeled as a func-
tion of both demographics and state-specific effects. The
estimation of these effects is improved by using a mul-
tilevel model and partially pooling data across states (to
an extent warranted by the data). Predictions are made
for each demographic-geographic respondent type, and
these predictions are then poststratified (weighted) by
population data. The drawback here is the need for de-
tailed demographic data on respondents and states, along
with greater methodological complexity.*

Is it worth it? Are the estimates from MRP as good
as those from disaggregation? Under what conditions, if
any, can they match or improve upon the estimates from
disaggregation, and by how much? Which method should
scholars adopt?

This study presents the first systematic comparison
between the predictive accuracy of disaggregation and
that of MRP. We explore sample size, model complexity,
and the balance between demographic and geographic
predictors. We use our findings to address questions cru-
cial to the applied researcher: How many national surveys
does one need to do MRP? How complicated or accurate

2For any national survey sample size (say, 1,000 respondents), ap-
proximately eight such national surveys must be pooled to obtain
the same targeted number of respondents in California (the largest
state), given its population share of 12.5%; South Carolina (the
median state) requires 70 surveys; Wyoming (the smallest state)
requires 571 surveys.

3For substantive applications, see Lax and Phillips (2008) and
Kastellec, Lax, and Phillips (2008).

“The MRP method is more complicated than simple small area
estimation that does not poststratify (such as in the large applied
literature on small area estimation in public health surveys; see, e.g.,
Fayand Herriot 1979), butless complicated than various techniques
used in truly thorny problems such as census adjustment. Another
approach might be to combine survey weighting with multilevel
modeling; while this is not currently possible, it might offer some
advantages in the future (see Gelman 2007).
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a demographic typology is necessary? How important
is the incorporation of demographic versus geographic
predictors?

We attack these questions as follows. As we explain
in the next section, we start with a large set of national
surveys, a random sample of which is used to calculate a
baseline measure of “true” opinion. We then use samples
of the remaining respondents to assess how well each
method does in matching the baseline measure.” The
third section shows that, with very large samples, both
methods work well, but multilevel modeling performs
better generally. MRP yields smaller errors, higher cor-
relations, and more reliable estimates—even though we
use disaggregation (on the baseline sample) to establish
“true” opinion. MRP is clearly superior when samples are
smaller and even works well on samples the size of a single
large national poll. The fourth section considers varying
individual response models and how large a role demo-
graphic and geographic predictors play in successful state
estimates.

In the fifth section, we further explore the possibility
of using single national polls to generate MRP estimates.
We first establish the face validity of the estimates and then
check external validity by using MRP estimates to predict
actual state polls, which serve as a second measure of
“true” state opinion. We find that estimates from a single
national poll correlate strongly to the actual state polls.

To confirm that our findings are not artifacts of the
particular surveys used, we replicate the findings above
using survey responses on other gay rights issues and
survey data from the 1988 presidential election (the sixth
section). Results are highly similar.

We then conclude, offering advice as to when and
how to use each method, and drawing out the implica-
tions of our findings for the study of subnational opin-
ion and policy responsiveness. Our results provide new
and useful guidance to scholars in assessing the trade-offs
between estimation methods and determining whether
MRP is worth the implementation costs. Most impor-
tantly, we show that (1) MRP should be employed when
data samples are small to medium size; (2) for very large
samples, the gains from MRP are less likely to be worth its
implementation costs; (3) relatively simple demographic
typologies can suffice for MRP, but additional demo-
graphic information improves estimation; and (4) MRP
can be used successfully even on small samples, such as
individual national polls.

>This approach is similar to cross-validation of reliability across
samples.
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Estimating Opinion
Disaggregation Overview

The most commonly used method for estimating state-
level opinion is disaggregation. The main advantage rel-
ative to MRP is its simplicity. After combining a set of
national polls, one calculates the opinion percentages
disaggregated by state. The only necessary data are the
respondent’s answer and state of residence. No further
statistical analysis is necessary.

There are potential problems, however. The prin-
ciple disadvantage, as noted above, is that it requires a
large number of national surveys to create a sufficient
sample size within each state (see, e.g., Brace et al. 2002;
Gibson 1992; Miller and Stokes 1963; Norrander 2001).
And smaller states (e.g., Rhode Island) or those seldom
surveyed (e.g., Alaska and Hawaii) must sometimes be
dropped entirely.

Where many contemporaneous surveys are available,
it may not be particularly problematic to combine them.
Usually, however, one must collect surveys over a long
time window to achieve sufficient state sample sizes. (For
example, Erikson, Wright, and Mclver 1993 combine
12 years and Brace et al. 2002 combine 25 years.) Survey
pooling would then be most appropriate where opinion is
stable. If opinion is not stable over time, then this method
will be less accurate as to opinion at any particular point
in time. Furthermore, disaggregation obscures any such
dynamics over time within states. For those survey ques-
tions that are asked less frequently, or for newer issues, it
simply may not be possible to collect a sufficient number
of compatible surveys.

Additionally, national surveys, while representative at
that level, are often flawed in terms of representativeness
or geographic coverage at the state level, due to cluster-
ing and other survey techniques utilized by polling firms
(Norrander 2007, 154).

MRP Overview

One alternative estimation strategy is the simulation of
state opinion using national surveys, a method which
has a long history (e.g., Pool, Abelson, and Popkin 1965;
and, for critiques, see Erikson, Wright, and Mclver 1993;
Seidman 1975; and Weber et al. 1972). The current imple-
mentation of such simulation has certain advantages over
earlier efforts. For example, some older applications used
only demographic correlations. That is, respondents were
generally modeled as differing in their demographic but
not their geographic characteristics, so the prediction for
any demographic type was unvaried by state. In contrast,
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MRP takes into account geography as well, incorporating
the criticism that people differ in their opinions even after
controlling for the standard demographic typologies. In
short, place matters and the updated simulation method
allows it to.

MRP is also far more sophisticated in the way it mod-
els individual survey responses, using Bayesian statis-
tics and multilevel modeling (Gelman and Little 1997;
Park, Gelman, and Bafumi 2006). It improves upon the
estimation of the effects of individual- and state-level
predictors by employing recent advances in multilevel
modeling, a generalization of linear and generalized lin-
ear modeling, in which relationships between grouped
variables are themselves modeled and estimated. This
partially pools information about respondents across
states to learn about what drives individual responses.®
Whereas the disaggregation method copes with insuffi-
cient samples within states by combining many surveys,
MRP compensates for small within-state samples by using
demographic and geographic correlations.

Specifically, individual survey responses are modeled
as a function of demographic and geographic predictors,
partially pooling respondents across states to an extent
determined by the data. (We elaborate on this shortly.)
Unlike the earlier simulation method, the location of the
respondents is used to estimate state-level effects on re-
sponses. These state-level effects can be modeled using
additional state-level predictors such as region or state-
level (aggregate) demographics (e.g., those not available
at the individual level). In this way, all individuals in the
survey, no matter their location, yield information about
demographic patterns which can be applied to all state
estimates, and those residents from a particular state or
region yield further information as to how much predic-
tions within that state or region vary from others after
controlling for demographics. The final step is poststrat-
ification, in which the estimates for each demographic-
geographic respondent type are weighted (poststratified)
by the percentages of each type in the actual state popu-
lations.

The multilevel model allows us to use many more
respondent types than would classical methods. This im-
proves accuracy by incorporating more detailed popula-
tion information. Earlier simulation methods, rather than
using poststratification by full respondent type, would
poststratify on the margins (“raking,” e.g., Deville, Sarn-
dal, and Sautory 1993). Another advantage of MRP is that
poststratification can correct for clustering and other sta-
tistical issues that may bias estimates obtained via survey

®Disaggregation does not pool information across states (only
across surveys within states).
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pooling. That is, poststratification can correct for differ-
ences between samples and population.” A final benefit of
MRP is that modeling individual responses is itself sub-
stantively interesting, in that one can study the relation-
ship between demographics and opinion and inquire as
to what drives differences between states—demographic
composition or residual cultural differences.®

Obviously, this method and similar methods are sta-
tistically more complex, as compared to disaggregation.
For some scholars, these methods will require learning
new statistical techniques’ and obtaining additional data.
One needs demographic information on individual sur-
vey respondents, along with census data to poststratify the
demographic-geographic types. That is, consider post-
stratification by sex, race, and education in, say, Nevada.
MRP requires knowing not just the percentage of women
and the percentage of Hispanics and the percentage of
college graduates, but rather the share of Nevada’s pop-
ulation that consists of female Hispanic college gradu-
ates. The problem is that not all cross-tabulations are
available, particularly for smaller geographic units (say,
congressional districts). This could limit the number of
subtypes, though we show below that simpler typologies
can suffice.!® Of course, some of the start-up costs—in
particular, learning the new method and setting up the
census cross-tabulations—need only be paid once.

Data

To evaluate the two methods, we first use a set of 26 na-
tional polls from 1996 through 2005 that ask respondents
about their support for same-sex marriage. The polls are
random national samples conducted by Gallup, Pew, ABC
News, CBS News, AP, Kaiser, and Newsweek (the list of
specific polls is available upon request). We then recode

"NES and other studies are generally not set up to sample within
states representatively. In-person surveys tend to have this prob-
lem, although telephone surveys are usually adequate by state, un-
less clustering is used. In terms of survey nonresponse, if we get a
biased sample of respondent types, poststratification will correct
for it (whereas disaggregation will not, of course); if we get a bi-
ased sample within a respondent type, that will affect both sets of
estimates, but the MRP estimates might suffer less due to partial
pooling.

8 Also, opinion dynamics are not “squashed” by the MRP method,
as they are in the disaggregation method. More than that, one can
actually model opinion dynamics, by controlling for poll differences
in the response model, or by running a model for each poll.

Gelman and Hill (2007) provide code for various packages.

1%0One approach is to try the analysis using various available com-
binations of cross-tabulated frequencies and averaging over the es-
timates produced (see the analysis for school districts in Berkman
and Plutzer 2005).
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as necessary to combine these polls into a single inter-
nally consistent data set.!! For each respondent, we have
sex (male or female), race (black, Hispanic, or white and
other), one of four age categories (18-29, 30-44, 45—
64, and 65+), and one of four education categories (less
than a high school education, high school graduate, some
college, and college graduate). Race and gender are com-
bined to form six possible categories (from male-white to
female-Hispanic). Finally, each respondent’s state and re-
gion isindicated (Washington, DC, isincluded as a “state”
and its own region, along with Northeast, Midwest, South,
and West). For each state, we have the percent of evangel-
ical Protestants and Mormons (American Religion Data
Archive 1990).

Responses are coded 1 for support of same-sex mar-
riage and 0 otherwise (“no,” “don’t know,” or “refused”).
This captures positive support among all respondents,
not simply those expressing an opinion. (Coding refusals
as missing does not change our results. There are slight
variations across polls in question wording and ordering,
though each polling firm tends to use the same wording
over time.)

While many survey questions could yield useful data
for assessing the relative merits of disaggregation and
MRP, same-sex marriage has certain advantages. First, the
state estimations are themselves of substantive interest to
scholars, policy makers, and pundits alike, and this is a
policy thatisin large part set at the state level. There is also
substantial opinion variation across states, which avoids
biasing results towards MRP, which partially pools across
states (the greater the opinion differences between resi-
dents of different states, the less useful, say, Ohio respon-
dents are for understanding Texas respondents). Next,
there is a sufficient number of national polls concerning
same-sex marriage so as to make disaggregation plausi-
ble and so that survey size issues can be studied. Finally,
there are also enough state polls to enable meaningful
comparisons to the estimates using MRP.

Modeling Individual Responses

MRP begins by modeling individual responses, so as
to create predictions for each respondent type. We use
a multilevel logistic regression model, estimated us-
ing the LMER function (“linear mixed effects in R”;
Bates 2005).!? Rather than using “unmodeled” or “fixed”

To the best of our knowledge, we included all available surveys
from reputable sources that have the necessary demographic and
geographic information.

12We used R version 2.6.2 and Ime4 version 0.99875-9. Code avail-
able upon request.
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effects, the model uses “random” or “modeled” effects, at
least for some predictors (see Gelman and Hill 2007, 244—
48). That is, we assume that the effects within a grouping
of variables are related to each other by their hierarchical
or grouping structure. For example, we model the effects
of the four educational levels as drawn from some com-
mon distribution. The state effects are drawn from a com-
mon distribution, controlling for percent Evangelical/
Mormon and region, and these regional effects are in
turn drawn from their own common distribution.

For data with hierarchical structure (e.g., individ-
uals within states within regions), multilevel modeling
is generally an improvement over classical regression—
indeed, classical regression is a special case of multilevel
models in which the degree to which the data is pooled
across subgroups is set to either one extreme or the other
(complete pooling or no pooling) by arbitrary assump-
tion (see Gelman and Hill 2007, 254-58).!% The general
principle behind this type of modeling is that it is a “com-
promise between pooled and unpooled estimates, with
the relative weights determined by the sample size in the
group and the variation within and between groups.” A
multilevel model pools group-level parameters towards
their mean, with greater pooling when group-level vari-
ance is small and more smoothing for less populated
groups.'* The degree of pooling emerges from the data,
with similarities and differences across groups estimated
endogenously.

This modeling structure also lets us break down
our respondents into tighter demographic categories, for
more accurate poststratification. For example, we include
interaction effects between demographic predictors and
can separate Hispanic respondents from white respon-
dents. Also, in a multilevel model, we can include in-
dicators for all groups without needing to omit one as
a baseline (because of the prior distribution for the co-
efficients, the matrix is invertible), so that many results
are easier to interpret (Gelman and Hill 2007, 275, 393).
We do find significant differences between racial/ethnic
groups.

While there is more than one way to express a multi-
level model (see Gelman and Hill 2007, 262), the follow-

BPark, Gelman, and Bafumi (2006) compare MRP to these two
extremes. Partial pooling across states did better than running a
separate model for each state’s respondents (no pooling across
states) and better than pooling all respondents across states (so
that only demographic information was used to model individual
response before poststratification).

"There is a lengthy theoretical literature in statistics showing that
multilevel models reduce mean squared errors when the number
of groups is three or more (e.g., Efron and Morris 1975; James and
Stein 1960).

111

ing is the most intuitive."> We model each individual’s
response as a function of his or her demographics and
state (for individual 4, with indexes j, k, [, m, s, and p for
race-gender combination, age category, education cate-
gory, region, state, and poll year, respectively):

race, gender

Pr(y; =1) = logit_l(B0 + o) + ocZﬁe]

d
il + oG+ eg) (1)
The terms after the intercept are modeled effects for the
various groups of respondents:

race, gender
]

age 2
oy~ N(O, Oage

~ N(O, o?

race, gender

Jfork=1,...,4
)

),forj:l,...,6

(2)
of ~ N(0,0%,). forl =1,...,4

aégm ~ N(O, o2

yw),forp: L...,7

That is, each is modeled as drawn from a normal
distribution with mean zero and some estimated variance.
The state effects'® are in turn modeled as a function of the
region into which the state falls and the state’s percentage

of evangelical or Mormon residents:!”
state relig : 2
o N(o 5" + B8 - relig , 02 ...),

fors =1,...,49 (3)

region
m(s]

The region variable is, in turn, another modeled
effect:

region 2
Qi N(O’ O-region

),form:l,...,S (4)

We use standard demographic indicators: race, gen-
der, age, and education have all been shown to be impor-
tant predictors of social attitudes, in particular towards
gays and lesbians (e.g., Cook 1999; Haider-Markel and
Meier 1996). We have kept the model relatively simple, to
show that even such a sparse specification can do quite
well in terms of precision at the state level, as compared
to disaggregation. Using a simple model of opinion re-
sponse should bias findings against the multilevel model’s
success. Our findings are robust to variations in this spec-
ification (such as running race and gender as unmodeled
fixed effects or adding interaction terms between age and
education), and our state-level predictions are robust even
when using simpler respondent typologies. While one

BTt can also be expressed as a classical regression with correlated
errors.

16We have to drop Hawaii and Alaska in the disaggregation, though
we could generate predictions for those states using MRP by setting
each state’s coefficient to its regional mean or that of a similar state.

17Group-level predictors such as these can be directly of interest
but also reduce any unexplained group-level variation, meaning
more precise estimation (Gelman and Hill 2007, 271). One could
of course include other state-level predictors.
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might think to include religion at the individual level,
rather than include it only as a state-level indicator, that
datum is less commonly available in surveys and is not
available in census data.

Poststratification

For any set of individual demographic and geographic
values, cell ¢, the results above allow us to make a predic-
tion of same-sex marriage support. Specifically, 8. is the
inverse logit given the relevant predictors and their esti-
mated coefficients.!® The next stage is poststratification,
in which our estimates for each respondent demographic-
geographic type must be weighted by the percentages of
each type in the actual state populations.

We calculate the necessary population frequencies us-
ing the “1-Percent Public Use Microdata Sample” from the
2000 census, which gives us the necessary demographic
information for 1% of each state’s voting-age popula-
tion. After dropping Alaska and Hawaii, which are al-
most never polled, and including Washington, DC, as a
“state,” we have 49 states with 96 demographic types in
each. This yields 4,704 possible combinations of demo-
graphic and state values, ranging from “White,” “Male,”
“Age 18-29,” “Not high school graduate,” in “Alabama,”
to “Hispanic,” “Female,” “Age 65+,” “College degree or
more,” in “Wyoming.” Each cell cis assigned the relevant
population frequency N . For example, for the cells men-
tioned above the frequencies are 581 (1.7% of Alabama’s
total population) and 0, respectively.

The prediction in each cell, 8., needs to be weighted
by these population frequencies of that cell. For each
state, we calculate the average response, over each cell cin
state s:

» «

> <. N6
yi\éllt?el’s — Loces T CC (5)

Zces Nf

This yields our prediction of the affirmative response
rate in state s.

Comparing Methods Using
National Polls

Data and Methods

To assess the relative performance of the disaggrega-
tion and MRP methods in different sample sizes, we

'8Since we allow different poll-year intercepts when estimating the
individual’s response, we must choose a specific year coefficient
when generating these predicted values using the inverse logit. We
simply use the average value of the coefficients, which is zero by
assumption.

JEFFREY R. LAX AND JUSTIN H. PHILLIPS

rely upon cross validation.!” We randomly split the data,
using half to define the baseline or “true” state opin-
ion. In the baseline data, we disaggregate the sample
and measure each state’s actual percentage of pro-gay-
marriage support within the sample. That is, we treat
disaggregation of the baseline sample as the prediction
goal.

We then use some portion of the remaining data to
generate estimates of opinion, once employing disaggre-
gation and a second time using MRP. We draw such ran-
dom samples 200 times (both the baseline data and the
data for comparative estimation) for four different size
samples (800 simulation runs in all). The approximate
sample sizes are 14,000 for the baseline sample; 1,400 for
the 5% sample; 2,800 for the 10% sample; 7,000 for the
25% sample; and 14,000 for the 50% sample (that is, all
data not already in the baseline sample).?° These run from
the size of perhaps a single good-sized national poll to a
sample 10 times this size.

By using the disaggregation method to calculate our
standard for the target level of state opinion, we set the
baseline in favor of disaggregation and potentially bias
findings against MRP, thus taking a conservative position
in favor of the status quo. We follow Erikson, Wright, and
Mclver (1993) and Brace et al. (2002) in using unweighted
survey responses, for both the baseline data and the sam-
ple data. To the extent that poststratification corrects for
any lack of weighting, this also biases our findings against
MRP—because the unweighted data is being used both to
define the baseline and in the disaggregation on the sam-
pled data. (This all, of course, means that where MRP and
disaggregation differ, even if MRP has the larger “error,”
it could actually be closer to true state opinion.)

Results

We now measure predictive success—how close each set
of estimates is to the measure for the baseline sample—
in various ways, discussed in more detail below. In each

run of a simulation ¢, let ygf’je be the opinion percent-

age in state s in the baseline data (again, measured as the

YWe also calculated the reliability and stability of the estimates,
using standard split-sample techniques. We follow Erikson, Wright,
and Mclver (1993, 22) and Brace et al. (2002, 187) in using the
Spearman-Brown prophesy formula on the split-halves correlation
(for reliability, splitting the poll data into two random halves; for
stability, splitting them into early and late sets with roughly equal
population). Disaggregation estimates had reliability and stability
coefficients of .91 and .90, respectively; MRP had reliability and
stability coefficients of .99 and .99, respectively.

20The number of observations in the estimation samples varies
slightly.
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FIGURE 1 Cross Validation—Mean Errors by State and Estimation
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Each panel shows the results for a particular sample size. We show the mean error by state against
the log of state population, using MRP (e) and disaggregation (o). Lowess curves for each are

shown (solid and dashed, respectively).

disaggregation method does, totaling up the simple per-
centage by state), let ygfj be the disaggregated percentage

in state son the sampled data, and let yé\’/st

P be the estimate
in state s using MRP.%!

For each of the four sample sizes, we do the following.
We first calculate the errors produced by each method in
each state in each simulation, the simplest measure being
the absolute difference between the estimates and the

baseline measure:

dis | dis base e

eq,s = yq,s - yq,s

MRP MRP b
q.s = yq,s _yqflsse| (6)

2 Qccasionally, in the smaller samples, the model does not converge
in a particular run and so we drop those observations for both
methods. This does not affect any results. Were this to happen
when running a single model, one would rerun it, changing LMER
settings or simplifying the model.

This forms two matrices of absolute errors, of size
200 (simulations) x 49 (states) each. For state s, we then
calculate the mean absolute error for each method across

simulations (49 x 2 mean errors):>?
pdis o MRP
_dis _ 229 %s  _Mrp _ Zq %4
el = ———, g = —— (7)
200 200

The four panels in Figure 1 show the results for the
four sample sets, plotting the mean error for each state
against the log of state population. The solid dots show
MRP’s errors, while the open circles show the mean errors
for disaggregation. We add locally weighted regression
(lowess) curves for each.

Figure 1 reveals three patterns of interest. First, within
each panel, as expected, errors are smaller in larger states.

2Focusing on median errors yields equivalent results.
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FIGURE 2 Cross Validation—Summary Performance Measures
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The top-left panel plots the mean absolute error across states and simulation runs for MRP
(e) and disaggregation (o). The top-right panel plots, for each method, the average (over
states) of the standard deviation of state estimates across simulation runs. The bottom-
left panel shows the correlation of each set of estimates to the baseline measures. The
bottom-right panel shows how often the MRP error is smaller than the disaggregation
error using (M) each state estimate (across states and simulation runs) as the unit of
analysis and using (4) each simulation run as the unit of analysis (averaging over states

within each simulation run). Values plotted are indicated along the right axis.

However, disaggregation’s errors vary more with state size,
drastically so for the smaller samples (the top panels).
Second, again within each panel, the MRP estimate beats
disaggregation on average and for almost every state in
every panel. The differences between the two methods
for the 50% sample are smaller, suggesting that it matters
less which method is used. But the differences increase
significantly as we move back across the panels to the
5% sample. Finally, whereas the mean errors for disag-
gregation increase significantly as sample size decreases
(the curves are both higher and steeper), the mean errors
for the MRP estimates hardly vary across panels. That is,
using MRP on a sample the size of a single reasonably
large national survey is very nearly as successful as using
the MRP method on a far larger sample: throwing away
roughly 12,600 random observations does little damage
on average. Indeed, MRP on the 5% samples is nearly as
accurate as using disaggregation on the 50% samples, so,
to put it another way, it is like getting 12,000 or more
observations free.

We next construct various summary measures of per-
formance, shown in Figure 2.%* First, we calculate the
mean absolute error over both states and simulations,

2*We follow the advice of Kastellec and Leoni (2007) in presenting
results graphically.

collapsing the means-by-state above into a single number
for each sample size and method:

dis MRP
_dis __ Zq,s €q.s GMRP _ Zq,s €q.s

- ’ (8)
200 - 49 200 - 49

Figure 2’s top-left panel shows these means, with solid
circles for MRP and open circles for disaggregation. Note,
as suggested by our discussion of Figure 1, that the MRP
method’s mean absolute error is smaller no matter what
the sample size; that the mean absolute error varies little
for MRP (ranging from 4 to 5), but greatly for disaggre-
gation (ranging from 4 to 11); and that MRP using the
5% samples is nearly as accurate as disaggregation over
the largest sample.

We next ask how much the estimates for a state
vary depending on the particular sample used. For each
method, we calculate the standard deviation in the esti-
mates for each state across the simulations. We then take
the mean across states. The top-right panel shows these
mean standard deviations for each method. Note that
the mean standard deviation is always smaller for MRP,
approximately one-fourth to one-third the size of the dis-
aggregation method. The variation in the disaggregation
estimates is also far more sensitive to sample size than that
for MRP. Moving from the largest sample to the smallest
triples the mean standard deviation for MRP and more
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than quadruples the mean standard deviation for disag-
gregation. Overall, the results achieved by poststratifying
are far more stable across samples than those achieved by
using raw survey data.

The bottom-left panel shows the correlations be-
tween estimates and the baseline measure. Again, dis-
aggregation is much more sensitive to sampling size, only
achieving a strong correlation for the larger samples. On
the other hand, MRP is correlated at .75 or better even
in the smallest samples. A level of correlation this high
is surely sufficient for using state estimates directly or as
independent variables for most research purposes.

As a final summary measure, we ask how often MRP
“beats” disaggregation. We calculated this in two ways.
First, for each state estimate (that is, for each state in
each run of a simulation), we score whether the MRP
estimate or the disaggregation estimate comes closer to
the “true” value. Next, we scored whether the average
absolute error across states within a simulation run was
smaller for MRP or disaggregation—if a researcher used
this one simulated data set, would she or he be better off
with MRP or disaggregation? The final panel in Figure 2
plots the percentage of estimates for which MRP improves
on disaggregation, comparing estimate-by-estimate and
simulation-by-simulation. For individual state estimates,
in the smallest samples, MRP “wins” 73% of the error
comparisons. Even in the large 50% sample, MRP yields
smaller errors 57% of the time. If we look at which did
better with simulated data sets as the unit of comparison,
MRP “won” 99% of matchups in the smaller samples and
still “won” 83% in the largest samples.

Overall, the two methods mostly converge in the
largest samples, but otherwise MRP yields clear advan-
tages in reducing error size, in reducing the variance of
predictions, and in improving correlation to the “true”
state opinion levels. Even in the largest samples, MRP
estimates are more stable and errors are smaller a clear
majority of the time. MRP does better at predicting the
results of disaggregation in the baseline sample than dis-
aggregation itself.

How Good a Response Model
Do You Need?

The results above show that there are clear gains from
MRP over simple disaggregation, particularly in smaller
samples. To what can we attribute such gains? They could
be due to partially pooling observations across states,
given the use of a multilevel model. That is, if esti-
mates from less populated states are pooled somewhat to-
wards the national mean, that alone might produce better
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estimates due to smoothing. Or the gains from MRP could
be due to use of demographic or geographic predictors
which allow for a more accurate model of individual re-
sponses. That is, the demographic information or the
geographic information or their interaction could be re-
sponsible for the bulk of the gains. We next seek to appor-
tion these gains across these potential contributors. This
also allows us to explore another question: how compli-
cated a multilevel model is needed to achieve a reasonable
correlation to “true” state opinion?

We consider four possible MRP models, along with
disaggregation (i.e., raw state estimates). The first pos-
sibility is MRP including only demographic predictors.
No state-level modeled effects are used, so that states are
allowed to vary only in demographic composition, and
we do not include the state-level religion variable. This
resembles the older-style simulation that ignored nonde-
mographic differences across states.

Second, we consider a model that uses only geo-
graphic predictors, in the form of state and region mod-
eled effects (again excluding the state-level religion vari-
able). This is similar to disaggregation, except that we
partially pool states towards the national mean, to an
extent determined by the size of the state sample (e.g.,
if we only have two respondents in Wyoming, its esti-
mate is strongly smoothed towards the national mean).
This will determine to what extent simple partial pooling
yields the gains we found, as opposed to full modeling
and poststratification by demographic type.

Third, we use a simplified version of our full mul-
tilevel model, including the state-level model (including
region), but only including race, and not the remaining
demographic predictors (such as education or religion).
(We choose race as it is a demographic predictor that
varies greatly from state to state.) This can show how
complex the demographic partitioning need be to achieve
reliable estimates. Finally, we use our full model as above.

We run 200 simulations, applying each method to
10% of the data, and using the remaining 90% to define
the baseline measure of opinion, again using disaggrega-
tion. Figure 3 shows the correlation of the estimates from
each method to baseline opinion. The demographics-only
model does quite poorly, a finding strongly in accord with
that of Erikson, Wright, and Mclver (1993). Geography
clearly matters; the demographic predictors used do not
come close to capturing all of the variation across states.

As compared to raw state totals, the partial pooling
in the geography-only model yields modest gains, with
the correlation increasing by .03. In comparison, the cor-
relation increases by a further .11 when even just “race”
is included in the model. Using the full multilevel model
increases the correlation by .06 to the full .82. If given
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FIGURE 3 Correlation by Model Complexity
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Using 90% of the data disaggregated by state as the baseline, we
apply MRP to the remaining 10% to estimate state opinion, using
four models of varying complexity. We show the correlation of
each set of MRP estimates to the baseline estimate, along with the
correlation using disaggregation on the 10% sample. The models
are ordered by increasing correlation. Values plotted are indicated
along the right axis.

the choice between demographics and geographics, the
latter seems more important to include—but the bene-
fits of using both are clear in these results. Even a simple
demographic model, in combination with state modeled
effects, can do quite well in measuring opinion. That
said, the addition of further demographic information
does yield increasingly more accurate predictions.

In short, the bulk of gains from MRP over disag-
gregation are achieved not from simple pooling of states
towards the national mean, but due to the more accurate
modeling of responses by demographic-geographic type.
We, of course, recognize that this is not the last word on
the subject but rather that others might wish to explore
how much further one can push the envelope and to as-
sess how large the gains are from MRP in varying contexts
(we begin this process in the replication section below).

The size of the gains will depend on the quality of
the demographic model for the issue at hand. Certainly,
the researcher should make sure to include any demo-
graphic variables thought to be relevant in the policy area
being studied. If there were no or very weak demographic
correlations, one would still get the benefits of partial
pooling the state-level effects, which will improve upon
raw disaggregation to an extent based on sample size and
heterogeneity.”* This alone can lead to strong results as
shown by Figure 3. Any demographic correlations one

*Partial pooling of the state effects towards the national mean
should only be a problem if, after controlling for region and any
demographic effects, the state effects are bimodal, etc. If this is con-
trolled for, by including further state-level predictors or groupings,
then this problem is alleviated. One should be able to anticipate
such issues.
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can find using one’s subject-area expertise will improve
estimation from there, and it seems unlikely that there
will be many policy areas without any demographic cor-
relations. One should seek a “good” demographic (and
geographic) model of the individual response, but Fig-
ure 3 also shows we do not need a perfect one and that
even a limited set of demographic correlates can strongly
improve estimation.

Further interaction terms could also be included, and,
at the state level, we could possibly improve precision by
including additional state-level information (e.g., median
income). If we expect demographic effects to differ across
states or regions (say, if the “effect” of being black on
opinion may differ between the South and elsewhere),
they can be allowed to do so in the multilevel model
(whereas for now we have assumed independence be-
tween demographic effects and geographic effects). While
complicating the model somewhat and possibly requir-
ing larger samples, this could improve predictive success
further. This allows the researcher to capture differences
in politics across geographic areas, even though we did
not find this necessary here. (They could also be allowed
to vary over time.) A more complete model would allow
the researcher to better study substantive demographic ef-
fects, of course, even if omitting them would not unduly
affect estimates of aggregate state opinion.

Estimation Using a Single
National Poll

The previous section strongly suggested the plausibility of
using MRP from a single national survey. In this section,
we explore this possibility further. How well can estimates
produced from a single national poll do? Are they sensible
results? And how good are the estimates in predicting
support for same-sex marriage as measured by actual
state-level polls?

Face Validity

We first present some representative estimates. We use
the methods above on four Pew polls from 2004. Figure 4
presents our estimates, by state, of support for same-sex
marriage using each of these four polls. For reference, the
raw state-by-state disaggregated support levels are shown
in the left panel. In the right panel, the four estimated
support levels are shown for each state. The states are
listed from top to bottom in descending order of their
mean estimated support for same-sex marriage. While
there is some variation in state-level estimates across polls,



PUBLIC OPINION IN THE STATES

117

FIGURE 4 Representative Estimates of State Opinion
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Estimated Support for Same-Sex Marriage
(Four 2004 Pew Polls)

The left-hand panel shows the raw levels of support across four 2004 Pew polls, disaggregated by state. The right-hand
panel shows the MRP estimates from each of these four polls. States are ordered by mean estimated support for
same-sex marriage. The polls were taken in February (o), March (A), July (e), and December (A).

which is natural given that the polls span nearly a calendar
year and show variation at the national level, the results
are generally quite consistent.

Additionally, the results have a great deal of face valid-
ity. The states near the top, not surprisingly, are California,
Connecticut, Rhode Island, and Massachusetts. In fact, of

the top 10 states, all but two have some form of recog-
nition of same-sex relationships. The states that are least
supportive of same-sex marriage are the southern states
plus Utah. Of the bottom 10 states, all prohibit same-sex
marriage and, with the exception of North Carolina, each
does so at the constitutional level.
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FIGURE 5 Predicting State Polls
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We match state polls to estimates in those states using individual national polls. The top-left
panel shows the state polls against the raw estimates from disaggregating the national polls.
The top-right panel shows the MRP estimates against the actual state polls. In each, the dotted
line represents a perfect correlation. Finally, in the bottom panel, we show the correlation
between actual state polls and MRP using individual national polls (e) and the correlation
between the state polls and raw state support (o). The correlations for all states are shown on
the right, whereas on the left the states are split into thirds by population. Values plotted are

indicated along the right axis.

External Validity: Predicting State Polls

In addition to the set of national surveys used above, we
have gathered the results of 75 actual state-level surveys
on support for same-sex marriage. These were located
using news archives and interest group websites. Note
that we have multiple polls from some states and no polls
for other states, so that 37 states are covered in all. As can
be seen, state-level surveys are relatively sporadic, even
on a politically relevant issue such as same-sex marriage.
We do not, however, detect any troubling biases in terms
of which states were polled.

For each state poll, we took each national poll in
the same year of sufficient size (roughly 1,000 or more)
and used it to generate a prediction using MRP.?> We

2>We combined the Gallup polls from March 18 and April 29, 2005,
to reach this threshold. Since we use no 2006 national polls, we
estimate the 2006 state polls with the 2005 national polls.

also calculated the disaggregated state-by-state percent-
ages within each national poll. We then compared our
prediction to the state poll.

The top-right panel in Figure 5 plots the actual state
polls against MRP’s predictions, with the raw state per-
centages in the top-left panel (points are jittered slightly
for clarity). We have added a reference line for perfect
correlations. Our predictions are tightly clustered around
this line, indicating a strong correlation between these
estimates of true state opinion. The mean error was only
6% and the MRP estimates fall within each state survey’s
margin of error 44% of the time.?®

2We can also see how much MRP improves upon raw state data,
at the level of a single national poll, given that the multilevel model
incorporates demographic and geographic correlations. The mean
error in the raw data, for example, was 11%, and the raw percentages
only fall within the state margins of error 30% of the time. The MRP
error was smaller than or equal to the raw estimate 73% of the time.
The median reduction of error was 36%.
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The final panel in Figure 5 shows the correlations
between the estimates and the state polls, for all states,
and broken down into thirds by population. The solid
circles show the correlation for the MRP estimates, with
the open circles showing the correlation for the raw state
percentage. Overall, the MRP estimates correlate at .73
to the actual state polls, whereas the raw state data only
correlate at .52.

Asisexpected, correlations are higher for larger states,
for which the national sample offers a reasonably sized
sample by state. Note that the MRP estimates improve
upon the raw state estimates and that the difference is
larger for the smaller states. The contribution made by
the demographic information, along with the multilevel
model’s pooling of information across states, is quite clear.
MRP on even a single, large national survey correlates
very strongly with actual state poll results. Correlations
this high are likely to be sufficient for using these state
estimates as independent variables in models of policy-
making and the like, and for drawing conclusions about
opinion itself.?’

Replications

One might be concerned that there is something idiosyn-
cratic about the same-sex marriage data that led to an
advantage for the MRP estimates, despite the theoretical
arguments as to why these estimates should work well.
To allay these concerns, we replicated our simulations for
other survey questions. First, we used other survey data
on gay rights issues, including civil unions, sodomy laws,
employment protection, and adoption rights. The results
were quite similar. The magnitude of the gains varied by
question and sample size, but the errors in the MRP es-
timates were smaller on average across sample sizes, the
errors were smaller in a large majority of the estimate-by-
estimate comparisons across simulations, the standard
deviation of estimates was smaller, and the correlations
to the baseline samples were higher (results available upon
request).

Next, we turned to data completely distinct from gay
rights issues, poll data on the 1988 presidential election.
The data are those analyzed in Park, Gelman, and Bafumi
(2006), from seven preelection national tracking polls

*"Furthermore, these are only the correlations to another noisy
measure of actual opinion, suggesting that the correlation to the
true opinion level is likely to be even higher. That is, sampling error
in the actual state polls alone will reduce correlation, even if our
estimates were perfectly correlated with actual opinion. And some
state polls are of registered voters whereas others are of all voting-
age residents. These are all sources of error such that we might be
understating the correlation to true state opinion.
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conducted by CBS/NYT in the nine days preceding the
election, for a total sample size of 11,566. The dependent
variable is support for Bush (over Dukakis), coding “lean-
ers” as supporters. The multilevel model remains the same
with one exception. Given that the data did not identify
Hispanic respondents, we use only four race-gender cate-
gories (male or female by white or black). We used census
data from 1990. We ran simulations for random sample
sizes of 10% (N ~ 1, 150), 25% (N ~ 2,900), and 50% (N
~ 5, 800), again keeping a random 50% sample to define
the baseline by disaggregation. (Figure 3 suggests this will
not unduly hurt the MRP estimates.)

Results were again similar to those for same-sex mar-
riage. The following results parallel those in Figure 1.
Comparing estimates to those from disaggregation on the
baseline sample, the MRP and disaggregation errors were
8.0 and 13.4, respectively (for the 10% samples), 7.4 and
9.4 (for the 25% samples), and 6.9 and 7.5 (for the 50%
samples).?® Again, MRP’s mean errors were consistently
smaller, the standard deviations of estimates within states
were consistently smaller, the correlations were consis-
tently higher, and MRP “won” the majority of estimate-
by-estimate matchups. If we compare by simulation, fo-
cusing on which method had the lower mean absolute
error within each simulation run, MRP “won” 100%,
95%, and 80% of such runs across the three sample sizes.
Even in the largest of these, the researcher would have
been better off using MRP.

We next assessed external validity by comparing the
MRP and disaggregation estimates from our simulations
to the actual Bush vote shares by state, with MRP again
outperforming disaggregation and doing well in absolute
terms. The pairs of mean absolute errors for the three
sample sizes were (5.0, 12.8) at 10%, (4.3, 8.6) at 25%,
and (3.9, 6.5) at 50%. The correlations were (.52, .37),
(.63,.50), and (.72, .64). The MRP errors were smaller in
73%, 70%, and 68% of estimate-by-estimate comparisons
across sample sizes. And, if we measure the mean absolute
error for the estimates from each simulated data set, MRP
had the smaller mean absolute error in 100% of them.
If we consider a simulation run to be a single study, a
researcher would always have been better off using MRP.

Finally, we created estimates from the entire set of
surveys to compare to the actual vote shares. The mean
absolute error from MRP was 3.5 as compared to 5.2
from disaggregation, a 32% reduction in mean error even
in this large set of data. The correlations were .78 and .74,
respectively (a 6% gain for MRP). MRP vyields smaller
errors in 34 of 48 states. Thus, even with the full sample,
MRP improves estimation and predictive success.

2Given tiny sample size, we omit DC from these error calculations.
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These results strongly suggest that the gains from
MRP were not unique to the same-sex marriage data or
other gay rights data. Again, the MRP estimates from
samples even as small as the size of a single national poll
do quite well—indeed, they are competitive with those
from disaggregation on a sample many times larger.

Conclusions

This article addresses a crucial question in the public
opinion literature: Which of the available statistical tech-
niques should be employed to estimate state-level pub-
lic opinion? In particular, we compare the pooling of
national surveys as pioneered by Erikson, Wright, and
Mclver (1993) to the modified simulation approach more
recently developed by Park, Gelman, and Bafumi (2006).
Thirty years ago, Erikson correctly described the simu-
lation approach as a “second-best substitute for the real
thing” (1976, 25). We no longer believe this to be the case.

Three principal findings emerge from our analysis.
First, the results show that when working with smaller
numbers of survey respondents MRP clearly outperforms
disaggregation. It consistently produces estimates of pub-
lic opinion that are both more accurate and more robust
(these benefits are shown to be due to the joint contribu-
tion of demographics and geography). This is especially
true when predicting opinion in small- and medium-sized
states. Second, while disaggregation and MRP perform
similarly when using large samples (14,000 or so survey
respondents), both producing reasonably accurate esti-
mates of public opinion, MRP estimates still tend to beat
disaggregation estimates and are more reliable.

Finally, and perhaps most importantly, MRP does
well in an absolute sense regardless of sample size. This
approach, if implemented using a single, large national
survey, produces estimates of state-level public opinion
that are virtually as accurate as those it generates using 10
or more surveys. (Note that these gains from MRP exist
even when we use disaggregation itself to set the baseline
measure of opinion.)

In other words, a sample of approximately 1,400 re-
spondents or more can produce respectable estimates of
opinion, such that the correlation to actual state opinion
should be sufficiently high. This can save researchers time,
money, and effort. If a higher correlation is needed, if the
researcher desires even more accurate measures of opin-
ion, additional data should be gathered for the multilevel
model and poststratification. Additional data will also al-
low the researcher to study more nuanced demographic
effects and more complicated interactions between demo-
graphic and geographic predictors. The gains from MRP

JEFFREY R. LAX AND JUSTIN H. PHILLIPS

may vary by context and given how well the response
model used captures opinion.

A number of recommendations concerning the use
of MRP are suggested by our findings. Most obviously,
MRP ought to be utilized when the number of national-
level surveys on a given topic is limited. MRP is also
appropriate when researchers suspect temporal instability
in public opinion. One can accurately estimate current
public opinion by simply disregarding older surveys and
instead using the most recent one or two. Or, one can use
year effects or temporal interaction terms. Researchers
can deal similarly with question wording differences, by
controlling for individual polls. (These solutions are not
available to those scholars employing disaggregation.)

If a very large number of national surveys is avail-
able and opinion is stable over time, either technique can
be employed, since each will produce similar and fairly
accurate results. Even if errors are slightly larger, disaggre-
gation may be preferable to some researchers, however,
due to its ease of implementation. Because this approach
generates estimates of state-level public opinion without
poststratification, researchers do not need to collect pop-
ulation frequency data from the U.S. Census Bureau. In
it simplest form, disaggregation requires few specialized
methodological skills and can be calculated in any statis-
tical package. In comparison, the MRP approach requires
knowledge of hierarchical modeling and statistical pack-
ages that can readily implement such techniques.

On the other hand, many researchers may prefer MRP
despite its added costs. First, under normal conditions,
MRP should at worst converge to disaggregation, even
if it does not improve upon it. Second, we have shown
that less complicated typologies can be used without sig-
nificant loss of predictive accuracy. Third, MRP produces
much more information that may be of interest. In partic-
ular, it provides insights about the determinants of public
opinion and the degree to which state variation is based
on demographic characteristics versus residual cultural
differences. Finally, it also allows for an expanded N—for
example, Alaska and Hawaii are usually not surveyed in
national polls and therefore opinion in these states cannot
be measured using disaggregation. MRP allows estimates
to be created for these states, as well as for less populated
states more generally.

Overall, the results above have significant implica-
tions for the study of public opinion at the state level.
Our finding that MRP performs equally as well with
small and large samples of survey respondents suggests
that MRP can greatly expand the number of issues for
which scholars can estimate state opinion and the nu-
ance with which they can do so. Thus far, researchers
have had to limit themselves to those questions which
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have been asked in dozens of compatible national sur-
veys. These tend to be questions asking voters about their
general attitudes or ideology as opposed to their opinions
on specific policy issues. As a result, state-level opinion
research has focused almost exclusively on general atti-
tudes. Using the MRP approach, scholars should now be
able to measure opinion across a large set of specific pol-
icy concerns. This will greatly enhance research into the
responsiveness of state governments. Additionally, since
MRP can effectively be used with relatively little data and
simple demographic typologies, it can also be applied to
studies of public opinion over smaller time periods or in
smaller geographic units, such as congressional districts
or school districts, for which detailed demographic data
are limited, or for other subsets of the population.
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