1. Introduction

Magnetic resonance imaging (MRI) is a medical imaging modality that generates high-resolution anatomical images with little radiation, but is potentially limited by slow data acquisition speed [1]. Different acceleration techniques have been proposed such as fast pulse sequence designs, parallel imaging, and applying compressed sensing theory. Compressed sensing has attracted researchers’ attention in general because of the wide applicability of its theory, which proves a signal can be very accurately recovered with few measurements if it can be sparsely represented [2]. Compressed sensing methods have been explored in fast MR imaging (CS-MRI) for acceleration and are recently being employed by industry [3].

In conventional MRI reconstruction methods built upon compressed sensing, a reconstructed image is produced based on interpolating the unsampled Fourier measurements in k-space. The classic CS-MRI problem can be formulated as

\[
x = \operatorname{argmin}_x \|F_k x - y\|^2_2 + \rho(x),
\]

where \( x \in \mathbb{C}^{P \times 1} \) is the underlying \( P \)-dimensional vectorized MR image and \( y \in \mathbb{C}^{Q \times 1} \) is the under-sampled \( Q \)-dimensional k-space measurements with much lower dimension. The undersampled Fourier encoding matrix is denoted as \( F_k \in \mathbb{C}^{Q \times P} \). By under-sampling k-space measurements, the imaging can be significantly accelerated. The first term is the data fidelity and second term a regularization. In this objective, \( \rho(x) \) encodes the prior information on the desired property of the MRI. The optimization of the problem seeks to minimize the data fidelity loss and regularization loss simultaneously. Conventionally, the sparse priors are used to constrain the ill-posed problem like \( \ell_1 \) norm [4], but recently, deep convolutional neural networks have been utilized to address the problem [5, 6]. Wavelet sparsity and total variation [1, 4] are common fixed-basis regularizers (\( \rho(x) \) in Eq. (1)). Some adaptive-basis variants of wavelets [7] or dictionary learning techniques [8, 9] are also used. Recently, deep neural networks have been applied to undersampled MRI reconstruction [10], achieving state-of-the-art performance in both quality and efficiency.

From the objective in Eq. (1), it is worth noting that all the pixels in the MR image \( x \) are typically weighted equally, regardless of the specific tissues. In other words, conventional MRI reconstruction methods lack the ability to provide better reconstruction quality a region of interest (ROI). However, in real application scenarios, different tissues in the same MRI represents different biological information, and in some cases the needs to focus on certain tissues over others exists. For
example, white matter lesions are closely related to Alzheimer disease and appears in the white matter region [11]. The rationale for an ROI strategy is that the specific tissue of interest usually contains less variation compared with the entire image, which makes learning a function mapping much easier for the deep network. To further illustrate this, we show histograms of an example brain data in Fig. 1. The x-axis of the histograms represents the pixel value and the y-axis denotes how many pixels fall into this intensity value. We observe the histogram of fully-sampled MRI is a complex multimodal distribution corresponding to the different intensity values in the GM, WM and CSF tissues with backgrounds excluded. However, the histogram of zero-filled MRI under-sampled by 20% 1D Cartesian mask shows the obviously different shape compared with fully-sampled one, which is caused by the subsampling in k-space leading to the aliasing artifacts in spatial domain. Thus, learning the mapping from the distribution of zero-filled MRI to complex multi-mode distribution of fully-sampled MRI directly is relatively difficult. To validate the benefit of partitioning the whole brain regions into different semantic regions, we show the histograms of GM, WM and CSF tissue of both fully-sampled and zero-filled MRI. We observe, for each tissue, the distributions of fully-sampled and zero-filled MRI are both regular unimodal distribution. Learning a mapping in the region-of-interest tissue regions can be simplified by such a consistency in distribution shape. Thus our region-of-interest rapid MRI reconstruction approach can produce more accurately reconstructed ROI tissues because function mapping is simplified. Better reconstruction in such regions can improve the confidence of diagnosis. Thus designing a fast task-driven region-of-interest MRI reconstruction framework can provide doctors with more information on specific tissues of interest.

In the work of ROICS [12], an ROI strategy is proposed to better reconstruction the specific tissues. In the method, the ROI is selected manually by human experts. It is then represented as a binary mask and a new ROI objective function is created

$$\arg\min_{x} (f(x-y))^2 + \lambda \| \Psi(Mx) \|_1,$$

(2)

where $\Psi$ is a sparsity-inducing transform operator. We note that this objective function is designed to focus on the specific regions selected manually in advance. A similar idea is adopted in the user-guided compressed sensing magnetic resonance angiography (CS-MRA) [13, 14], where the angiography is relatively small compared with the background meaning equal weight on all pixels would cause the angiography to be less emphasized. A method based on region growing was used by [15]. Although the reconstruction accuracy region-of-interest tissues is promoted, the ROI masks are determined manually in advance by human expert. To relieve the increased human burden brought by laborious manual labeling when handling massive medical data, fully automatic medical image segmentation algorithm is a suitable approach to obtain region-of-interest masks.

Automatic segmentation algorithms do pixel-level classification to divide an image into different regions. In medical image analysis, automatic MRI segmentation algorithms are developed to distinguish different tissues and help focus localization. Conventionally, segmentation algorithms are based on a region growing strategy [16], which lacks semantic information that can lead to unsatisfactory segmentation. Other segmentation models are based on atlas methods [17], requiring accurate registration and heavy computation. Classic machine learning methods like random forest combined with hand-crafted features are also used for segmentation [18]. Recently, deep neural networks have been adapted to MRI segmentation [19, 20] with good results.

In this paper, we proposed a region-of-interest undersampled MRI reconstruction model called ROIRecNet based on a deep neural network. We first pre-train a deep convolutional neural network called (RecNet) for MRI reconstruction using zero-filled and fully-sampled MRI training pairs. We also train a deep network for MRI segmentation
called (ROINet) with fully-sampled MRI and their corresponding segmentation labels as training data. The MRI output by RecNet are input into the ROINet to obtain the ROI masks. Then RecNet is fine-tuned using a binary weighted ℓ2 loss function to focus on the reconstruction of the ROI. We focus on brain MRI, where the ROI can be categorized as white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF). Each tissue represents a different functional region within the human brain.

2. Method

The proposed ROIRecNet model consists of a reconstruction network (RecNet) and a region-of-interest network (ROINet). Fig. 2 shows the outline of the system. For implementation, we first pre-train RecNet and ROINet, and the segmentation mask provided by ROINet is then used to further fine tune RecNet. A binary weighted ℓ2 loss is proposed to force the network to focus on the ROI. We first describe RecNet and ROINet, and then we discuss how they are combined to form the resulting ROIRecNet architecture.

2.1. RecNet

Compared with conventional undersampled MRI reconstruction methods based on sparse representations, deep neural networks provide larger modeling capacity that can potentially represent complex MRI better, thus achieving higher reconstruction accuracy. In addition, sparsely-regularized CS-MRI methods often require heavy optimization on new MRI, resulting in slow reconstruction speed, while the MRI reconstruction models based on neural networks only use simple matrix operations requiring no iterations, so the reconstruction speed on new data is much faster.

We therefore adopt a deep neural network model for MRI reconstruction [10] based on cascaded CNNs called RecNet here. The input of the RecNet is the zero-filled MRI $F_y^H$ obtained by padding zeros in the unsampled positions in k-space and taking an inverse 2D FFT of the Fourier coefficients. The reconstructed MRI are output to approximate the fully-sampled ground truth.

RecNet stacks four convolutional layers with a global shortcut to help stabilize training. The output of the nonlinear unit is the reconstructed MRI, but with distortions especially when the signal goes through too many layers and no corrections. Since we have accurate measurements at the sampled positions in k-space, they are used to correct the output of the nonlinear unit of each layer. In this approach,

the measured k-space values remain fixed and the reconstructed MRI produced by a nonlinear unit is transformed into the frequency domain to fill in the missing Fourier coefficients. The MRI is then reconstructed for the next layer. In Fig. 2 this is represented by the data fidelity layer. With one layer, the MRI is still low-quality, and so more “blocks” are used each having its own parameters, where the input to a block is the output of the previous block. We cascade N such blocks to form RecNet$_N$.

We pre-train RecNet$_N$ using the zero-filled and fully-sampled MRI pairs $(F_y^H, x^F)$ and the following ℓ2 loss function

$$L_{\text{RecNet}}(y, x^F; \theta_r) = \frac{1}{L_r} \sum_{i=1}^{L_r} \|x^F - f_{\theta_r}(F_y^H, y_i)\|^2.$$  

Each batch contains total $L_r$ training data pairs. The $f_{\theta_r}(\cdot)$ represents the function mapping of RecNet$_N$ with the network parameter $\theta_r$. We will use this RecNet$_N$ model without the following ROI tuning strategy as the baseline model.

2.2. ROI extractor

In conventional ROI MRI reconstruction models, the regions of interest are determined manually in advance. But this ROI labeling by human experts can potentially be too time-consuming in practice. With the development of semantic segmentation algorithms, potential ROIs can be extracted more efficiently by automatic methods. Any automatic segmentation model can potentially be used as an ROI extractor, but more accurate segmentations can provide better guidance to the doctor. Inspired by the state-of-the-art medical image segmentation model called U-Net [21], we adopt and modify this basic architecture as an ROI extractor, which we refer to as ROINet in this context.

ROINet adopts an encoder-decoder architecture. The encoder component is used to extract features at different scales using convolution and pooling, while the decoder component is used to transform the image from feature space back to image space. We note that a shortcut method is used to feed features from lower layers to higher layers directly to reduce information loss. Batch normalization (BN) is also used to help training.

We pre-train ROINet using patches of size $64 \times 64 \times 64$ randomly cropped from fully-sampled MRI, as well as their corresponding segmentation labels as training data pairs. The cross-entropy loss function is used to train the ROINet model.

Fig. 2. The network architecture of a Region-of-Interest Reconstruction Network (ROIRecNet) for undersampled MRI reconstruction. A reconstruction network (RecNet) interpolates missing k-space values, while the ROI network focuses the reconstruction on regions of interest. These regions are determined using segmented training data for a particular region (e.g., white matter of the brain), and so ROINet is essentially a segmentation model. The parameters of RecNet are tuned to optimize over the ROI as guided by the segmentation model.
The ground truth manual segmentation labels are used as ROI to evaluate the ROIRecNet architecture, which we show in Fig. 2. The under-sampled k-space measurements in the training datasets are fed into the pre-trained RecNet to obtain an intermediate reconstruction for the MRI. Then this reconstruction is sent to the pre-trained ROINet to yield the binary mask $M \in \mathbb{R}^{F \times F}$ (in diagonal form since we are working in vectorized space) for a certain tissue of interest. On the diagonal of the mask $M$, the value is one for the ROI and zero otherwise. As we will see, the desired ROI will have to be only abstractly defined in advance; e.g., “white matter” could be the ROI and the ROINet model for white matter would be used.

We propose the following binary weighted $E_2$ loss function to fine-tune the ROINet:

$$L_{fin}(y_i, x_i^b; t^b) = \frac{1}{L_f} \sum_{i=1}^{L_f} M(x_i^b - f^b(F_y(x_i^b)))^2.$$

The training data $\{F_y(x_i^b), t^b\}$ is used for pre-training RecNet, ROINet and fine-tuning the RecNet for ROINet is trained using patches and RecNet is pre-trained and then fine-tuned using images. No fine-tuning is done for ROINet. The resulting network architecture is called ROIRecNet, and only the regions of interest of mask $M$ are updated during the fine-tuning. The high-level semantic information from the segmentation network can guide the reconstruction to focus on the ROI. Note the aim for the pre-training of the RecNet is to provide relatively clean input to the ROINet to obtain the segmentation close to the manual label. Compared with the entire image, ROIs usually contain less variation, which can significantly simplify the function mapping of the deep network. As we will show in later experiments, fewer errors in ROI at the expense of more errors in the uninteresting regions can result from this approach.

3. Experiments

3.1. Implementation details

All deep models are implemented on TensorFlow for the Python environment on a NVIDIA GeForce GTX 1080Ti with 11GB GPU memory and Intel Xeon CPU E5-2683 at 2.00 GHz. The $3 \times 3$ convolution kernel with unit stepsize is used and necessary padding is used to keep the size of input and output the same.

For the architecture in RecNet, in each block, we obtain 32 feature maps in the intermediate convolution layers and the last convolution layer outputs a single feature map of the same size as the input image. ReLU is used as activation function except for the last convolution layer within each block, where no activation is used. We use Xavier initialization for pre-training of RecNet and ROINet. The ROINet is pre-trained for 30K iterations using $64 \times 64$ fully-sampled patches and their segmentation labels randomly cropped ($L_o = 16$ in a batch) and RecNet is pre-trained on 60K iterations using the whole training image ($L_o = 4$ in a batch). We fine-tune RecNet model for a further 1.2K iterations using the whole image ($L_f = 4$ in a batch). We select the initial learning rate to be 0.0005, the first-order momentum to be 0.9 and the second momentum to be 0.999 for pre-training. We decrease the learning rate using ADAM ten times every 4000 iterations including the fine-tune stage.

3.2. Dataset

We test the proposed architecture on the MRBrainS dataset from the Grand Challenge on MR Brain Image Segmentation workshop [22]. We use the T1 MRI data of that set having size $240 \times 240$. For the leave-one-out validation, we use three dataset for training (total of 172 slices) and a dataset for testing (total of 37 slices). We adopt the same data augmentation technique as in [23].

3.3. Results

In this section, we test the proposed ROIRecNet model on the Brain MRI data with gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) as region-of-interest respectively. We denote GWC to be the union of these three regions. For quantitative evaluation we use peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM).\footnote{The ground truth manual segmentation labels are used as ROI to evaluate the model performance.} We compare the proposed ROIRecNet model with other state-of-the-art CS-MRI models including transform learning MRI (TLMRI) [8], patch-based nonlocal operator (PANO) [24], graph-based redundant wavelet transform (GRWT) [7] and RecNet, which shares the same architecture with deep cascaded CNN (DC-CNN) [10] and is used as the baseline here without considering ROI. The ROIRecNet model trained on specific ROI is denoted as ROI-ROINet, for example, WM-ROINet for white matter. We use a 20% 1D Cartesian under-sampling mask.

Table 1 shows quantitative performance. The deep learning architecture baseline RecNet outperforms the state-of-the-art sparsity-based CS-MRI models as a result of the effectiveness of deep learning for this task. We also note that the proposed GM-ROIRecNet, WM-ROIRecNet, CSF-ROIRecNet and GWC-ROIRecNet achieve the optimal reconstruction accuracy isolated on their respective ROI, showing the advantage of the proposed ROI-based MRI reconstruction approach in these regions. In addition, GWC-ROIRecNet has suboptimal performance on the ROI reconstruction of GM, WM and CSF, because the RecNet fine-tuning is not done specifically to any one region. Therefore, there is a clear difference in performance on various ROI depending on which model is trained. This again shows that our fine-tuning approach is actually tailoring the deep model to a desired ROI.

We also note that ROIRecNet trained on either WM or GM ROI mutually benefits the other region, which is likely due to the similarity of these two tissues contrasted with the other regions. Another interesting phenomenon is that the reconstruction quality on the background regions decreases in all the ROIRecNet models compared with the baseline RecNet. When training the ROIRecNet on certain ROI, the network only focuses on improving the reconstruction quality of that ROI and similar tissues, while the background is less of a concern. This again shows that the global reconstruction error is reallocated during fine-tuning, i.e., more error in the background but less error in meaningful tissues.

We show reconstruction results using the tissues GM, WM and CSF as ROI in Figs. 3, 4 and 5, respectively. We also show the reconstruction error map, denoted $\Delta$ and magnified between [0 0.1] to better observe their differences. We see that ROIRecNet has improved reconstruction performance over other methods in the respective ROI. This allows doctors to better focus their diagnosis in these regions.

3.4. Discussion

3.4.1. ROI extractor

In the proposed ROIRecNet architecture, a deep segmentation network is used as the ROI extractor, for which imperfect segmentation is inevitable. We evaluate this impact on the ideal ROI extraction by replacing the ROI produced from ROINet denoted $M_{seg}$ (the only real-world option since ground truth is unknown) with the manually segmented ground truth $M_{gt}$.

The training loss for the GT-ROI ROIRecNet model is...
Correspondingly, the training loss for the Seg-ROI ROIRecNet model is

$$\mathcal{L}_{\text{Seg - ROI}} = \frac{1}{L_f} \sum_{l=1}^{L_f} \| M_{\text{Seg}} (x_l^h - f_g (x_{l,w}^h)) \|_2^2.$$  

(6)

Intuitively, a better segmented ROI mask close to the groundtruth ROI mask leads to better reconstruction on the groundtruth ROI regions, and the GT-ROI ROIRecNet model can be viewed as an upperbound in ideal conditions. In Fig. 6, the experiment demonstrates that some price is being paid in the reconstruction for not knowing the ground truth segmentation.

3.4.2. Complexity of RecNet

Besides the ROI extractor, another key component of the proposed ROIRecNet model is RecNet. With more blocks, the pre-trained RecNet can provide cleaner and clearer MRI to the ROI extractor, leading to more accurate reconstruction.

We next experiment with the number of blocks $N$. Here, we only adopt the white matter as ROI and $N$ ranges from 1 to 4. In Fig. 7 we see that reconstruction quality on the ROI increases with more blocks. ROIRecNet consistently improves the baseline RecNet. This experiment shows that by adding supervision via ROINet, fewer blocks are necessary in RecNet to obtain the same performance.

3.4.3. High-frequency image details

To evaluate the impact of the ROI design on the high-frequency image details, we adopt the well-recognized metric high-frequency error norm (HFEN) to assess the reconstruction quality of high-frequency image details in sub-sampled MRI reconstruction. The HFEN metric was first proposed in the DLMRI work [25]. The HFEN metric is formulated as L2 norm of the difference of the filtered reconstructed image $x^\text{rec}$ and filtered fully-sampled MR image $x_{fs}$.

$$\text{HFEN} = \| f_{\text{Log}} x_{fs}^h - f_{\text{Log}} x_{\text{rec}}^h \|_2.$$  

(8)

The adopted filter $f_{\text{Log}}$ is a Laplacian of Gaussian (LoG) filter of the size $15 \times 15$ with the standard deviation 1.5 used for extracting high frequency information. The filter parameter was set as default in [25]. A smaller
Fig. 5. The reconstructed MR images on cerebrospinal fluid produced by different MRI reconstruction models with reconstruction error maps.

Fig. 6. The price paid for not having manual ROI segmentation by a human expert.

Fig. 7. Adding supervision (ROIRecNet) provides improvement over the unsupervised baseline model (RecNet) as a function of depth.

Fig. 8. The HFEN comparison among the baseline RecNet and other ROI-based models.
HFEN value indicates a better high-frequency reconstruction quality. We compare the basic non-ROI RecNet with all the other proposed ROI-based models in Fig. 8. The results are averaged on the test datasets used in the paper and only the whole brain regions are used in the computation. The ROI regions are generated by an automatic segmentation network. Note all the compared models here consist of 4 reconstruction blocks.

We observe that the RecNet4 architecture suffers the maximum high-frequency reconstruction error, while other ROI-based models have smaller high-frequency error norms, meaning the image details at least are not deteriorated under the ROI framework.

In the reconstruction of comb-ROIRecNet4, all the 3 brain tissues are targeted as ROI regions individually and then merged and combined into a final reconstruction. In such an “ensemble” ROI design, the negative effect of imperfect segmentations on edges could be reduced, thus the comb-ROIRecNet4 yields the minimal error norm reasonably.

By considering the GM, WM and CSF tissues all together as a whole large ROI region, the GWC-ROIRecNet4 also achieves the second-best high-frequency reconstruction accuracy. Although the results of the GM-ROIRecNet4, WM-ROIRecNet4 and CSF-ROIRecNet4 models are worse than the comb-ROIRecNet4 and GWC-ROIRecNet4, the three tissue-specific ROI-based models still outperform the non-ROI RecNet4, meaning we can safely implement the ROI framework without worrying about the loss of structural details outside the ROI regions compared with the baseline RecNet.

However, if the outside-ROI edges are crucial in a certain tissue-specific ROI-focused imaging task, simply implementing the GWC-ROIRecNet4 framework could help. The GWC-based ROI reconstruction is yet not as accurate as the tissue-specific ROI-based models. For example in Table 1, with regard to the reconstruction accuracy of GM

<table>
<thead>
<tr>
<th>Methods</th>
<th>GM</th>
<th>WM</th>
<th>CSF</th>
<th>GWC</th>
<th>BG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZF</td>
<td>26.50/0.785</td>
<td>24.76/0.735</td>
<td>22.35/0.599</td>
<td>24.56/0.749</td>
<td>23.87/0.450</td>
</tr>
<tr>
<td>TLMRI</td>
<td>29.56/0.856</td>
<td>29.92/0.819</td>
<td>26.84/0.746</td>
<td>28.75/0.841</td>
<td>29.96/0.760</td>
</tr>
<tr>
<td>PANO</td>
<td>30.71/0.881</td>
<td>31.33/0.846</td>
<td>28.59/0.808</td>
<td>30.22/0.877</td>
<td>31.82/0.885</td>
</tr>
<tr>
<td>GBRWT</td>
<td>30.99/0.883</td>
<td>31.64/0.853</td>
<td>28.81/0.814</td>
<td>30.50/0.882</td>
<td>32.25/0.930</td>
</tr>
<tr>
<td>RecNet4</td>
<td>31.25/0.889</td>
<td>32.36/0.864</td>
<td>29.97/0.842</td>
<td>31.17/0.893</td>
<td>29.34/0.890</td>
</tr>
<tr>
<td>GM-ROIRecNet4</td>
<td>31.82/0.898</td>
<td>32.68/0.872</td>
<td>29.92/0.840</td>
<td>31.41/0.895</td>
<td>28.41/0.855</td>
</tr>
<tr>
<td>WM-ROIRecNet4</td>
<td>31.37/0.892</td>
<td>33.10/0.876</td>
<td>29.94/0.840</td>
<td>31.32/0.894</td>
<td>28.58/0.863</td>
</tr>
<tr>
<td>CSF-ROIRecNet4</td>
<td>31.03/0.885</td>
<td>32.29/0.857</td>
<td>30.35/0.850</td>
<td>31.20/0.891</td>
<td>28.67/0.879</td>
</tr>
<tr>
<td>GWC-ROIRecNet4</td>
<td>31.57/0.894</td>
<td>32.84/0.874</td>
<td>30.24/0.848</td>
<td>31.46/0.897</td>
<td>28.67/0.877</td>
</tr>
</tbody>
</table>

denotes the top-1 performance and the red denotes the top-2 performance.

**Fig. 9.** The ROI MRI reconstruction of the T2 MR image on the brain tumor regions (the edema region is selected as the ROI).
tissue, we observe GM-ROIRecNet4 achieves an averaged PSNR of 31.82 dB while the GWC-ROIRecNet4 achieves an averaged PSNR of 31.57 dB. The comb-ROIRecNet is also an alternative if a highly accurate edge reconstruction is desired at the cost of larger number of model parameters induced by multiple ROI networks.

3.5. Extensions: brain tumor ROI reconstruction

Since in clinics, pathology images are often of interest for radiologists, we also show an experiment of the ROIRecNet architecture on the reconstruction of MRI with brain tumors. For this experiment we use the MICCAI 2015 BRATS data [26, 27]. Here we only train and test the ROIRecNet model on the T2 weighted MRI data. For the BRATS data, the necrotic components, enhancing core, non-enhancing core and edema are manually segmented by experts. The edema region usually contains the finer pathological structures like the other 3 labeled regions. Thus we select the edema as the ROI in the extension. As shown in Fig. 9, the ROIRecNet model achieves better reconstruction accuracy on the tumor regions, thus providing more reliable diagnostic information for radiologists.

4. Conclusions

To provide more reliable MR imaging in specific tissue regions of interest, we proposed a deep neural network architecture called ROIRecNet for ROI-focused undersampled MRI reconstruction. Unlike previous methods for ROI CS-MRI, we automatically extract ROI regions using a deep segmentation network. Through fine-tuning, the reconstruction network can then provide better quality reconstructions on the ROI.
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