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Abstract

We introduce Markov latent feature models (MLFM), a sparse latent feature model that arises naturally from a simple sequential construction. The key idea is to interpret each state of a sequential process as corresponding to a latent feature, and the set of states visited between two null-state visits as picking out features for an observation. We show that, given some natural constraints, we can represent this stochastic process as a mixture of recurrent Markov chains. In this way we can perform correlated latent feature modeling for the sparse coding problem. We demonstrate two cases in which we define finite and infinite latent feature models constructed from first-order Markov chains, and derive their associated scalable inference algorithms. We show empirical results on a genome analysis task and an image denoising task.

1. Introduction

Latent feature models learn the unobserved factors that are shared among a collection of objects. Often a small fraction of these latent features can be used to jointly describe, or “sparsely code,” a single object. This assumption is often made for a wide range of tasks (Ghahramani et al., 2007). For example, each DNA sequence can be assigned features that measure repeating patterns of certain base pairs, or each image can be assigned features that correspond to the items it contains.

The process for making latent feature assignments can be thought of as generating a 0-1 matrix where the 1-elements in each row index the latent features assigned to the object. For example, the Indian buffet process (IBP) (Griffiths & Ghahramani, 2011) defines a feature allocation whereby features are independently assigned according to a rich-get-richer scheme. The IBP is a Bayesian nonparametric model in which the number of latent features can grow to infinity with data. It also assumes exchangeability among objects, meaning the order of the data does not affect the feature assignment probabilities. With such assumptions there always exists a mixing measure (de Finetti’s measure) by which feature allocation scheme for different objects are conditionally independent. For example, the mixing measure for the IBP is the beta process (Thibaux & Jordan, 2007). Employing such representations allows for simple variational inference algorithms that can easily scale to large data sets (Hoffman et al., 2013; Sertoglu & Paisley, 2015; Shah et al., 2015).

Models based on the IBP and beta process assume independence among the latent features allocated to an object, but in many cases these latent features may have dependencies. For example, in a natural image a car is more likely to co-occur with a bus rather than a whale. Several methods have been developed for modeling dependencies among latent features or clusters. For example, beta diffusion trees (Heaukulani et al., 2014) organize latent features in a tree to learn a multi-resolution feature structure. Other tree models, such as the nested Chinese restaurant processes (Blei et al., 2010) and the nested hierarchical Dirichlet processes (Paisley et al., 2015), use a discrete-path based tree structure to select latent features for each object. To avoid the rigid structure of trees in a mixed-membership framework, Markov mixed-membership models (Zhang & Paisley, 2015) propose instead modeling the pair-wise correlation of latent clusters with a Markov random walk on a fully-connected, finite graph.

We propose a Markov latent feature model (MLFM), which extends the idea of using Markov random walks to latent factor modeling problems such as those addressed by the IBP and beta process. The main novelty in this new framework is that we use a sequential block—a subsequence between two adjacent visits to a “null state”—to define the feature allocation process (Section 2). Since only a subset of states will be visited prior to returning to the null state,
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2. Feature Allocation via Sequences

Before describing the specific generative processes we use, we discuss the central property of the proposed Markov latent feature model (MLFM) that distinguishes it from other approaches to sparse coding. Let \( Z = (Z_0, Z_1, \ldots) \) be an infinitely long stochastic process, where each \( Z_t \in \mathbb{N} \cup \{0\} \) and \( Z_0 = 0 \), with 0 indexing the “null state”. As we shall see, the null state plays the role of partitioning latent features for different objects, while \( \mathbb{N} \) is a feature index set.

The generative process we define sequentially pick features for an object until the process returns to 0. Let \( \tau(0) = 0 \) be the index of the initial null state and

\[
\tau(1) = \min\{n > \tau(0) : Z_n = 0\}. \tag{1}
\]

The sequence through \( Z_{\tau(1)} \) selects the features assigned to the first object as the unique set of states visited between \( Z_{\tau(0)} \) and \( Z_{\tau(1)} \). We call \( \tau(1) \) the first return time and define \( \psi(1) \) to be the sequence \( (\tau(0)+1, \ldots, \tau(1)) \). Therefore \( Z_{\psi(1)} \) is the first block of the process \( Z \) and corresponds to the features allocated to the first observation.

We continue this procedure through a second return time \( \tau(2) \), constructing the second subsequence \( Z_{\psi(2)} \) from which we obtain the set of latent features assigned to the second observation. More generally, if we have \( N \) observations, then we read the stochastic process until step \( \tau(N) \), the time we finish selecting features for the last object.

We can use this set of blocks to construct a 0-1 matrix \( \hat{Z} \), where each row indicates the features associated with the corresponding observation similar to the IBP. We show an example for \( N = 4 \) in Figure 1.

Thus far we have not defined the distribution of \( Z \). However, we choose to make the following two restrictions:

1. The null state should be visited infinitely many times.
2. The rows of \( \hat{Z} \) should be exchangeable.

The first restriction allows us to model an infinite number of observations and is a statement about the recurrency of \( Z \). The second restriction is made to allow for simple inference using a mixing measure. Our added goal of modeling feature correlations leads us to enforce the second restriction via Markov exchangeability. Recall that a sequence \( Z \) is Markov exchangeable if the probability of two sequences \( Z' \) and \( Z'' \) is the same when they share a permuted collection of subsequences. In the context of Figure 1, this simply states that the probability of \( Z \) is the same according to the chosen distribution if we permute a finite number of \( Z_{\psi(i)} \).

The following lemma is a direct result of these definitions.

Lemma 1. The rows of \( \hat{Z} \) are exchangeable if \( Z \) is Markov exchangeable.

Theorem 1. (Diaconis & Freedman, 1980) A recurrent process \( Z \) is Markov exchangeable if and only if it is a mixture of Markov chains.

We therefore specify \( Z \) as a mixture of recurrent Markov chains. As a result, the latent features are correlated, which can be viewed as a graph where the edges indicate Markov transitions among states (see Figure 1). We observe that models such as the IBP satisfy the above requirements, but without modeling correlations. Using the Markov property provides this modeling capacity in a way that allows for simple inference and has straightforward nonparametric extensions.

3. Markov Latent Feature Models

In Section 2 we proposed restricting \( Z \) to be a mixture of recurrent Markov chains. In principle, any formulation based on this restriction would be valid, including those whose mixing measure is unknown, but for practical purposes we would like to explicitly model the mixing measure of the recurrent Markov chain. We therefore propose two models below, one parametric and one nonparametric, both based on a simple first-order Markov assumption.
3.1. A parametric model

Assume we have $N$ observations and have $K + 1$ possible states (including the null state). We can formulate $\mathbf{Z}$ as

$$p(\mathbf{Z}_{1:T(N)} | \mathbf{Z}_0) = \int \prod_{j=0}^{\tau(N)-1} p(Z_{j+1} | Z_j, \theta) \mu(d\theta),$$  

(2)

where $p(Z_{j+1} | Z_j, \theta) = \pi_{Z_j, Z_{j+1}}$. We let the mixing measure $\mu$ be a prior on the Markov transition matrix $\theta$. In particular, we let the vector $\theta_k = (\theta_{k,0}, \ldots, \theta_{k,K})$ be distributed as

$$\theta_k \sim \text{Dir}(\frac{\alpha}{K+1}, \ldots, \frac{\alpha}{K+1}), \quad 0 \leq k \leq K.$$  

(3)

Notice that together with the null state we have $K+1$ states; we do not separate the null state from the other states, but jointly model them together.

We call this model the finite Markov latent feature model (MLFM in our experiments). When the expected return time to the null state is much smaller than $K$, MLFM will be a sparse coding model in that each observation will possess a small subset of features. Unlike models based on the beta process, in which the number of features for each observation follows a Poisson distribution, the distribution on the number of features in MLFM cannot be derived in closed-form. However, this distribution is connected to the stationary distribution of the process. We next present a bound on the expected number of features.

**Proposition 1.** Suppose $\theta$ is known and $\Delta$ is its stationary distribution. Let $A_i$ be the set of unique features used by object $i$, then $E[|A_i|] \leq \frac{1}{\Delta_0}$, where $\Delta_0$ corresponds to the null state.

**Proof.** First observe that $|A_i| \leq \tau(i) - \tau(i - 1)$ because the sequence may return to the same feature multiple times. By the Markov exchangeability of $\mathbf{Z}$, we have $|A_i| = d |A_1|$ and $\tau(i) - \tau(i - 1) = d \tau(1)$. Since $\theta_{k,k'} > 0$, the Markov chain is regular and thus ergodic. Since $E[\tau(1)]$ is the expected return time for a regular Markov chain and $E[\tau(1)] = \frac{1}{\Delta_0}$ (Norris, 1998), the result follows.

3.2. A nonparametric model

In our second example, we extend the above model to an infinite number of features in the spirit of the IBP and beta process. We use the hierarchical Dirichlet processes (HDP) (Teh et al., 2006) to model the mixing measure $\theta$:

$$\beta \sim \text{GEM}(\alpha), \quad \theta_k \sim \text{Dir}(\alpha \beta),$$  

(4)

where $\beta_k = v_k \prod_{k'=0}^{k-1} (1 - v_k')$ and $v_k' \sim \text{Beta}(1, \alpha)$. We call this model the infinite Markov latent feature model (iMLFM in the experiments).

3.3. Application to a linear Gaussian model

We apply these models to the dictionary learning problem using a linear Gaussian model. In this case, the data matrix of $N$ observations $\mathbf{X} = [\mathbf{X}_1, \ldots, \mathbf{X}_N]$ is modeled as

$$\mathbf{X} = \mathbf{W}(\hat{\mathbf{Z}} \circ \mathbf{C}) + \mathbf{e},$$  

(5)

where $\mathbf{W} = [w_1, \ldots, w_K]$ is the dictionary matrix with $K$ elements, $\mathbf{C}$ is a $K \times N$ matrix, $\epsilon = [\epsilon_1, \ldots, \epsilon_N]$ is a noise matrix, and

$$w_k \sim \mathcal{N}(0, \frac{1}{\eta} I), \quad c_{ki} \sim \mathcal{N}(0, \frac{1}{X}), \quad \epsilon_i \sim \mathcal{N}(0, \sigma^2 I).$$

As defined above, the coding matrix $\hat{\mathbf{Z}}$ is generated from the Markov sequence $\mathbf{Z}$ described in Section 2 using the priors on either the finite or infinite state Markov chain defined above. In the infinite-state model, $K = \infty$.

3.4. Discussion

The two examples of an MLFM given above are models that induce directed correlations among latent features. However, they are not the only choice. From Theorem 1, we can apply any mixture of recursive Markov chains to build a model. Another choice would be to use an edge-reinforced random walk (ERRW). An ERRW-induced latent feature model is undirected. A class of ERRWs has been shown to be a mixture of reversible Markov chains, for which Bayesian inference has recently been studied (Diaconis & Rolles, 2006; Bacallado et al., 2013). However, constructing nonparametric priors for reversible Markov chains is non-trivial. Knowles et al. (2014) provides one solution, but a scalable version has not yet been developed.

Several previous works have studied the theoretical properties of other feature allocation constructions. For example, Broderick et al. (2013) studied an exchangeable class of feature partitions using a “paintbox” characterization, while Heaukulani & Roy (2013) analyzed the combinatorial structure of beta negative binomial processes and Zhou et al. (2015) investigate such constructions for feature count matrices.

4. Inference

We derive a variational inference algorithm for the parametric Markov latent feature model where we model the mixing measure as a Dirichlet distribution. We can extend inference to the nonparametric case by modeling $\beta$ in Equation (4) using, e.g., the direct assignment method as mentioned in Liang et al. (2007); Johnson & Wilsky (2014) for the HDP; another recent fully Bayesian method is Zhang et al. (2016). We exclude this additional step in our algorithm below since the derivation is identical to the HDP in this portion of the model.
Algorithm 1 Sparse coding with greedy search

Input: $q(\theta)$ and $W$.
for $i = 1$ to $N$ do
1. Set $Z_{\psi(i)} = \emptyset$ and $A_i = \emptyset$.
while max$_j \xi_j > 0$ do
(a) Set $\xi_j = L_{A_i}([Z_{\psi(i)}, j, 0]) - L_{A_i}([Z_{\psi(i)}, 0])$.
(b) Set $j' = \arg \max_j \xi_j$.
(c) Set $Z_{\psi(i)} = [Z_{\psi(i)}, j']$ and $A_i \leftarrow A_i \cup \{j'\}$.
end while
Set $Z_{\psi(i)} = [Z_{\psi(i)}, 0]$.
end for

4.1. Batch Variational Inference

The joint distribution of the Markov latent feature model factorizes as

$$p(\theta, W, Z, X) = \prod_{j=0}^K p(\theta_j)p(w_j) \prod_{i=1}^N q(C_i)q(Z_{\psi(i)})$$

and we define

$$q(\theta_j) = \text{Dir}(\alpha_j), \quad q(w_j) = \delta_{w_j}(\cdot),$$
$$q(C_i) = \mathcal{N}(\mu_i, \Sigma_i), \quad q(Z_{\psi(i)}) = \delta_{Z_{\psi}(i)}(\cdot). \quad (6)$$

The variational objective is

$$L = \mathbb{E}_q[\ln p(\theta, W, Z, X)] - \mathbb{E}_q[\ln q(\theta, W, C, Z)].$$

Using this factorization, we observe in advance that our algorithm below is equivalent to a MAP-EM algorithm for maximizing $p(X, W, Z)$, where $C$ and $\theta$ constitute the hidden data. This is because

$$q(\theta, W, C, Z) = q(\theta, C|W, Z)q(W, Z)$$

and $\theta$ and $C$ are conditionally independent and can be solved exactly given the point estimates $W$ and $Z$, which the delta $q$ distribution enforces. In other words, the mean-field representation for $\theta$ and $C$ is exact and not an approximation in this case.

Update $Z$ and $C$: Sparse coding with greedy search.

We jointly update $Z_{\psi(i)}$ and $C_i$ using a new approach to sparse coding with Bayesian models. The method is similar to orthogonal matching pursuits, used in sparse coding by K-SVD (Aharon et al., 2006), in that it greedily selects the next feature to add by integrating out the corresponding weight, followed by an update of all weights on the active features. The structure of the algorithm is also similar to MAP-EM inference for mixtures of factor analyzers (Ghahramani & Hinton, 1996).

To sparsely code the $i$th observation, we can focus on the objective term

$$L(Z_{\psi(i)}, q(C_i)) = \mathbb{E}_q \left[ \ln \frac{p(X_i; C_i, Z_{\psi(i)}|\theta, W)}{q(C_i)} \right]. \quad (7)$$

First observe that given $Z_{\psi(i)}$,

$$q(C_i) = p(C_i|X_i, Z_{\psi(i)}, W) = \mathcal{N}(\mu_i, \Sigma_i) \quad (8)$$

is known exactly and is a multivariate Gaussian derived explicitly below. Here, we jointly update $Z_{\psi(i)}$ and $q(C_i)$ by incrementally extending (or terminating) the path $Z_{\psi}(i)$.

Because our inference problem is equivalent to MAP-EM for the joint likelihood $p(X, W, Z)$ we can do this as follows: Let $A_i$ be the current set of features selected by the path $Z_{\psi(i)}$ and $q(C_{A_i}) = \mathcal{N}(\mu_{A_i}, \Sigma_{A_i})$ be the corresponding marginal posterior over these dimensions, where

$$\Sigma_{A_i} = (\lambda I + \frac{1}{\sigma^2} W_{A_i}^T W_{A_i})^{-1}, \quad \mu_{A_i} = \frac{1}{\sigma^2} \Sigma_{A_i} W_{A_i}^T X_i.$$

We expand the path of $Z_{\psi(i)}$ using EM by constructing

$$L_{A_i}(Z_{\psi(i)}) = \mathbb{E}_q[\ln p(X_i; Z_{\psi(i)}|C_{A_i}, W, \theta)]$$

where the expectation is over $\theta$ and the subset of $C_i$ indexed by $A_i$, using $q(C_{A_i})$ derived above. The remaining dimensions of $C_i$ are marginalized out a priori. Since we are dealing with multivariate normal variables, all calculations are in closed form and remain Gaussian.

We then greedily pick the next state that improves this objective the most and add that state to the end of the path $Z_{\psi(i)}$, or we terminate if moving to the null state and adding no more features provides the best improvement. When the algorithm terminates, we have a point estimate of the path $Z_{\psi(i)}$ that selects the latent features for the $i$th observation, and the corresponding conditional posterior $q$ distribution on the weight vector $C_i$. By the equivalent MAP-EM construction of this algorithm, each step is guaranteed to increase the objective function. We summarize this greedy algorithm in Algorithm 1.

Proposition 2. The sparse coding greedy search algorithm will stop in a finite number of steps.
the conditional posterior of $\theta$. 

**Update** $W$: Since $Z$ gives $q(\theta)$, we can differentiate with respect to $W$ to find that

$$W = \left[ \sum_{i=1}^{N} X_{i} \mu_{i}^{\top} \tilde{Z}_{i} \right] \left[ \eta \sigma^{2} I + \sum_{i=1}^{N} \tilde{Z}_{i} (\mu_{i} \mu_{i}^{\top} + \Sigma_{i}) \tilde{Z}_{i} \right]^{-1}.$$ 

**4.2. Stochastic Variational Inference**

We also derive a stochastic inference algorithm for large scale learning. We give the corresponding modifications for this algorithm in the appendix. The result is effectively a stochastic EM algorithm that shares one update with SVI (Hoffman et al., 2013) for learning $q(\theta)$ and uses stochastic gradient directly on the dictionary $W$.

**5. Experiments**

We demonstrate the effectiveness of our MLFM framework on two tasks. The first task is an analysis of the HGDP-CEPH cell line panel dataset (Rosenberg et al., 2002) for which we test batch learning performance of our two models. The second task is image denoising, where batch learning is slower and so we use stochastic inference.

**5.1. HGDP-CEPH Cell Line Panel**

For this small-scale experiment, we use a subset of 266 individuals across 11 countries from the HGDP-CEPH Human Genome Diversity Cell Line Panel (Rosenberg et al., 2002). Each person is represented by their genotypes measured at $D = 377$ autosomal microsatellite loci.

We split this data into a set of 54 individuals for testing, and use the rest for training. For evaluation we use average predictive log-likelihood of the testing set, which we approximated using Monte Carlo integration over the $q$ distributions. We work with MLFM letting $K$ range from 5 to 30 features, and iMLFM truncated to 100 latent features. We compare with BPFA (Paisley & Carin, 2009) and nested CRP (Blei et al., 2010), which we modified into a linear Gaussian model. Both models were truncated to 100 latent features as well. We set hyper-parameters to be $\eta = 1$, $\lambda = 1$, $\sigma = 0.8$. We ran each model 20 times and averaged the results. All models converge by 100 global

---

Figure 2. (Left) Factors learned from BPFA, nCRP, and iMLFM on the HGDP-CEPH dataset. Observations from various regions are aligned vertically, as displayed on the left side. (Right) Graph learned from iMLFM and nCRP.

Figure 3. Average predictive result on HGDP-CEPH dataset.
iterations and the time cost is similar across all models.

We show the mean and variance of the predictive log-likelihood for all models in Figure 3. Since the nonparametric models are not a function of latent feature, we show their performance as a straight line. We observe that the performance for MLFM starts to decrease when $K$ reaches 25 and its best performance is the same as the nonparametric iMLFM, which is not surprising. We also observe that nonparametric model performance is ordered as BPFA < nCRP < iMLFM. We believe that this improvement in performance is a result of the increasing ability to model the hierarchical correlations.

On the RHS of Figure 2 we also show the graph learned by iMLFM, where the 13 significantly used features (and the null state, denoted by a dark node) are displayed. The entire graph looks like a tree when organized according to transition probability as we have done, but there are some differences. First, the structure is not a strict hierarchy. For example, there are transitions from the null state to the "leaves." There are also transitions across "subtrees." Thus, we learn a graph structure that approximates a tree, following the structure of the data, but allows for individuals not to adhere strictly to this (in this case because, e.g., there may have been some ancestor from another region). This shows the flexibility of our Markov-structured model.

5.2. Image denoising

We also experiment using scalable inference for an image denoising task, where we would like to recover the original image from an image corrupted by white Gaussian noise. We demonstrate results for four $512 \times 512$ images: 'Barbara', 'Goldhill', 'Lena', and 'Peppers' (below in Figure 5). We extract $8 \times 8$ patches from the noise-corrupted im-
ages using a single-pixel sliding window to scan the entire image. This gives a total of 255,025 patches.

We compare with scalable BPFA (Sertoglu & Paisley, 2015), the non-probabilistic K-SVD model (Aharon et al., 2006), and isotropic and anisotropic total variation (TV) (Goldstein & Osher, 2009). We set \( \eta = \frac{1}{255^2}, \lambda = \frac{1}{10}, \alpha = 1, \gamma = 1, K = 256, \) and online parameters \( |C_t| = 1000, t_0 = 10, \) and \( \kappa = 0.75. \) We truncated iMLFM to 256 states. For all methods, we set \( \sigma \) using the method from (Liu et al., 2013); for TV we found the regularization parameter that resulted in this empirical noise variance. For the stochastic algorithms, we train using 500 iterations, which was enough for convergence; thus the number of patches seen during inference was equivalent to two passes through the entire dataset. To quantify the recovery quality, we show the peak signal-to-noise ratio (PNSR) and the structured similarity (SSIM) performance measures (Wang et al., 2004).

We show the result on various images using different noise standard deviations in Table 1. As a baseline performance measure, we use the original noisy image. We can see that iMLFM often performs better than BPFA and has results comparable to K-SVD. In the images ‘Barbara’ and ‘Peppers’, iMLFM performs better than K-SVD. We also show the average number of features occupied by each patch in Table 1. iMLFM is sparser than K-SVD when \( \sigma \) is small, which is a matter of balancing predictive gain and extra cost of growing paths in our greedy sparse coding step. For the running time, MLFM takes about 4 minutes to converge, which is similar to K-SVD and BPFA.

Finally, we show some qualitative result on the ‘Barbara’ image in Figure 4. We show the graph learned by iMLFM using a similarity-preserving 2-d embedding, where edges having probabilities above a threshold are displayed between dictionary elements. Since iMLFM learns a directed graph, we show the direction of edges according to the larger transition probability between two elements. For the ease of visualization, we only show the latent features that contain stripes. On the LHS of Figure 4, we see that the direction of stripes varies, but stripes with similar directions have greater connectivity. The graph also has a global structure as the similarity-preserving embedding shows. For example, the direction of stripes changes from the direction ‘\( \backslash \)’ in the right area, to ‘\( | \)’ in the center area, and to ‘\( / \)’ in the left area.

On the RHS of Figure 4, we display the feedback map of dictionary elements in the six regions defined on the LHS. As we can see, some groups of features give a local feed-
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back that has semantic meanings. For example, Region 1 (9 features) can be interpreted as the scarf; Region 3 (20 features) is the right leg; Region 4 (12 features) is the left leg; Region 5 (5 features) is the tablecloth. Above we show the ground truth image, the noisy input and the denoised output for the corresponding experiment.

6. Conclusion

We presented a Markov latent feature model (MLFM) using a simple sequential construction and connected this construction to the requisite Markov property of the stochastic process. The key is through the Markov exchangeability constraint, which allows for a mixing measure to be defined for easy variational inference. This procedure for constructing latent features models allows for feature correlations to be learned from the data, and so in a sense we have presented a “correlated IBP”-type model. We showed two simple examples of a Markov latent feature model, one parametric and one nonparametric, and scaled inference to handle large datasets. Empirical results on a genome analysis task and an image denoising task demonstrate the advantage of correlated feature modeling.

Appendix

6.1. Proof of Proposition 2

First, note the $q(C_i)$ is a function of $\hat{Z}_i$. The objective function in Eq. (7) becomes

$$L(Z_{\psi(i)}) = L_1(Z_{\psi(i)}) + L_2(Z_{\psi(i)}),$$

where

$$L_1(Z_{\psi(i)}) = E_q[\ln p(Z_{\psi(i)}|\theta)]$$

$$L_2(Z_{\psi(i)}) = E_q[\ln p(X_i|C_i, \hat{Z}_i, W)] + f(\hat{Z}_i).$$

Here $f(\hat{Z}_i) = E_q[\ln p(C_i)/q(C_i)]$, by marginalizing out $C_i$. Note that $L_2(Z_{\psi(i)})$ can only take finite values, since there are finite configurations for $\hat{Z}_i$. We only need to prove that $L_1(Z_{\psi(i)})$ cannot always be improved. We have

$$L_1(Z_{\psi(i)}) = \sum_{j=\tau(i)-\kappa+1}^{\tau(i)} E_q[\ln \theta_{Z_{j-1},Z_j}].$$

Let $L_1^{(1)} = \sum_{j=\tau(i)-\kappa+1}^{\tau(i)} E_q[\ln \theta_{Z_{j-1},Z_j}]$ be the cost of all transitions except for the last one, and $L_1^{(2)}$ be the rest part of $L_1$. Note that as the sequence grows, $L_1^{(1)}$ is monotonically decreasing, since $\theta_{Z_{j-1},Z_j} < 1$. And $L_1^{(2)}$ (the cost of last transition plus a constant) can only take finite values. Thus, $L_1$ cannot monotonically increase through greedy search.

6.2. Stochastic Variational Inference

We use stochastic variational inference (SVI) (Hoffman et al., 2013) to scale up MLFM by using stochastic optimization with natural gradients. Suppose $N$ is large, the objective function for $W$ is

$$L(W) = \ln p(W) + \sum_{i=1}^{N} E_q[\ln p(X_i|C_i, \hat{Z}_i, W)].$$

At iteration $t$ we sample a subset indexed by $C_t$ and set the objective

$$L_t(W) = \ln p(W) + \frac{N}{|C_t|} \sum_{i \in C_t} E[\ln p(X_i|C_i, \hat{Z}_i, W)].$$

Then we can perform an unbiased natural gradient decent for $W$ as follows:

$$B_t = \eta \sigma^2 \frac{|C_t|}{N} I + \sum_{i \in C_t} \hat{Z}_i (\mu \mu^T + \Sigma) \hat{Z}_i,$$

$$W_{t+1} = (\sum_{i \in C_t} \times \mu_i \hat{Z}_i) B_t^{-1},$$

$$W(t+1) = (1 - \rho_t) W(t) + \rho_t W_t'.$$

Similarly, to update the conditional posterior of $\theta$, we have

$$q(\theta) = \prod_{k=0}^{K} q(\theta_k),$$

where $q(\theta_k) = \text{Dir}(a_k)$. We update

$$a^{t+1}_{j,j'} = \alpha \frac{a^t_{j,j'}}{K+1} + \frac{N}{|C_t|} \sum_{i \in C_t} \sum_{i' = \tau(i-1)+1}^{\tau(i)} \mathbb{I}(z_{i,j}, z_{i',j'}),$$

where $\rho_t = (t + t_0)^{-\kappa}$, and $\kappa \in (0.5, 1]$.
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