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ABSTRACT

We consider a context-dependent ranking and selection problem. The best design is not universal but
depends on the contexts. Under a Bayesian framework, we develop a dynamic sampling scheme for
context-dependent optimization (DSCO) to efficiently learn and select the best designs in all contexts. The
proposed sampling scheme is proved to be consistent. Numerical experiments show that the proposed
sampling scheme significantly improves the efficiency in context-dependent ranking and selection.

1 INTRODUCTION

Simulation is a powerful tool for optimizing complex stochastic systems. We consider a simulation
optimization problem of selecting the best design under different contexts. The mean performances of each
design under each context are unknown and can only be estimated via simulation. The performance of each
design depends on the contexts, and thus the best design is also context-dependent. For example, in patient-
specific treatment regimen-making (Kim et al. 2011), therapies and patients can be regarded as designs and
contexts, respectively. We aim to determine the most effective medical treatment for each patient. Other
examples include movie recommendation (Liu et al. 2009) and automated asset management (Faloon and
Scherer 2017).

For any fixed context, we aim to find the best design among a finite set of alternatives, which is referred
to as ranking and selection (R&S) in the literature. R&S procedures intelligently allocate simulation
replications to efficiently learn the best design. The probability of correct selection (PCS) is used as a
measure to evaluate the efficiency of sampling procedure in R&S. In our problem, the best design is
not universal but context-dependent. In this work, we develop a sampling scheme to allocate simulation
replications for efficiently learning the best design in each context, and the worst-case probability of correct
selection (PCSw) under all contexts is used to measure the efficiency of our sampling scheme.
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There are the frequentist and Bayesian branches in R&S. See Kim and Nelson (2006) and Chen
et al. (2015) for overviews. Frequentist procedures (e.g., Rinott 1978, Kim and Nelson 2001, Luo et al.
2015) allocate simulation replications to guarantee a pre-specified PCS level, whereas Bayesian procedures
(e.g. Chen et al. 2000, Chick and Frazier 2012, Gao et al. 2017) aim to either maximize the PCS or
minimize the expected opportunity cost subject to a given simulation budget. Bayesian procedures usually
achieve better performance than frequentist procedures under a given simulation budget, but they typically
do not provide a guaranteed PCS. Peng et al. (2018) propose a stochastic control problem to formulate
the sequential decision for the Bayesian framework of R&S. Using a value function approximation, they
develop efficient sampling procedures to approximate the optimal policy for maximizing the posterior PCS.

The literature on context-dependent R&S is sparse relative to the actively studied R&S problem in
simulation. Contexts are also known as the covariates, side information, or auxiliary quantities. To the
best of our knowledge, the study of Shen et al. (2017) is the first research for this problem. They assume
a linear relationship between the response of a design and the contexts, and develop sampling procedures
to provide a guarantee on PCS for all contexts. Li et al. (2018) further extend the result in Shen et al.
(2017) to high-dimensional contexts and general dependence between the mean performance of a design
and the contexts. The aforementioned two studies adopt the Indifference Zone paradigm in the frequentist
branch. Gao et al. (2019) adopt an optimal computing budget allocation (OCBA) approach in R&S, and
solve the problem by identifying the rate-optimal budget allocation rule.

In our work, we consider the context-dependent R&S problem under a stochastic control framework,
and formulate the sequential sampling decision as a stochastic dynamic programming problem. Under a
Bayesian framework, we provide an efficient scheme to update the posterior information for each design-
context pair and a dynamic sampling policy based on the sequentially updated posterior information to
efficiently learn the performance of each design. The proposed sampling scheme is proved to be consistent
and is demonstrated to perform well empirically.

The rest of the paper is organized as follows. In Section 2, we formulate the context-dependent R&S
problem. Section 3 proposes an efficient dynamic sampling scheme to approximately solve the problem.
Section 4 presents numerical results, and the last section concludes the paper and outlines future directions.

2 PROBLEM FORMULATION

Suppose there are n different designs. For i = 1,...,n, the performance y;(x) of design ¢ depends on
a vector of context x = (x1,... ,:r:d)—r for x € X C R% Each dimension of x could be a continuous
variable, discrete variable, or categorical variable. In this study, we assume that X" contains a finite number
of m possible contexts xi, ..., x,,, and all the contexts are known upfront. Our objective is to correctly
select the best design for a given value of  (see Figure 1 for an illustration), i.e., identify arg max; y;(x).
The offline optimization results can be used for online decision making. For example, in personalized
medicine (Bertsimas et al. 2017), doctors use simulation to determine the best treatment regimen (design) for
patients (context) with different biometric characteristics; in personalized movie recommendation (Zhang
et al. 2016), we aim to recommend the most favorite movie (design) for the corresponding user (context).

The performances y;(x;) are unknown and can only be learned via sampling. We assume that for
each design and context, the simulation observations are i.i.d. normally distributed, i.e., Yj(x;) ~
N(yi(zj),02(x;)), i = 1,...,n, j = 1,...,m, t € ZT, and the replications are independent across
different designs or different contexts. The variance 02-2 (x;) in the sampling distribution is assumed to be
known in this study and the sample estimate is used as a plug-in for the true value in practice. Suppose the
prior distribution of y;(x;) is N (uo,03). By conjugacy (Gelman et al. 2014), the posterior distribution of
yi(x;) is a normal distribution with the posterior mean:

S V() o
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and the posterior variance:

ti; 1
(o7)t :1/ [ ] +} :
N oi(x;)  of
where #;; is the number of samples allocated to estimate y;(x;) after allocating ¢ = > 1" ; > 7" ¢;; samples.
As for a normal distribution with unknown variance, the posterior distribution of y;(x;) has a normal-gamma

conjugate prior (DeGroot 2005), and the corresponding analysis in context-dependent R&S problem is left
for future research.
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Design 1 . . ) . ) . .
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Figure 1: Selecting the best (red) design under each context.

Since sampling could be expensive, the total number of samples is usually limited. Moreover, when
either n or m is relatively large, it would be practically infeasible to estimate all performances accurately
for each design 7 and each context x;. Given the information of s allocated samples, the selection is to
pick the designs with the largest posterior estimates in each context. Under a fixed context x;, the quality
of the selection for the best design is measured by the probability of correct selection (PCS),

&)

where PP (-|&) denotes the posterior probability, £ is the information set of all s samples, and (i) s, ¢ =
1,...,n, are the ranking indices for context x; such that

PCS(z;) =P (y<1>js(l'j) > Yy, (@), 0 # 1

(s) (s)
ay,ei =00 7 P g

In this study, we aim to provide the best design for all the & that might possibly appear, and therefore
need a measure for evaluating the quality of the selection over the entire context space X. Specifically, we
adopt the worst-case probability of correct selection over X'

PCSw = min PCS(x).
zelX

This measure has been used in contextual R&S (Gao et al. 2019), and is similar to the worst-case performance
in robust optimization (Bertsimas et al. 2011) and R&S with input uncertainty (Gao et al. 2017, Fan et al.
2020).
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We aim to provide a dynamic sampling scheme A, to maximize the PCSw:

&) ()

The dynamic sampling scheme A is a sequence of maps As(-) = (A1(+),..., As(-)). Based on sampling
observations &1, A¢(E—1) € {(4,7) : 1 <i <n, 1 <j < m} allocates the ¢-th sample to estimate the
performance of design 7 in context ;. Similar to that in Peng et al. (2016) and Peng et al. (2018), the
sequential sampling decision such as (1) can be formulated as a stochastic control (dynamic programming)
problem. The expected payoff for a sampling scheme A, can be defined recursively by

max min P<y<1>]’s< i) > Yy, (@),

As j=1,....m

Vi€ A) 2 min Py, (@) > v, (@)1 £ 11E)

J=1,....m

and for 0 <t < s,

Vil€ As) 2 B [Viar (6 U{Yi,1 (@)} As)

|

(1,5)=Aes1(E)

Then, the optimal sampling scheme is well defined by

A 2 argmax Vy(0o; As),

s

where 6 is parameter in prior distribution. It is important to note that the definition of decision variable in
our study is different from the one in R&S. For the R&S problem, the decision is to choose an alternative
7 in sampling, whereas our decision is to choose a design-context pair (7, 7) in sampling.

3 DYNAMIC SAMPLING SCHEME

In principle, backward induction can be used to solve the stochastic dynamic programming problem, but
it suffers from curse-of-dimensionality (Peng et al. 2018). To derive a dynamic sampling scheme with
an analytical form, we adopt approximate dynamic programming (ADP) schemes which make dynamic
decision based on a value function approximation (VFA) and keep learning the VFA with decisions moving
forward.

By treating any t-th step as the last step, the value function in our problem is

Vt((gt) = j:qlinmlp) <y<1> ( ) > Yy (ZL'] 75 1‘5,5) 2)
Conditioned on &, y;(x;) follows a normal distribution with mean ,uz( ) and variance (o7 ]) ,i=1,...,n,
j =1,...,m. Therefore, the jointdistribution of vector (y1 , (z;) —y(2),, (acj) cYa >Jt( ) Yiny,. (T5))
follows a joint normal distribution with mean vector (u (Dyyej M2y M < Vg M <n> ) and covariance

matrix IVAT, where A £ diag((a%njtj)(t), ce (a%wjtj)(t)), and
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The posterior probability

P (yiayo @) >y, (@), 7 181 3)

is an integral of the multivariate standard normal density over a region encompassed by some hyperplanes.
Under a given context, the above probability of correct selection is consistent with that in R&S literature,
which allows us to use a similar approximation developed in Peng et al. (2018). As shown in Figure 2,
the integral over a maximum tangent inner ball in the shadowed region can capture the main body of the
integral over entire region due to the exponential decay of the normal density. It can be shown that the
integral over the omitted domain decreases to zero exponentially as ¢ goes to infinity. Therefore, we use
the volume of the ball as an approximation for the PCS in (3). Specifically, we use a VFA for the value
function (2) given by

Vi(&r) = min I};i{l(ag O (02, O

t t
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Figure 2: Approximation of PCS in (3).

At any step t, we treat the (¢ 4+ 1)-th step as the last step and try to maximize the expected VFA by
allocating the (¢ 4+ 1)-th sample to a design-context pair (7, q):

Vil (r,0)) 2 E [V (& U Yo ()D&

Further, we apply a certainty equivalent approximation (Bertsekas 1995) to the VFA looking one-step
ahead:

E [Vi1 (8 U{Yrtr, 11@)D)|&] & Vit (8 UE [Yogia(@o)|€1) )
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Then the VFA looking one-step ahead can be calculated, i.e.,

()

(1,05 = (0,5
Vi(&;(r,q)) 2 min min s Wl ;
#(&:(rq)) = min it (07, D) + (o2, YEa)

“)

where

tij +1 1 o
(O-’?j)(ﬁ(?",Q)) — 1/ |:U2(w]) + O':| ) (17]) = (T7 Q)7

(c2)®) | otherwise.

We propose the following dynamic sampling scheme for context-dependent optimization (DSCO):

Ap1(&) = {(7“*761*)

Vil&s: (r*,q7)) = max V(& (r, q))}, )

(r,q)

which maximizes VFA looking one-step ahead.
DSCO uses the information on the posterior means and variances of context-dependent performances of

design. We note that (“E )> - ME g )2 and (( <21>jtj)(t;(r,q)) + (a?i>jtj)(t;(r,q))) are the squared mean and

variance of the posterior d1str1but10n of the difference in performances of design, respectively. Therefore,
equation (4) can be rewritten as
B i )

where ¢, (i, 7) is the coefficient of variation (CV, or sometimes called noise-signal ratio) of the posterior
(Y, (®5) — Yy, (x7)). DSCO minimizes the maximum of ¢, (7, j), which is intuitively reasonable since
large ¢, (7, j) implies high difficulty in comparing y 1), (z;) and y; , (x;) from the posterior information.
DSCO sequentially allocates each sample to estimate performance of design to reduce the CV, focusing
on the worst-case context and the pair most difficult to rank. Under the Bayesian framework, consistency
means that for any possible realization of the true means for different alternatives from the prior distribution,
the selected best alternative based on the posterior means of different alternatives would eventually be the
true best alternative for almost every sample path in the sampling probability space as the simulation budget
goes to infinity (Frazier and Powell 2011). DSCO is proved to be consistent in the following theorem.

Theorem 1 The proposed DSCO is consistent, i.e., Vj =1,...,m,
Jm (Lje = (1); a.s.

where (i), i = 1,...,n, are the ranking indices for context ; such that y1y (z;) > -+ > Y, (z;) and
thus (1); denotes the true best design in context ;.

Proof.  We only need to prove that each y;(x;) will be sampled infinitely often a.s. following DSCO
scheme, and the consistency will follow by the law of large numbers. Suppose y;(x;) is only sampled
finitely often and y,(x,) is sampled infinitely often. Therefore, there exists a finite number Ny such that
y;(x;) will stop receiving replications after the sampling number ¢ exceeds Ny. Thus we have

i 24(t) i 24(t) —
t—lg—noo(alj> - 07 tl}-rf—noo(grq) 0-
By noticing that
lim [(qu)m — (02| =,

t—+o00
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lim [(Ogj)u) _ (Uzzj)u;(zyj))] >0,

t—+o00
we have R B
Jim [V (r.0) = Val&)] = 0 a.s.
Jim (V& (6,)) = Vil€)] >0 as,

which contradicts with the sampling rule (5) that the design-context pair with the largest 17,5(5,5; (i,7)) is
sampled. Therefore, the proposed DSCO scheme must be consistent. 0

One can also prove the proposed DSCO achieves the following asymptotically optimal sampling ratio
obtained in Gao et al. (2019) as the number of samples goes to infinity:

(1 i Xn:

(93]) i

2
(e, (#5) — v, (@) Way, (@5) — v, (@) =2 i =L
U<21>j (5) /1), +U<2i>j (5) /)4 U<21>j,(w )/t ;050 +U<2i/>j,(mj’)/t<i’)j,j’

j=1...,m,

(i) (93])

The proof is rather technical and will be included in later work.

4 NUMERICAL RESULTS

In this section, we conduct numerical experiments to test the performance of different sampling procedures
for context-dependent R&S problems. The proposed DSCO is compared with the equal allocation (EA),
two-stage indifference-zone (IZ) procedure in Shen et al. (2017), and the contextual optimal computing
budget allocation (C-OCBA) in Gao et al. (2019):

* EA: This procedure allocates the same number of samples to any design-context pair.

* IZ: At first stage, this procedure takes ng independent samples of each design-context pair and calcu-
lates sample variances S2;; ;> At second stage, take max{ [h?S5? i /6%] —no, 0} additional independent
samples of design ¢ in context xj, where h and 0 are IZ parameters.

* C-OCBA: This procedure sequentially allocates each sample to achieve the asymptotically optimal
sampling ratio.

In all numerical examples, the statistical efficiency of the sampling procedures is measured by the PCSw
estimated by 10,000 independent experiments. The PCSyy is reported as a function of the sampling budget
in each experiment.

Example 1: 10 x 10 design-context pairs

We test our proposed DSCO in a synthetic case with 10 designs and 10 contexts. The performances of
each design for each context are generated as follows:

yi(xj) ~ N(50,3%), i=1,...,10, j =1,...,10,

which means there is no clear performance clustering structure and all design-context pairs belong to a
common cluster. For design 7 and context x;, samples are drawn independently from a normal distribution
N(yi(x;),02(x;)), where o;(z;) ~ U(8,12). We set the number of initial replications as ng = 5 for each
design-context pair.

In Figure 3, we can see that DSCO and C-OCBA perform better than IZ and EA, which could be
attributed to the reason that EA utilizes no sample information and IZ only utilizes sample variances while

the other two sampling procedures utilize the information in the posterior means and variances. In order



Li, Lam, Liang, and Peng

P GSW

02 Il Il Il Il
500 1000 1500 2000 2500

Simulation Budget T

Figure 3: PCSw of the four sampling procedures in Example 1.

to attain PCSw = 80%, the number of samples consumed by DSCO is 2000, while EA, IZ and C-OCBA
require more than 2800 samples. That is to say DSCO reduces the sampling budget by more than 28%.
Compared with C-OCBA, the performance enhancement of DSCO could be attributed to that it has a
theoretical support for the finite-sample performance in its derivation via VFA.

Example 2: 30 x 30 design-context pairs

In this example, our proposed DSCO is tested in a larger synthetic case with 30 designs and 30 contexts.
The performances of each design for each context are generated as follows:

yi(xj) ~ N(50,15%), i =1,...,30, j =1,...,30.

For design i and context x;, samples are drawn independently from a normal distribution N (y;(z;), 02(x;)),
where o;(x;) ~ U(4,6). We set the number of initial replications as ng = 5 for each design-context pair.

Figure 4 illustrates the performance of the four sampling procedures. In the presence of more alternative
designs and contexts, larger sampling budget is needed to reach the same PCSw level. Similar to Example
1, DSCO remains as the most efficient sampling procedure among the four, and C-OCBA is better than
IZ and EA. Comparing the result in this example with that in Example 1, we can see that the advantage
of DSCO is more significant when the numbers of designs and contexts become larger. In order to attain
PCSw = 90%, DSCO consumes less than 30,000 samples, while EA, IZ and C-OCBA require more than
45,000 samples. That is to say DSCO reduces the sampling budget by more than 33%. Moreover, the gap
between the PCSyw of DSCO and those of EA, 1Z, and C-OCBA widens as the sampling budget increases
in the experiment.

5 CONCLUSION

This paper studies a sample allocation problem for context-dependent R&S. We propose an efficient sampling
procedure named DSCO, which maximizes the worst-case probability of correct selection over the entire
context space. Numerical experiments demonstrate that DSCO is significantly more efficient than the other
tested sampling procedures. Future research includes the asymptotic analysis for the sampling ratio of the
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Figure 4: PCSw of the four sampling procedures in Example 2.

proposed sequential sampling procedure. Considering the performance clustering between different designs
and contexts could also be an interesting future work.
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